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Summary

Compact Rubidium microwave clocks are a key component for precision-timing
applications, both for industrial and for scientific applications. Modern global nav-
igation satellite systems also demand always improving stability performances to-
gether with a small form factor. The Pulsed Optically Pumped (POP) clock de-
veloped at INRiM introduced the use of laser pumping together with a microwave
Ramsey interrogation. The atomic sample constituting the frequency standard is
a vapor-cell containing 87Rb diluted in a buffer gas. The pulsed technique ensures
a high atomic quality factor and lower sensitivity to fluctuations of the experi-
mental parameters. Given these characteristics, a fractional frequency stability of
1.7 × 10−13 τ−1/2 was achieved, averaging down below 1 × 10−14 even after several
days of measurement time in a laboratory environment. With an engineered model,
comparable performances can be obtained with a total volume of less than 20 liters
and 40 W of power consumption. This makes the technology appealing in particu-
lar for space application, where nowadays similar performances are only provided
by hydrogen masers, at the expense of larger size, weight and power consumption
(SWAP).

This thesis aims at improving the POP clock characterization and to provide
different implementation and design options. We present a systematic analysis of
the noise sources which currently describes the short-term behavior of the standard.
Regarding the clock implementation, we present locking techniques which extend
the basic frequency loop. Moreover, we present a compact design suitable for the
POP scheme, which can be of interest where SWAP is a concern.

Concerning the short-term investigation, we notice that the noise budget is not
limited by quantum noise sources, such as photon or atomic shot noise. The major
limitations come from laser frequency and amplitude noises, which are converted
into the amplitude of the detected atomic signal. In particular, we investigate
in detail the AM-AM conversion with a signal theory formalism. Understanding
such conversion mechanisms can point to the right strategy to mitigate them and
improve the short-term stability.

On the clock implementation side, we introduce advanced locking algorithms
to actively stabilize some physical parameters of interest for the clock operation.
Given the low sensitivity of the POP architecture to laser frequency and microwave
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amplitude, these parameters need to be stabilized with a low locking bandwidth.
We introduce two methods that allow a stabilization of the laser frequency di-
rectly on the clock signal, without recurring to external references. This is possible
with an extended interrogation sequence and digital processing of the signals. The
stabilization of the microwave amplitude can be achieved in a similar manner, by
exploiting the Rabi resonances. This last technique, already presented in a previous
paper, is recalled and put in relation to the laser locking techniques.

In parallel, a re-design of the core of the physics package, with the purpose of sig-
nificantly reducing the dimensions and weight of the whole assembly, is presented.
In particular, a loaded microwave cavity is introduced, leading to a reduction of
volume by a factor 8. A proof-of-principle prototype has been developed, exhibit-
ing short-term stability below 5 × 10−13 τ−1/2 by using a 1 cm3 spectroscopic cell.
The same mechanical design is used to investigate an alternative buffer-gas mixture
(krypton-nitrogen) that provides a much smaller density-shift on the clock transi-
tion, compared to the traditional argon-nitrogen mixture. With this configuration,
the clock sensitivity to ambient pressure and other barometric effects is reduced by
at least one order of magnitude.

All these contributions facilitate the design process in different ways: first of all,
by defining in more detail the laser noise specifications needed to reach a certain sta-
bility target. Secondly, by enlarging the design options, both from the operational
point of view, with the introduction of alternative locking techniques, and from
the constructive point of view, with the availability of a compact physics package
architecture. Finally, the preliminary investigation of the krypton mixture poses
the basis for either relaxed physical requirements or better performances, especially
for a possible on-ground application, where the clock is operated at atmospheric
pressure.

Finally, the thesis reports on the first experimental tests performed on an engi-
neered physics package suitable for the POP technique. The prototype, produced
by Leonardo S.p.A., was built in cooperation with INRiM under the supervision of
the European Space Agency. The prototype is tested with INRiM electronics and
optics and exhibits state-of-the-art short-term performances.
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Chapter 1

Introduction

Rubidium atomic frequency standards find a variety of applications where a
stable oscillator is needed. They are usually realized by stabilizing the frequency of
a quartz oscillator onto the ground-state microwave transition of a rubidium sample.
In such a way, they benefit from the good long-term stability of the Rb atomic
resonance, while delivering an RF output that can be easily managed. Among the
ground-state Zeeman sublevels, the atomic line chosen for the clock operation is
the one corresponding to the mF = 0 → mF = 0 transition, since it is the most
insensitive to environmental perturbations.

The most widelyspread and technologically-ready device based on this princi-
ple is the lamp-pumped Rubidium Atomic Frequency Standard (often abbreviated
as RAFS or RFS). This kind of device finds its application where long-term sta-
bility requirements exceed the specifications of quartz oscillators and at the same
time limits of cost, size, weight and power consumption prevent the use of other
high-performing frequency standards (such as Hydrogen masers or Caesium beam
clocks).

One natural field of application is the space sector. RAFS are indeed employed
in every advanced global navigation satellite system (GNSS), such as GPS [1],
GALILEO [2], GLONASS [3] and BeiDou [4]. Rubidium standards are also at-
tractive for space missions where precise timing is needed. One notable example is
the GAIA mission, where a Rb clock was deployed to provide the required time-
stamping capability for the acquisition of the most detailed Milky Way map ever
made [5].

The need for improved satellite navigation systems and the always higher de-
mand for precise timing are driving the development of better performing standards.
For example, one-way space radiometric tracking (which is regarded as the natural
improvement of the nowadays used two-way tracking) requires on-board clocks that
outperform the currently employed RAFS [6–8]. Another sector which demands al-
ways better timing is high-speed telecommunication, where a distributed network
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1 – Introduction

of stable oscillators is desired. Even stock markets, due to high-speed trading de-
mands, is requesting for accurate time-keeping ability [9]. Even though many of
these tasks can be fulfilled with synchronization to UTC via GNSS receivers, the
requirement of a wireless connection poses threats to the security and integrity
of the time dissemination system [10]. Compact and reliable on-site clocks would
ensure safer protocols, therefore the market is pushing for always better hold-over
capabilities for commercial oscillators.

The availability of laser diodes starting from the 1980s paved the way for im-
proved versions of vapor-cell clocks based on laser pumping. A whole new line of
research was opened, leading to the realization of high-performing vapor-cell fre-
quency standards. Laser light presents much narrower linewidth, less than 10 MHz
for commonly used Distributed Bragg Reflector (DBR) or Distributed Feedback
diodes (DFB), compared to a typical linewidth of 1 GHz for the light produced
by a discharge lamp [11, 12]. A smaller linewidth means a more efficient optical
pumping which in turns enables to detect the atomic resonance with enhanced
contrast. Ultimately, for fixed resonance width and noise levels, a higher contrast
turns into better short-term stability. The replacement of the lamp with the laser
was not as successful as expected in improving the short-term stability of vapor-cell
clocks [13]. In fact, the estimated improvement assumed photon shot noise as the
limiting factor. Instead, the dominant noise process determining the short-term
performance of laser devices was proven to be the coherent noise transfer (phase
and amplitude) from the laser source, which can be one order of magnitude higher
than the photon shot noise. This notwithstanding, with the proper optimization,
laser-pumped vapor-cell standards outperformed the traditional architecture by one
order of magnitude, leading to short-term stability very close to 1 × 10−13 τ−1/2 [14].

The introduction of the laser in the field of compact frequency standard led to
the investigations of spectroscopic tools different from the continuous wave double-
resonance technique. One notable example is the Coherent Population Trapping
(CPT) scheme, that allows probing the alkali hyperfine transition by all-optical
means. Few notable implementations of this interrogation scheme demonstrated
short-term stability very close to 1 × 10−13 τ−1/2 [15, 16]. The absence of a mi-
crowave cavity enabled a strong miniaturization of the CPT system. After the first
realization at the US National Institute of Standards and Technology [17], so-called
“chip-scale clocks’ based on CPT have become a fertile field of research, concern-
ing both atomic clock improvement [18–22] and micro-cell manufacturing [23–26].
Of course, the use of a miniaturized cell leads to a degradation of the short-term
stability due to lower atomic line contrast and larger resonance linewidth [27, 28].
Nevertheless, such devices are of interest as they provide a local oscillator with a
stability of the order of 1 × 10−11 after one day of averaging time, with a power
consumption of only a few hundreds of mW and a total volume of few cm3. They
are thus much stabler than comparable size temperature-stabilized quartz oscilla-
tors and much lighter and power-efficient than oven-controlled crystal oscillators,
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1 – Introduction

bridging the gap between these two extremes.
Laser pumping is also suitable to pulsed schemes, both with CPT [29] and

with microwave interrogation [30]. In particular, the Pulsed Optically Pumped
(POP) clock developed at INRiM was the first high-performing clock to ensure
good long-term performance (with stability in the 10−15 region). More recently,
also one implementation of the pulsed CPT showed medium-term stability below
1 × 10−14, with the use of the autobalanced-Ramsey interrogation scheme [31]. The
underlying reason is the different sensitivity of the various clock architectures to
laser power and frequency fluctuations, via the light-shift. We will see how the
pulsed techniques are more favorable in this sense as most of the atomic evolution
is performed in the dark. The interest in the Pulsed Optically Pumped scheme is
testified by the increasing number of groups actively working on the subject: INRiM
(Italy) [32], LTF (Switzerland)[33], SIOM and NTSC (China) [34, 35], VNIIFTRI
(Russia) [36]. Recently, there has been also the involvement of private companies,
such as Leonardo S.p.A. (Italy) and Frequency Electronics Inc. (United States).
Significantly, the POP clock has also been proposed as a candidate for the future
GPS generation, together with the mercury ion clock under development at Jet
Propulsion Laboratory [37, 38].

The studies performed during my PhD research involve some steps towards
the development of the POP scheme as a mature technology for space and high-
demanding applications. One direction was exploring some strategies to simplify
the clock implementation. In particular, advanced algorithms enabling the stabi-
lization of the microwave field amplitude or the laser frequency directly on the clock
signal were refined and further characterized. The other guideline of the research
I conducted during my PhD activity moves directly in the way for possible use
of the POP technique for spaceborne applications. In this sense an optimization
of the physics package with particular attention to the overall size and weight is
necessary. For this purpose, a redesign of the cavity-cell assembly was performed
with the introduction of a loaded cavity, able to significantly reduce the size of the
core elements of the clock. The proposed solution has led to an eight-fold reduction
in the cavity volume, with consequent promising reduction of weight and power
consumption for the complete apparatus. Finally, a technology transfer activity
in cooperation with Leonardo S.p.A. has been conducted. The project goal is the
realization of a fully operational space-qualified POP clock prototype for GNSS
applications. In particular, my contribution was in the electromagnetic design of
the cavity and in the first experimental tests on the physics package prototype.

Thesis outline

This doctoral thesis is organized as follows: in the introductory chapter, a
brief overview of the traditional rubidium standards is provided, followed by a
review of the laser techniques introduced to overcome the known limitations of
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lamp-pumped devices. The comparison will stress the peculiarities of each clock
architecture with focus on the environmental sensitivities, which is the main concern
for a possible space application. In chapter 2 the focus switches onto the Pulsed
Optically Pumped (POP) technique, whose development is the main objective of
this work. The main characteristic of the POP clock realized at INRiM prior to
my activity will be resumed. Moreover, the various sources of noise contributing to
the short-term stability are analyzed in detail.

In chapter 3 a technique to actively stabilize the amplitude of the microwave
output using the clock signal is presented. Moreover, two alternative algorithms
to lock the laser frequency using the clock spectroscopic cell as a reference are
introduced and characterized.

In chapter 4 a novel design for a compact cavity cell-assembly suitable for the
POP scheme is presented. The design process, implementation and preliminary
experimental results are shown.

Finally, in chapter 5, the work done in cooperation with Leonardo S.p.A for
the realization of a space-qualified physics package is explained, of course leaving
some details omitted for clearance issues. Some preliminary tests, which represent
the first milestones towards the validation of the physics package are presented.
The tests are being conducted in the frame of a European Space Agency (ESA)
contract, which oversees INRiM and Leonardo S.p.A. as the main contributors. The
realization of a space-qualified prototype is the real testbed for the establishment
of the POP frequency standard as a mature technology, and it was very exciting to
contribute to the pursuit of such effort.

1.1 Rubidium frequency standards: a quick
overview

Vapor cell frequency standards based on alkali atoms have a long history, start-
ing from the first laboratory realizations in the late 1950s [39, 40], rapidly followed
by commercial development [41], to nowadays research and industry applications
[42, 43]. The reason for such a long-lasting interest lies in the favorable properties
as stable oscillators, joint with compactness, reliability and low power consumption.
Vapor cell clocks had their scientific basis in the research made by the Nobel lau-
reates Alfred Kastler and Hans Dehmelt on optical pumping and optical detection
respectively [44][45]. These two techniques enable to prepare the atomic state for
the interrogation with the microwave radiation and to detect the atomic population
with a high signal-to-noise ratio. Other key components are the use of a buffer gas,
which strongly suppresses Doppler broadening [46], and the isotopic filtration, the
latter providing better pumping efficiency. After the seminal realization by Arditi
and Carver [47] many studies and technological developments have been introduced
in the following decades. Depending on the application, the focus was moved from
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1.1 – Rubidium frequency standards: a quick overview

compactness and low price to always improving stability performance. In the latter
case, the use of rubidium frequency standards in the most advanced Global Navi-
gation Satellite Systems (GNSS) led to remarkable technological achievements [5,
48, 49].

1.1.1 Basics of a vapor-cell Frequency Standard
In Fig. 1.1 the building blocks of a passive microwave frequency standard are

highlighted. A crystal oscillator is locked to the atomic resonance via a frequency
lock loop. The raw output of the oscillator is usually split, one arm serving as the
final-user device output. The other arm is frequency multiplied into the microwave
region by an RF synthesis chain to match the atomic resonance frequency. The
microwave radiation is sent to the physics package, containing the atomic sample,
to perform the clock interrogation. After probing the resonance, a suitable discrim-
inator signal is extracted and used to correct the frequency of the crystal oscillator.

PHYSICS
PACKAGE

SERVO
LOOP

CRYSTAL
OSCILLATOR

OUTPUT

AMPLIFIER

MICROWAVE
SYNTHESIS
CHAIN

DISCRIMINATOR
SIGNAL

DISCRIMINATOR
SIGNAL

MODULATION

Figure 1.1: Schematics of the key components of a Rb frequency standard.

The choice of rubidium-87

The choice of the atomic species is performed by considering many technological
and practical issues. Obviously, atoms are not naturally designed to provide fre-
quency standards, and thus technological challenges have to be solved. The most
obvious one is to produce the RF radiation at the desired atomic transition fre-
quency and at the same time to provide an easily accessible frequency as output of
the frequency standard (e.g. 10 MHz). To ease the practical realization, a proper
choice of the atom, upon which the standard is based, must be done. The atomic
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species should have a narrow atomic line, mostly insensitive to environmental per-
turbations, which would serve as the clock transition. Moreover, the transition
must lie in a frequency range which can be covered by an electronic synthesizer.
Finally, the population of the clock states should be easily read out in order to
achieve a good signal-to-noise ratio for the frequency loop.

Rubidium-87 meets most of the requirements: it has a narrow transition (linking
the ground-state hyperfine levels) in the GHz range. Moreover, it presents two easily
accessible transitions (D-lines) in the near-infrared which can be used to prepare
the atomic state for the clock interrogation and to read-out the atomic population.

A B C D

Figure 1.2: Scheme of the rubidium energy levels. The splitting between the ground
states |µ⟩ and |µ′⟩ of 87Rb at 6.8347 GHz is used as the clock frequency reference.

More specifically, the two ground states Zeeman sublevels |F = 1; mF = 0⟩ and
|F = 2; mF = 0⟩ are used as the clock states, as their energy is insensitive to mag-
netic fields at first order. Moderate magnetic shielding (on the order of few thou-
sands) is thus enough to achieve a stable reference. The absolute value of the clock
transition (6.8 GHz) is high enough to provide a high transition quality factor, but
still low enough to be reached by frequency multiplication from a crystal oscillator.
Moreover, this frequency range implies the use of a microwave cavity of reasonable
size (few cm), keeping the dimension of the physics package compact. At the same
time, the cavity inner dimensions are large enough to store a few cm glass cell,
easily accessible by a light beam, leading to a high signal-to-noise ratio. Compared
to 133Cs and 85Rb, 87Rb has a lower nuclear spin (I = 3/2), thus more atom con-
tribute to the mF = 0 transition, providing a larger clock signal. Finally, rubidium
has another favorable property: the two natural isotopic species (87Rb and 85Rb)
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1.1 – Rubidium frequency standards: a quick overview

show a not negligible overlap in the lower ground state energy levels (see Fig. 1.3).
A glass cell containing only 85Rb can thus be tailored as a filter to absorb light
resonant with only one of the two clock states. The light emerging from the filter is
much more effective in optically pumping the atoms of the clock spectroscopic cell
and in creating the population imbalance needed for the clock interrogation. An
alternative technique makes use of a single clock cell filled with natural rubidium
(integrated-filter cell). As the light propagates through the cell, it is filtered by
85Rb and efficient optical pumping takes place in the rear of the cell. This solution
provides more compactness, at the expense of parameters optimization. Indeed the
temperature and size of the filter (an accessible parameter in the case of a discrete
filter design) cannot be chosen independently from the clock cell.
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362 362
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85Rb

D1 line

(C) (D)

(a) D1 line.

423
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Figure 1.3: Structure of the D optical lines (connecting the 5 2S1/2 ground state
to the 5 2P1/2 and 5 2P3/2 excited states). The diagram shows the relative position
of the optical lines between 85Rb and 87Rb (the labels refer to Fig. 1.2). The
reported width of the transitions represents the maximum splitting between the
upper states hyperfine levels. When the spectrum of a lamp is considered, many
broadening mechanism are involved, leading to a linewidth greater than 1 GHz for
the single lines, thus a substantial amount of overlap is present between the two
isotopes for line A and C.

Finally, rubidium presents a vapor tension slightly lower than that of cesium,
which still allows obtaining a reasonable atomic density in vapor phase by operating
in a temperature range moderately above room temperature (30 ◦C to 60 ◦C).
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Dicke narrowing

One of the key ingredients for obtaining a stable slaved oscillator is to perform
the spectroscopy of a narrow atomic resonance. Any kind of time-varying shift
or broadening mechanism affecting the atomic line is, of course, reflected on the
local oscillator stability. When using a hot vapor confined in a cell, the main
broadening mechanism is caused by the atomic motion through the Doppler effect.
Moreover, the inelastic collision of the alkali atoms with the cell walls causes an
immediate loss of coherence. Both problems can be mitigated by using a buffer gas,
as originally proposed by Dicke [46]. In the case of inert gases, the alkali atoms
can perform hundreds of elastic collisions without losing coherence. The motion of
the Rb atoms is diffusive and, if the mean-free-path between collisions is smaller
than the radiation wavelength λ (“Dicke-condition”), the net result is to obtain an
effective reduction of the transition linewidth [46]. In a true diffusive regime, the
profile of the atomic transition can be expressed as [50]:

I(ω) = A
1(︂

D(2π)2

λ2

)︂2
+ (ω0 − ω)2

(1.1)

where D is the diffusion constant of the alkali in the buffer gas (inversely pro-
portional to the buffer gas pressure). Thus the shape of the resonance becomes
Lorentzian, with a full-width-at-half-maximum of 4π2D/λ2. In the case of a tran-
sition in the microwave region, this value can be much smaller than the Doppler
width, leading to transition widths of few tens of Hz [51–53].

Double-resonance technique

The usual spectroscopic method to probe the hyperfine clock transition of alkali
atoms is the so-called double-resonance technique (often shortened as DR). Light
resonant with an optical transition (usually the D1 or D2 line) is used together with
microwave radiation whose frequency matches the clock transition. The microwave
field excites the magnetic dipole transition linking the two ground states hyperfine
levels while the light beam spectrum is tailored to be mainly resonant with only one
of the two ground-states. In this way, the light source acts as a pump and effectively
creates a population imbalance between the two clock states (for a 87Rb vapor in
thermal equilibrium, assuming a Boltzmann distribution, the two ground-states
are almost equally populated, with a population imbalance smaller than 0.1 %). As
a consequence of optical pumping, the amount of light transmitted by the vapor
increases. If the microwave radiation is exactly resonant with the atomic transition,
it will tend to equalize again the population of the two levels. Thus, if we look at
the transmission of the pump light as a function of the microwave field frequency,
we will see a dip, due to augmented absorption, when the microwave field frequency
matches the atomic frequency. By this means it is possible to probe the microwave
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1.1 – Rubidium frequency standards: a quick overview

transition with optical photons. The use of light for pumping and detection allows
detecting the resonance with high contrast and high signal-to-noise ratio.

Figure 1.4: Atomic resonance probed with the double-resonance method as a func-
tion of the microwave transition detuning (the x-axis has 30 Hz per division). Ex-
tracted from [40].

1.1.2 RAFS: state of the art
Rubidium Frequency standards have shown relatively minor changes in their

working principle. Of course, the architecture has evolved together with the tech-
nology over the years, since their first realization. Arguably, the greatest change
happened in the electronic part, with digital components taking over analog coun-
terparts. In particular, direct digital synthesizers (DDS) provide better tunability
and lower FM distortion. The main improvements in the short-term performance
where possible by improving the spectral characteristics of the light generated by
the lamp, leading to better optical pumping. In this regard, the goal of reaching
stabilities below 1 × 10−12 at one second, once considered unreachable, has been
achieved with a Rb lamp employing Xe as buffer gas, together with a thin-film
bandpass filter [1, 12]. Regarding the long-term performance, a careful engineering
of the various components has allowed reducing some of the thermal and light-shift
sensitivity coefficients. In particular, a light-shift intensity coefficient as low as
1 × 10−12/% [1, 49] has been reported. In parallel, refined thermal and mechanical
designs permitted a better stabilization of the environmental parameters affecting
the clock transition. This has led to remarkable long-term stability results, in the
low 1 × 10−14 region (without drift removal) and in the low 1 × 10−15 region at 10
days of averaging time (with the use of an aging model to predict the slow frequency
drift) [48].
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1.1.3 Strong and weak points
As shown in the previous section, lamp-pumped rubidium frequency standards

have very favorable characteristics. Namely, they present good long-term stability
while remaining compact and lightweight. Nevertheless, some issues remain un-
solved. First of all, they suffer from a not easily predictable aging, of few parts
in 10−14/d. Many possible explanations have been addressed to this observed phe-
nomenon, the main candidates being Helium permeation [54, 55] and light-shift [56]
(caused by a modification of the spectral properties of the lamp or of the filter).
Indeed the lamp, even if it is considered reliable concerning the noise properties and
expected lifetime, is at the same time one of the weak points. It is long known that
discharge lamps suffer from intensity jumps, which have been proven to degrade
the device time-keeping ability significantly [57–59]. Since the mode of operation
is a plasma regime, its power output is not easily modeled and still not completely
understood [60].

1.2 High-performing vapor-cell frequency
standards

The improvement of rubidium and cesium compact clocks has been an active
field of research, and it still provides room for systems optimization, as well as fun-
damental physics studies to provide better theoretical models. The most perform-
ing experimental realizations make use of laser for atom preparation and probing.
Among laser-based frequency standards, we can further distinguish between devices
based either on cold atoms or upon hot-vapor cells. Cold-atoms-based devices can
be characterized in terms of accuracy and can possibly benefit from micro-gravity
in space applications [61]. However, in the framework of this dissertation, we will
focus only on vapor-cell devices, given the closer affinity with the main matter. For
the interested reader, we point at the literature on the subject [62–64]. We also
report at least two remarkable commercial products based on cold atoms: one by
the French company Muquans [65], the other developed by the American company
Spectradynamics [66].

Vapor-cell clocks based on laser pumping can be cataloged by the interrogation
scheme. With the exception of coherent-population trapping, all schemes employ
a microwave cavity to perform the clock interrogation, while the laser is tuned to
be resonant to one of the two hyperfine ground states and acts both for pump-
ing and probing. The other common feature is the use of buffer-gas to increase
coherence time and suppress Doppler-broadening at microwave wavelengths. An
alternative approach to increase the atomic population coherence time is the use
of a wall-coated cell. However, this technique is not common in the field of fre-
quency standards. Even though very long coherence time has been obtained with
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1.2 – High-performing vapor-cell frequency standards

this method [67], the main limitations arise from the higher thermal coefficient [68]
and the phase-shift effects due to atomic motion [69].

The effect of buffer-gas collisions on the atomic coherence properties and thermal
stability of the standards are further discussed in section 4.1.4, with application to
the new design of a compact physics package. Here in the following, we will focus
on the laser and microwave interrogations schemes, recalling the main features and
reviewing some of the state-of-the-art published results.

1.2.1 Continuous-wave double-resonance spectroscopy
A scheme of a typical continuous-wave (CW) laser-pumped frequency standard

is shown in Fig. 1.5. The laser is sent to the physics package after a beam shaping,
collinear to the quantization z-axis, the latter provided by a DC magnetic field
excited by a solenoid. The microwave transition is excited by means of a microwave
cavity, often designed to be resonant with the atomic transition with the cylindrical
TE011 mode. This cavity mode provides a rather uniform Hz component over the
typical cell volumes [70]. For the clock transition, it is useful to define the Rabi
angular frequency corresponding to the magnetic field H⃗, expressed as [50]:

b(r⃗) = µ0µBHz(r⃗) (1.2)

where µ0 is the vacuum permeability and µB the Bohr magneton [50]. The laser is
tuned to be resonant with only one of the two ground states. The excited state is
either the 5 2P1/2 or the 5 2P3/2 manifold, depending if the D1 or D2 line is chosen.
The D2 line is often preferred, as the greater transition strength provides a more
efficient pumping. Given that the hyperfine splitting of the excited levels is small
enough compared to the typical absorption profile of the clock cell (broadened by
Doppler effect and buffer gas collisions), a simplified description of the clock as a 3-
level system is often adequate for a quantitative description of the various processes.
With reference to Fig. 1.2, we can thus introduce also an optical Rabi frequency
associated with the transition between the ground state |µ⟩ and and the state |m⟩
excited by the optical field E⃗(ωL, t, r⃗) = E0eλ⃗cos(ωLt + k⃗ · r⃗):

ΩR = E0

ℏ
⟨µ| er⃗ · eλ⃗ |m⟩ = E0

ℏ
dµm (1.3)

where eλ⃗ is the optical field polarization vector, ΩL its angular frequency and k⃗ its
wavevector.

Another useful quantity is the pumping rate Γp = Ω2
R/(2Γ∗). Γ∗ is the relaxation

rate of the optical state |m⟩, dominated by the contribution from collisions with
buffer-gas molecules through quenching mechanisms (see section 4.1.4 and [71]).
For the usual experimental conditions it is in the range 2 × 109 s−1 to 5 × 109 s−1.
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Figure 1.5: Simplified setup of a laser-pumped CW frequency standard.

The operating principle is completely analogous to the lamp-pumped rubidium
standards. The laser is tuned close to the transition linking one of the two ground-
states and the excited state |m⟩. The laser is usually frequency stabilized to an
external reference cell with no buffer gas. Thus, an acousto-optic modulator (AOM)
is used to bridge the frequency of the reference laser branch to the desired tuning
for the clock cell. A CW microwave radiation is applied together with the laser
and the double-resonance is detected by looking at the transmitted laser intensity.
The frequency of the microwave radiation is modulated with a square wave with
a modulation depth close to the half-width of the resonance. The signal acquired
with the photodiode is demodulated and serves as the input to close the frequency
loop of the local oscillator.

The width of the resonance is ultimately set by the (transversal) relaxation rate
of the ground state coherence γ2. This is usually limited by the spin-exchange
collisions between alkali atoms and lies in the range 200 s−1 to 1000 s−1 for typi-
cal temperatures of operation. The observed linewidth is affected also by power
broadening both from laser and microwave fields, and is usually well described by
a Lorentzian curve, whose full width at half maximum (FWHM) is [72]:

∆ν = 1
π

√︂
b2 + (γ2 + Γp)2 (1.4)

The laser intensity is chosen in order to optimize the detection of the double-
resonance. On one hand, raising the laser power would make the optical pumping
more efficient and thus increase the line contrast. On the other hand, low laser light
intensity is desired to avoid line broadening. It has to be noted that in (1.4) the
various parameters depend on the position of the cell, and the resulting detected
signal is an average over the whole volume. In particular, the pumping rate changes
exponentially along the propagation axis, due to absorption in a thick medium.
Moreover, the microwave field amplitude has a spatial dependence determined by
the cavity eigenmode.

With such kind of device, very good line contrast (above 20 %) where demon-
strated [14, 73] with consequent very good short-term stability (in the low 1 × 10−13
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1.2 – High-performing vapor-cell frequency standards

at 1 s). In the most recent works the photon shot noise contribution was calculated
to be in the mid 10−14 range. Indeed, the short-term stability can be written as:

σ2
y(τ) = σ2

y,shot(τ) + σ2
y,LO(τ) + σ2

y,AM-AM(τ) + σ2
y,FM-AM(τ) (1.5)

where the main contributions are highlighted. Besides the photon shot noise,
there is a residual contribution from the local oscillator phase noise, via the inter-
modulation effect [74, 75]. The last two terms are usually the dominant ones and
they come from coherent noise transfer from the laser. Amplitude fluctuations
(AM) are directly transferred to the intensity of the detected signal, while fre-
quency fluctuations (FM) are converted into amplitude by a combination of atomic
absorption and atomic cross section fluctuations [76, 77].

Laser intensity and frequency fluctuations play a role also in the medium-term
performance. The presence of the light field during the clock interaction gives
rise to power and frequency-dependent light shift on the clock transition. Indeed
light-shift is thought to be the main source of limitation for continuously operated
devices [14]. In the literature, when describing the effect close to an optical reso-
nance, two different light-shift coefficients are introduced to describe the observed
shift: a frequency-dependent coefficient βLS = ∆νµµ′/∆νL and an intensity coeffi-
cient αLS = ∆νµµ′/∆IL. Since the latter is not always linear in the light intensity, it
is good practice to define the coefficient as the clock frequency variation over a frac-
tional change of the intensity around the working point: αLS% = ∆νµµ′/(∆IL/IL).
Alternative strategies have been proposed to reduce the effect of light shift in CW
standards: one option is to modulate the laser light (in intensity or frequency) to
create sidebands. By choosing the right modulation index, the various sidebands
can have canceling contributions [78]. As we will see in the following section, this is
similar to the first-order cancellation obtainable with the CPT scheme. However,
the most practical operative condition is to choose a specific laser detuning at which
the intensity coefficient is minimized and operate the clock with very low power
[79]. Recently, an interesting interrogation scheme has been theoretically proposed
to actively compensate light-shift in continuously-operated atomic clocks [80].

Another dependence on the laser power comes from inhomogeneities of the
physical parameters (microwave field, magnetic gradients, laser intensity). This
is usually named the “position effect” [81] or “pseudo-light-shift” as it mimics the
behavior of the off-resonant light-shift.

Other sources of frequency instability in the medium-long term are also due
to the microwave amplitude fluctuations. A dependence on the microwave field
amplitude comes mainly from inhomogeneities of the magnetic field [82] and from
cavity pulling [50]. The latter effect is not negligible for passive Rb frequency
standards as it scales as the ratio between the atomic and the cavity quality factors
(∝ Qc/Qa). To mitigate these two phenomena, a low cavity-Q together with a high
Hz field uniformity over the active volume are needed. If the fluctuations of power
are indeed a limiting factor, an active stabilization might be implemented, either on
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an external reference or by exploiting the so-called “Rabi resonances” as proposed
in [83].

1.2.2 Coherent Population Trapping technique
The coherent population trapping is a well-known phenomenon, which has been

object of study in precision laser spectroscopy [84] and has found applications in
frequency metrology [85, 86].

The interrogation scheme is sketched in Fig. 1.6: two phase-coherent laser beams
couple the two ground states to a common excited state (Λ-scheme). When the
frequency difference between the two beams equals the hyperfine splitting, a quan-
tum interference effect leads to a creation of a coherent state (“dark state”) in
which the atoms cannot make a transition to the excited level. Consequently, a
“dark line” appears in the fluorescence spectrum or, if we look at the transmission
through the vapor of the two beams, a “bright line” is observed, due to electro-
magnetic induced transparency. In a cesium or rubidium cell with buffer gas the
linewidth of such resonance can be lower than 100 Hz [87, 88], making it a suit-
able frequency reference to build an atomic standard. The experimental setup of a

Figure 1.6: Simplified picture of the Λ interrogation scheme.

high-performing CPT standard includes the clock cell, surrounded by a few layers
of thermal and magnetic shielding. There is no need for a microwave cavity since
the clock frequency is probed by optical means. The phase coherence between the
two laser beams is ensured either by two phase-locked lasers or by generating two
modulation sidebands from a single laser beam (acting directly on the injection
current or with an electro-optic modulator). A microwave synthesis chain is still
needed in order to bridge the local oscillator frequency to the hyperfine splitting
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1.2 – High-performing vapor-cell frequency standards

of rubidium (or cesium). The synthesized radiation is either compared to the fre-
quency offset between the two clock laser or directly used to drive the modulator
to generate the laser sidebands (in this case the synthesized radiation frequency
is half the atomic frequency). The clock signal is acquired by looking at the laser
transmission through the vapor. The synthesizer frequency is modulated around
the maximum of the bright line and the demodulated signal is used to lock the local
oscillator frequency in correspondence of the maximum transmission.

To achieve good short term stability a detection of the bright line with high
contrast is needed. Two main techniques have emerged as the most effective: the
lin⊥lin technique and the push-pull technique [89, 90]. They have been demon-
strated to be equivalent [91, 92] and they both allow the creation of a dark state
for the mF = 0 Zeeman sublevels with a large atomic population, avoiding optical
pumping towards dark states with high (or low) mF number (which always occurs
where simple circularly polarized light is used).

When a modulated laser is used, the light shift can be canceled at first order by
a proper choice of the modulation index, i.e. properly adjusting the power partition
among the various sidebands. In fact, the light shift affecting the clock transition
due to the various sidebands can be written as [93, 94]:

∆νLS

νµµ′
=
(︄

ΩRL

νµµ′

)︄2
⎡⎣Θ(mϕ) + Ξ(mϕ)

(︄
∆0

νµµ′

)︄2
⎤⎦ (1.6)

Here mϕ is the modulation index and ΩRL is the Rabi frequency of the unmodulated
beam. The analytical expression of Θ can be found in [93]. What is important here
is that the function has a zero crossing for mϕ = 2.4, which can be used to cancel
this term. The other term, proportional to Ξ, cannot be canceled simultaneously,
but it is usually of second order. Nevertheless, to have a stable modulation index is
not straightforward during the clock operation. Indeed, to achieve a medium-term
stability below the 1 × 10−13 level, power stabilization and a tight frequency lock
are needed, together with a careful control of all the experimental parameters [16].

Regarding the mid-term contributions, light shift still remains one of the main
issues. Other mechanisms lead to a sensitivity of the clock frequency to environ-
mental parameters. Buffer-gas introduces a temperature sensitivity which is treated
by working around a temperature inversion point for the total shift [95]. Never-
theless, the sensitivity can be few parts in 1 × 10−11 K−1. Given the absence of
direct microwave radiation, there is no dependence on the power of the microwave
field. When an electro-optical modulator is involved, there is although a depen-
dence of the clock frequency on the bias voltage amplitude. Active stabilization of
this parameter is needed [16], and at a few days timescale a residual contribution
is possible. Finally, environmental magnetic field fluctuations must be properly
shielded [96].

In the last years a LNE-SYRTE (Paris, FR) has demonstrated a stability of
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3.2 × 10−13 τ−1/2, averaging down up to τ = 100 s with the use of two phase-
locked external-cavity diode lasers (ECDL) in a lin ⊥ lin configuration. The same
group reported similar performances on a simpler and more compact setup, using
an alternative polarization modulation technique [15, 97]. FEMTO-ST (Besançon,
FR) built a high-performing setup based on the push-pull technique [16].

Pulsed CPT

To overcome the light shift problem and at the same time pursuing a higher
atomic quality factor, a pulsed version of the CPT was introduced. The beams
in the Λ configuration are sent to the atomic sample, then turned off for a free-
evolution time T and then switched on again. This basic sequence is repeated
indefinitely and the atomic population is usually probed at the beginning of the laser
pulse. The introduction of the free-evolution time creates an additional modulation
pattern in the CPT resonance (often called “Raman-Ramsey” fringes) [98]. The
width of the central fringe thus obtained is proportional to 1/T , similarly to the
Ramsey interrogation scheme. Given that the atoms spend most of the time in the
absence of light, the light-shift coefficients are strongly reduced. Recently, to better
understand the observed fringes, a theoretical model considering also density and
propagation effects has been developed [99]. The transient nature of the dark state
production and evolution has been underlined, leading to a not trivial dependence
of the clock resonance parameters on temperature, pumping rate and detection
time.

Some notable reported results regarding short-term stability can be found in [29,
100]. Even if a reduction of the light-shift power of more than a factor 20 of the
clock sensitivity to laser intensity variation was demonstrated, both devices are still
limited in the mid-term by environmental sensitivities [96]. Recently, with the use
of an improved interrogation protocol, called “symmetric-autobalanced-Ramsey” a
clock stability of 2 × 10−14 at 1000 s was demonstrated for the first time [31]. The
“autobalanced-Ramsey” protocol was introduced in the field of ion optical clocks
[101] as an improved Ramsey scheme. By introducing an additional sequence with
a shorter free-evolution time, it is possible to construct a double loop which makes
the interrogation of the resonance much more insensitive to imperfections of the
probing laser [102]. In the CPT clock, where the same atoms are probed many
times during subsequent cycles, a symmetric version of the scheme was employed
to avoid memory effects.

1.2.3 The Pulsed Optically Pumped (POP) technique
The strategy of overcoming light-shift related issues by switching to a pulsed

approach was firstly investigated by Arditi and co-workers in 1964 [103], following
the suggestion of Alley [104]. Clearly, if the pump-probe light is switched off during
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1.2 – High-performing vapor-cell frequency standards

the clock interrogation phase, light-shift is greatly suppressed. This is the main
motivation towards the development of a device working in a pulsed regime. In [103]
there was also another innovation: the clock interrogation was realized with the
Ramsey technique [105]. Similarly to cesium beams clocks, where the atoms pass
through the microwave cavity twice, with a free-space evolution in the middle, here
two phase-coherent microwave pulses are sent to the microwave cavity, separated by
a free-evolution time, while the atoms are essentially fixed in space by the presence
of the buffer gas (the mean path covered by the atoms is much smaller than the
linewidth for the time of the clock interaction). In 1978 English resumed the idea
of a pulsed rubidium standard to solve the light shift issue, alternating optical
pumping and microwave interrogation [81]. The first practical implementations,
even though they demonstrated a reduced light-shift coefficient, did not lead to
improved performances in terms of frequency stability. This was mainly because
of technological issues. In particular, optical pumping with the use of a lamp is
not efficient enough to ensure a good duty cycle. In recent years the group led
by A. Godone at INRiM proposed and realized a laser Pulsed Optically Pumped
standard, first with microwave detection (realizing a pulsed passive maser [106]),
followed by a prototype with optical detection [32].

In the following chapter, the main characteristic of the latest prototype will be
resumed. Here we just compare the reported sensitivities of the best performing
vapor-cell clocks to laser intensity and frequency variations (table 1.1). We can
notice how the pulsed techniques are intrinsically less sensitive to variations in the
field properties, with the POP clock demonstrating a higher degree of resilience.

Table 1.1: Sensitivities to laser parameters (intensity I and frequency νL) for the
clock architectures described in the text. ABR stands for symmetric autobalanced
Ramsey.

αLS% = (∆ν/ν0)
(∆I/I0) βLS = (∆ν/ν0)

∆νL

CW DR [14] 2 × 10−12/% 1 × 10−11/MHz

CW CPT [16] 1 × 10−11/% 4 × 10−12/MHz

Pulsed CPT [29] 3 × 10−12/% 4 × 10−12/MHz

Pulsed CPT (with SABR) [31] 2.4 × 10−13/% 2.5 × 10−14/MHz

POP [32] 6 × 10−14/% 2 × 10−14/MHz
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Chapter 2

Pulsed Optically Pumped Rb
clock

2.1 Experimental realization
In this section the main characteristics of the experimental realization of the

POP clock at INRiM [32] are resumed. The clock building blocks and components
are detailed. Moreover, the basic timing and clock operation is recalled, as it will
serve as the basis for the more advanced locking techniques introduced in chapter 3.

It is common practice to divide the setup into three building blocks: the op-
tics, physics and electronics packages. The optics includes the laser head, an optical
isolator, the beam shaping optics, the frequency stabilization setup and the acousto-
optic modulator for the switching. The physics includes the cavity-cell assembly,
the quantization field solenoid, thermal shields to set and stabilize the operational
working point. Three layers of magnetic shielding complete the package. The
electronics provides the signal acquisition chain (trans-impedance amplifier, signal
conditioning plus low noise digital-to-analog converter), as well as the pattern gen-
erator which sets the timescale of all the clock signals. The computational core of
the electronics part is a field-programmable-gate-array (FPGA) , which processes
the input signals and manages the frequency loop. In the electronics package we
also include the microwave synthesis chain, which creates the 6.8347 GHz radiation
starting from the 100 MHz local oscillator. In Fig. 2.1 a sketch of the whole setup
is shown. The three main packages are highlighted in boxes of different colors.

2.1.1 Physics package
The physics package presents a cylindrical geometry and a layered structure.

The layers provides the adequate thermal and magnetic shielding for the atomic
sample. The core of the atomic clock is indeed the spectroscopic cell where the
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2 – Pulsed Optically Pumped Rb clock

Figure 2.1: Scheme of the main components of the POP setup. The three main
packages are highlighted in the colored boxes. TI: transimpedance-amplifier.

atomic sample is stored. The cell is filled with isotopically enriched 87Rb and with
a mixture of argon and nitrogen (1:1.6 ratio, 25 torr total pressure). The cell is
made of quartz (fused silica) and is cylindrical, with internal length and diameter
equal to 2 cm and wall thickness of 1.4 mm. The cell is placed at the center of
a cylindrical microwave cavity, in order to excite the magnetic dipole transition
between the two clock states. Two filling stems reach out from the cell body and
exit the microwave cavity. In this way excess rubidium can condensate outside the
cavity volume.

The cavity also shares a cylindrical geometry, with internal diameter 2a = 5.2 cm
and length d = 4.9 cm. With this dimensions, together with the dielectric loading
deriving from the quartz cell, the TE011 mode is resonant with the atomic clock
transition. The cavity is made of molybdenum, a metal with good electric con-
ductivity and low thermal expansion coefficient. It is placed inside an aluminum
cylinder which acts as an oven to bring the cavity and the clock cell at the oper-
ational temperature. The latter is set to 66 ◦C to minimize the buffer-gas-related
instability [107].

The oven also holds a solenoid which provides the quantization magnetic field.
The relative stability of the current generator is better than 1 × 10−5 for the typical
measurement timescales. We operate the clock with a bias magnetic field of 1.5 µT.
This value ensures enough splitting of the magnetic transitions to avoid Rabi pulling
on the clock line [108].
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2.1 – Experimental realization

The next layer is a magnetic shield, followed by a second aluminum cylinder.
The latter serves as a thermal shield and its temperature is actively stabilized. A
Kapton heater is wrapped around it and the temperature is sensed by two negative-
temperature-coefficient resistors. The two stems are in thermal contact with the
oven, thus also the thermal gradient between the core of the cell and the end tip pf
the stem is kept constant. This mitigates the effect of buffer gas migration between
the stem and the cell, which leads to additional temperature-dependent frequency
fluctuation on the clock frequency [107].

The physics package is completed by 2 mu-metal magnetic shields. The total
magnetic shielding factor is above 1000 on the axial direction. The thermal and
magnetic shields are thermally and electrically insulated and aligned by means of
Teflon spacers.

The whole package is placed under vacuum (2 × 10−7 mbar) in a dedicated vac-
uum chamber. The vacuum is mainly needed to ensure better thermal insulation
and possibly barometric effects due to ambient pressure and humidity changes [109,
110]

2.1.2 Electronics package
The electronics package is the “brain” of the atomic clock. All input and out-

put are managed with the use of a field-programmable-gate-array (FPGA), which
provides synchronous operation at the level of 100 ns. The input hardware is com-
posed by a set of analog-to-digital converters (ADCs) and a signal conditioning
unit (SC) aimed to match the impedance and to adjust the signals dynamic range.
The output is a specular set of digital-to-analog converters (DACs). The FPGA is
able to run 6 general purpose loop functions. One is used for the main clock loop,
the others can be used to implement additional locking schemes (see chapter 3)
or as a monitor of environmental parameters. The input and output of each loop
function can be programmed to be linked to the appropriate hardware. The FPGA
hosts a pattern generator that drives each block according to the sequence of steps
typical of the clock configuration, and implements the loop functions accordingly.
The FPGA is interfaced to a computer for setting the working parameters and for
monitoring (and optionally logging) the internal data flow. The operational pa-
rameters for the clock operation are stored into the local memory, thus they can be
changed via PC communication, but the unit can also run as standalone.

The synthesis chain is described in detail in [111]. It is based on a commercial
unit (Pascall XMN) which incorporates a 100 MHz oven-controlled crystal oscillator
(OCXO) and a direct multiplication stage which delivers a low-phase-noise output
at 1.6 GHz. The output of the module is splitted and three different frequencies
are generated by direct multiplication, programmable division and Direct Digital
Synthesis (DDS) respectively. These frequencies are then mixed together to reach
the atomic clock frequency. The use of a DDS ensures simultaneous and fast phase,
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2 – Pulsed Optically Pumped Rb clock

amplitude and frequency modulations. Moreover, it allows to scan the atomic
resonance over a wide frequency range. This synthesis scheme is well suited for
generating the atomic microwave frequency of rubidium as well of cesium (both
the 9.192 GHz radiation and half of it in case of CPT [112]) just by changing the
multiplication and division factors and the final filter. It is thus suitable to run
most of the high-performing clocks detailed in section 1.2.

In Fig. 2.2 the main components of the electronic board are highlighted. The
electronics is completed by an additional DDS which generates the 80 MHz radia-
tion to drive the single-pass AOM. Finally, a transimpedance amplifier is mounted
on a board close to the physics package. The amplifier uses a low input-current noise
amplifier (Analog device AD8671) and has a conversion factor of 1.6 × 104 V/A.
The noise floor of the amplifier is limited by the Johnson thermal noise of the
feedback resistor (at 50 ◦C).

Figure 2.2: Picture of the current electronics package with the main components
highlighted. SC: signal conditioning. The box is mountable in a standard 19-inch
rack.

2.1.3 Optics package
The only laser source used to operate the clock is a distributed-feedback laser

(DFB) [113, 114] from Toptica. It provides around 27 mW at 100 mA of injection
current. An optical isolator (Faraday rotator) prevents optical feedback from spu-
rious reflections. A half-waveplate followed by a polarizing beam-splitter select a
small fraction of power which is dedicated to the stabilization of the laser frequency
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2.1 – Experimental realization

on an external reference cell containing natural rubidium. The details of the fre-
quency lock are given in section 3.2.1. The lock has a low bandwidth (usually below
50 Hz), as the frequency stability mainly influences only the medium-long term.

The acousto-optic modulator, in a single-pass configuration has a double func-
tion: firstly, it provides fast attenuation to operate in a pulsed regime. In this sense
it acts as a switch with at least 40 dB of attenuation when no RF power is sent to
the device. The second purpose is to frequency bridge the frequency of the clock
branch. Indeed, the optical transition is red-shifted by the collision of the buffer
gas by around 160 MHz in the clock cell, with respect to the reference cell upon
which the laser frequency is stabilized (see section 4.1.4). The AOM radiofrequency
is provided by a direct-digital synthesizer embedded in the clock electronics, thus
its timing is naturally set by the pattern generator.
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Figure 2.3: Relative intensity noise measured in continuous wave before and after
the acousto-optic modulator.

2.1.4 Clock timing and operation
The clock frequency loop is performed by alternatively probing the two sides

of the atomic resonance. The resulting signals are subtracted in order to create
a suitable error signal (the equivalent to a demodulation for an analog lock-in).
The basic clock sequence to probe the resonance is composed by a series of steps.
First the atoms are prepared into one of the two clock states by means of a strong
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2 – Pulsed Optically Pumped Rb clock

laser pulse. The optical pumping, with the choice of the right power and length,
has also the effect of destroying the residual coherence from the previous clock
interrogation. Then the clock transition is probed with two Rabi pulses (π/2)
separated by a free-evolution time T , in a Ramsey configuration. The free-evolution
time is chosen in such that T ≃ 1/γ2, a condition that maximizes the line quality
factor. The phase-coherence between the pulses is guaranteed by the fact that only
the amplitude of the DDS is set to zero during the free-evolution time, while the
phase keeps accumulating. Finally the atomic population is probed by sending
a weak laser pulse and looking at the transmitted signal. A detection window is
opened in correspondence with the probe pulse and the signal from the photodiode
is averaged for a time τd. One of the advantages of working in the pulsed regime
is the possibility to adjust the pump and probe power independently, while in the
CW regime a compromise between the two must be found.

The typical timing used for the current prototype of the POP clock is shown in
Fig. 2.4a. The pumping pulse and Rabi pulses duration is 0.4 ms, the free-evolution
time T = 3 ms and the detection time τd = 0.15 ms. The pump power is around
17 mW and the detection power is 700 µW.

The atomic signal S is obtained by integrating the detected photo-current over
the detection window τd. To get an odd error signal centered at the top of the
fringe, the synthesizer frequency ν0 is modulated with a square wave (with modu-
lation depth νm). A demodulated signal is obtained by constructing an error signal
E[2kTc; ν0] = S[2kTc +1; ν0 −νm]−S[2kTc; ν0 +νm]. The error signal is available at
time 2kTc, and thus the maximum rate of correction is 1/(2Tc). As we will see later
the sampling rate of the atomic signal has an impact on the way the detection noise
is transferred into the clock short-term stability. In particular an aliasing process
occurs. A signal model theory to understand the noise conversion is developed in
the next section.

2.2 Stability budget: short-term contributions
In this section we consider the major contributions to the total short-term sta-

bility. The contributions to the stability budget for short timescales come from
fundamental quantum noise (such as photon and atomic shot-noise) or from tech-
nical noise sources, such as frequency and intensity noise of the laser and microwave
fields interacting with the atomic sample. We will see how the latter are in fact pre-
dominant in the case of the POP clock. As we are working in a pulsed regime, we
need to consider that possible aliasing phenomena may occur. This is well known
in the case of the Dick effect for the local oscillator noise, but often not underlined
in the case of laser noise. In the following a signal theory model is presented that
can be use to predict the contribution to the fractional frequency stability given an
arbitrary laser AM spectrum as input. Some of the tools developed in the model
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Figure 2.4: a) Basic clock sequence to probe one side of the atomic resonance. The
output of the sequence is the atomic signal S. b) Scheme of the basic LO frequency
loop.

can be applied also for the simpler case of white noise (encountered in the case of
photon shot noise and electronic noise). A reliable estimate of the impact of such
noise components on the clock performance is useful in the design phase, when a
proper laser source is to be chosen. Moreover, to optimize the performance of the
clock, it is useful to know the detail of the noise transfer mechanisms.

2.2.1 Laser AM noise - signal theory model
In the pulsed scheme of the POP clock the atomic population at the end of the

Ramsey sequence is probed with a weak pulse, performing an absorption measure-
ment. Since there is no noise background cancellation, AM noise present on the
probe laser directly adds to the clock signal. Noise on the detected atomic signal
is then converted into LO frequency noise by the clock loop itself. The situation is
sketched in Fig. 2.5. We will see in the following how AM laser noise during the de-
tection phase can significantly worsen the short-term clock stability and constitute
a major technical limitation.

For the determination of the short-term contribution, we are interested in the
fast components of the noise spectrum, which might convert into baseband. For
simplicity we assume the atomic medium as an ideal absorber, that leaves the noise
properties unaltered as the laser propagates through it. Moreover, we focus on the
effect of fast laser noise during the detection phase only, as intensity fluctuations at
the detector are directly converted into fluctuations of the measured photocurrent.
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2 – Pulsed Optically Pumped Rb clock

The validity of these hypothesis will be checked "a posteriori" by means of an exper-
imental test (see section 2.2.1). Not introducing the active medium characteristics
makes the description more general and not linked to the particular experimental
parameters. The only remark is to remain in a weak probe condition.

AOM

PP

PD

Laser

SERVO
PROCESSING

AOM: Acousto-optic modulator
PP: Physics package 

LO

 
PD: Photo detector
LO: local oscillator 

CLOCK
OUTPUT

SC

 
SC: Synthesis chain
    : microwave output 

 

Figure 2.5: Sketch of the detection scheme. Since no differential measurement is
implemented laser intensity noise directly affects the clock signal and is transferred
to the clock frequency loop.

To understand the noise conversion, it is clearer to analyze the signal processing
in time domain. Since usually the laser intensity fluctuation are expressed in term
of Power Spectral Density (PSD), it is useful to translate the formalism into the
frequency domain. By this means we are able to link the noise PSD of the laser to
the PSD of the acquired error signal and from the latter to derive an expression for
the clock short-term stability, expressed as Allan deviation.

Time-domain

We start by defining the relative intensity fluctuations of the laser intensity.

i(t) = δI(t)
I0

(2.1)

or, alternatively, I(t) = [1 + i(t)]I0. In (2.1) i(t) is a random process with zero
mean, while I0 is the mean laser intensity of the detection pulse. To simplify the
treatment we make the following assumption: the noise properties are the same of
the laser continuously running. The pulsing does not alter the noise characteristics
and does not introduce additional noise. Moreover the atomic medium is considered
as a passive attenuator, which changes the mean intensity of the laser beam, but
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2.2 – Stability budget: short-term contributions

the relative noise is preserved. The latter hypothesis is valid only in case of probing
with low laser intensity and pumping effect is negligible.

The pulsed operation foresees the acquisition of the atomic signal over a de-
tection window of length τd. The signal is commonly averaged over the window
duration. The averaging operation is described by the following impulse response
function:

ha(t) =
⎧⎨⎩

1
τd

for 0 ≤ t ≤ τd

0 elsewhere
(2.2)

We can define the fluctuations of the detected signal as the convolution of the
impulse response with the input noise:

s(t) = ha(t) ∗ i(t) (2.3)

As described in section 2.1.4, the creation of a useful error signal involves the
subtraction of two atomic signals obtained with opposite frequency modulation.
Two subsequent signals are temporally separated by the clock basic cycle which has
duration Tc. This further operation is described by the impulse response function
h∆(t) = δ(t) − δ(t − Tc). Thus, the fluctuations of the error signal can be expressed
as follows:

e(t) = h∆(t) ∗ s(t) = s(t) − s(t − Tc) (2.4)
Up to this point all operation are conducted on the continuous-time signals. To
fully describe the clock operation we also need to introduce a sampling process.
Indeed in the actual implementation, the error signal is available as a series of
discrete samples taken at the time t = 2kTc, where k is an integer. The sampled
error signal is expressed, as in usual signal theory analysis, as:

eδ(t) = e(t) × 2Tc

∞∑︂
k=−∞

δ (t − 2kTc) (2.5)

The fluctuations of the sampled error signal are transferred into frequency fluc-
tuations of the local oscillator by the servo control. Since we are interested in the
stability of the slaved local oscillator for averaging times longer than the frequency
loop time constant (τ > τL), we can avoid to insert the fluctuations in the loop
dynamics and simply write:

y(t) = − 1
De

eδ(t) (2.6)

Here y(t) are the fractional frequency fluctuations and De is the frequency dis-
criminant, proportional to the absolute atomic frequency and to the slope of the
side of the atomic resonance (De = 2ν0D). All the aforementioned operations are
summarized in the block scheme of Fig. 2.6.

If more elaborated averaging operation or another demodulation scheme are
used, they can be modeled in the same way by adopting the proper impulse response
functions h(t) and h∆(t) respectively. The general signal theory model still holds.
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Figure 2.6: Block scheme of the model of noise transfer to the clock stability in
time domain.

Frequency-domain

Having highlighted the main functional blocks in the time domain, the passage
to the frequency domain is quite straightforward. The relative intensity noise (RIN)
is described by the two-sided Power Spectral Density Si(f). The first two blocks of
Fig. 2.6 are linear and time invariant, thus we can write the spectrum of the error
signal as:

Se(f) = |Ha(f)H∆(f)|2Si(f) (2.7)
where Ha(f) and H∆(f) are the Fourier transform of ha(t) and h∆(t), respec-
tively. In case of the functions defined in the previous section, we have |Ha(f)|2 =
sinc2(πfτd) = sin2(πfτd)/(πfτd) and |H∆(f)|2 = 4 sin2(πfTc).

The sampling of the signal introduces aliasing, since the clock modulation rate
is usually lower than the bandwidth of the noise process [115]. For this reason,
noise components at multiples of the error signal sampling rate are converted into
baseband. The resulting aliased spectra has the following form [116]:

Seδ
(f) =

∑︂
k

|Ha(fk)H∆(fk)|2Si(fk) (2.8)

where we defined fk ≡ f − k
2Tc

. The expression (2.8) is a general result, that provides
the aliased spectrum of the error signal, and from which the corresponding Allan
deviation can be calculated [117]. As we are interested in calculating the clock
stability for τ >> τL, we can limit the analysis to the portion of the spectrum at
low Fourier frequencies. We can further simplify the expression taking the limit
f → 0. In this case H∆ → 4 for k odd and is zero elsewhere. The summation can
thus be performed taking the value of the spectrum for frequencies that are odd
multiples of 1/(2Tc):

Seδ
(f) ≃

∑︂
k odd

4
⃓⃓⃓⃓
⃓Ha

(︄
k

2Tc

)︄⃓⃓⃓⃓
⃓
2

Si

(︄
k

2Tc

)︄
(2.9)
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This expression does not depend on f , thus the resulting spectrum in the low
frequency region tends to be white.

Contribution to the clock stability

The clock Allan variance is evaluated by calculating first the Allan variance of
the sampled error signal, and thus scaling it by D2

e (see (2.6)). We remind that for a
given white noise level h0 (bilateral) the corresponding Allan variance is σ2

y(τ) = h0
τ

[118], so we have:

σ2
y(τ) = 4

D2
e

∑︂
k odd

sinc2
(︄

π
k

2Tc

τd

)︄
Si

(︄
k

2Tc

)︄
1
τ

(2.10)

We can derive a simplified version of equation (2.10) in the case of white noise,
useful if the laser intensity noise is approximately white in the frequency range of
interest and in the case of photon-shot noise and electronic Johnson noise, which
are truly white.

We substitute to Si(f) the constant noise level hi
0. We assume that the noise

bandwidth is higher than the bandwidth of Ha(f) (Be = 1
2τd

), which acts as a low-
pass filter. In this case the sum of (2.10) can be stopped at ke defined as the odd
number closest to Be

fs
= Tc

τd
, fs being the sampling frequency fs = 1

2Tc
. Therefore,

the contribution to the clock stability simplifies to:

σ2
y(τ) = 2

D2
e

Tc

τd

hi
0
1
τ

(2.11)

Because of the aliasing process, the laser RIN at low frequencies is enhanced by a
factor 2Be

fs
= 2Tc

τd
.
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Figure 2.7: Definition of the fringe contrast and shape of the atomic and error
signal in the case of the POP clock.

29



2 – Pulsed Optically Pumped Rb clock

It is to be noted that the model here developed does not make any assumption
on the nature of the atomic signal. It makes use of standard signal theory formalism
assuming only to be known a priory the general shape of the clock signal and the
noise at the input. In particular the slope of the frequency discriminant De must
be included. Thus the model can be applied to any pulsed clock architecture (in
condition of weak probe) where no background noise cancellation is in place, with
minor modifications. One notable example is the pulsed CPT clock.

With focus on the POP clock, which is the main object of this dissertation, we
finally give an explicit form of De in terms of the clock parameters (see also Fig. 2.7
for the definition of the contrast):

De = π
C

1 − C/2Qa (2.12)

being C the contrast of the central Ramsey fringe and Qa = ν0/(2TR) the atomic
quality factor. The expression is derived by approximating the central fringes with
the function S(ν) = 1 − C/2[1 + cos 2πTR(ν − ν0)].

We stress that (2.11) is derived here as a simplified case of the more general
result of the model of section 2.2.1, but is consistent with the usual equations en-
countered in textbooks (e.g. [119, 120]) which use variable notation and are derived
with a simpler reasoning and implicitly assume white noise processes. Here we re-
covered it starting from a more general treatment (for arbitrary noise processes) in
the case of a discrete probing of the atomic resonance (a sort of "digital lock-in",
typical of the pulsed operation).

Experimental model validation

To validate the signal theory model, and in particular to confirm the fairness
of the few assumptions made, we made an experimental test on the POP setup.
The experimental conditions are the one of section 2.1.4. Here we just reduced the
detection power, to be sure to operate in a weak probe condition (pulse peak power
100 µW). The Ramsey fringes obtained in this condition show a contrast of 27.8 %
and an atomic quality factor Qa = 4.7 × 107. The clock cycle Tc is 8.78 ms long,
including short pauses between the pulses.

For demonstration purposes the laser RIN entering the physics package has been
artificially enhanced by modulating the amplitude of the RF signal that drives the
AOM. The noise level is chosen in a way that all other noise contributions are
negligible. In this particular situation, we can directly compare the measured clock
stability to the stability estimated with the use of the model. Two test cases are
considered, which are often encountered in laser sources: white and flicker noise.
In Fig. 2.8 the noise levels, as measured before the clock cell, are shown. The white
noise level hi

0 is 1.7 × 10−7 Hz−1, band-limited to 25 kHz and the flicker level hi
−1 is

4.8 × 10−6. In table 2.1 the measured stabilities are compared with the estimates of
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Figure 2.8: Enhanced noise levels used in the in the model validation as measured
at the input of the clock cell.

Table 2.1: Stability measurements compared to the estimate from the model

Input noise Measured
ADEV(1 s)

ADEV(1 s)
from (2.10)

White noise (1.7 × 10−7 Hz−1) 7.0 × 10−11 6.4 × 10−11

Flicker noise (4.8 × 10−6/f) 1.4 × 10−11 1.2 × 10−11

the model. The model takes as input a best fit of the measured noise level and the
available experimental parameters (C, τd, Tc, TR). The results are consistent with
the measured stability within 15 %, demonstrating the reliability of the model.

2.2.2 Laser FM-AM conversion
Since the laser pulse used during the detection phase is resonant with the atomic

transition, we expect that laser frequency noise would convert into AM noise at the
output of the clock cell. Since in operational conditions we need to consider a
thick vapor, the theoretical treatment is not straightforward. In fact we have to
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deal with non-linear stochastic equations [76, 77]. Moreover the noise conversion is
quite dependent on the operational conditions, through physical parameters such
input power, atomic density, laser frequency detuning, etc. A proper treatment
of the laser-atom interaction, which can be seen as an extension of the model of
section 2.2.1, is under development. For the present discussion we can collect some
experimental observations obtained with our DFB laser (which has a linewidth of
about 2 MHz). In particular we have seen that the phase noise conversion leads to
a degradation of the short-term stability of a factor 2 with the laser properly tuned
on the minimum of the absorption profile, with comparison to the off-resonant case.
A degradation of the stability up to a factor 8 arises with the laser detuned by few
tens of MHz. More details are given in section 3.2.3. Here we can observe the effect
on the AM noise measured in the continuous regime after the passage through the
clock cell for different laser detuning, compared to the noise observed with the laser
completely off-resonant (section 2.2.2). We can observe a significant dependence of
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Figure 2.9: RIN measured after the clock cell with laser off resonance and on
resonance, with different detuning from the minimum of the buffer-gas-broadened
absorption profile.

the noise level on the laser detuning. It is clear how the proper frequency setpoint is
rather critical to achieve the best short-term stability. This point will be addressed
in section 3.2.3.
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2.2 – Stability budget: short-term contributions

2.2.3 Laser photon shot-noise
The shot-noise contribution comes from the quantum properties of light. The

granular nature of photons gives rise to a Poissonian statistic for the number of
photons N reaching the photodetector, with a variance that scales as N . The
Poissonian statistics is transferred to the statistic of the photocurrent, for an ideal
photodetector. In case of inefficiency, we can still assume the statistic to be main-
tained, with the number of photo-electrons being the number of photons multiplied
by the coefficient η < 1. In terms of optical power and photocurrent, we can express
the mean photocurrent during the detection phase as:

⟨I⟩ = W ⟨Pdet⟩ (2.13)

Where I is the photocurrent, W the spectral responsivity of the detector (expressed
in A/W) and Pdet the optical power incident on the detector. The relative noise
Power Spectral Density due to the current shot noise is thus:

Sshot = 2e

⟨I⟩ = 2e

W ⟨Pdet⟩
(2.14)

And the contribution to the short-term stability, following (2.11) and (2.12), be-
comes:

σ2
y(τ) = 2

D2
e

Tc

τd

Sshot
1
τ

= (1 − C/2)2

(πCQa)2
2Tc

τd

Sshot
1
τ

(2.15)

For a typical power level of 25 µW at the detector, the shot-noise contribution is
estimated at the level of 3 × 10−14 τ−1/2.

2.2.4 Detector electronic noise
The detector noise is designed and experimentally confirmed to be limited by the

Johnson thermal noise of the feedback resistor (Rf ) of the trans-impedance amplifier
(in the spectral range of interest for the clock). Other sources, like the input
current noise of the amplifier or photodiode noise are negligible). The contribution
from the thermal-noise is white and is calculated with the well known expression
Sth = 4kBTRf , where kB is the Boltzmann constant and T the absolute temperature
of the resistor. The contribution to the clock frequency stability is again calculated
with the use of (2.11):

σ2
y(τ) = 2

D2
e

Tc

τd

Sth
1
τ

= (1 − C/2)2

(πCQa)2
2Tc

τd

Sth
1
τ

(2.16)

With the typical signals level encountered in the operational condition, we obtain
an estimated contribution from the detection electronic noise on the short-term
stability of 2 × 10−14 τ−1/2. This noise contribution is lower than the shot-noise by
design.
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2.2.5 Local oscillator phase noise (Dick-effect)
The contribution of the free-running local oscillator noise when dealing with a

pulsed operation has been extensively treated in the literature, first in the case of the
cesium fountain standards [121–123] and later for the optical frequency standards
[124, 125] and CPT standards [126]. The POP clock shares the same interroga-
tion method of the cesium fountain, thus the same formalism applies. The formula
to calculate the short-term stability contribution, starting from the fractional fre-
quency noise spectrum of the microwave synthesizer SLO

y (f), is the following [122]:

σy(τ)2 =
∑︂

k

sinc2
(︃

kπ
T

Tc

)︃
SLO

y (k/Tc) τ−1 (2.17)

where as usual Tc is the clock cycle (single detection sequence) and sinc(x) =
sin(x)/(x). Expression (2.17) is indeed a simplified case, which assumes a sen-
sitivity function equal to one during the free-evolution time and zero elsewhere.
This approximation is valid in the limit of short Rabi pulse, compared to the free-
evolution time (t1 << T ). In the more general case we should use the complete
sensitivity function and replace sinc(k, T, Tc) with [122]:

f(k, T, Tc, t1) = 2Tc

f0πk [T 2
c − (4kt1)2]

{︄
4kt1 cos

(︄
π(kT + 2kt1)

Tc

)︄
+ Tc sin

(︄
kπT

Tc

)︄}︄

f0(T, Tc, t1) = 4
Tc

(T/2 + 2t1/π)
(2.18)

Moreover, equation (2.17) needs a cut-off frequency at which the summation is
stopped, otherwise it would lead to a divergent result. The cut-off is given by the
Rabi pulses length. In fact, the noise of the free-running oscillator is averaged
out during the Rabi pulses. Mathematically, this is equivalent to multiply the
simplified transfer function of (2.17) by a box filter sinc2(kπt1), or to stop the
summation to an integer close to ke = 1/(2t1). To clarify this concept, in Fig. 2.10
we compare the two transfer functions (squared). From the plot it is clear that the
approximate transfer function is less selective than the complete one. Indeed, the
use of the simplified transfer function leads to an overestimation of the Dick effect
contribution by about 20 %. We can conclude that the simplified equation can be
used when a conservative estimation is desired.

In Fig. 2.11 the phase noise of the microwave synthesis chain is presented. From
the plot we can also compare the phase noise of the output at 6.8 GHz with the
phase noise of the OCXO ideally multiplied. From this comparison we notice that
residual phase noise introduced by the frequency multiplication stages is very low
as the two curves basically overlap. With such phase noise properties and with the
use of (2.17) we estimate a Dick-effect contribution of 2 × 10−14 τ−1/2, negligible
compared to the previously examined contributions.
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2.3 Long-term: environmental sensitivities
The stability of many environmental parameters start to play a role particu-

larly for averaging times above 1000 s. The physical mechanism by which these
parameters impact the clock frequency stability are different. A good recap of such
mechanisms can be found for example in [110] and [127]. Reference [128] also give
some experimental characterization of the long-term sensitivities for the POP clock.
Reference [129] analyzes some long-term contributions comparing the pulsed and
CW operation on two high-performing setups.

Conceptually, we can divide the effects into two categories: some parameters di-
rectly affect the atomic reference, inducing a frequency shift on the clock transition.
Other parameters variations produce a shift of the observed frequency because of
inhomogeneities in the active region. Given the distribution of the atomic sample in
space, asymmetries in the physical parameters across the vapor cell can introduce
additional environmental sensitivity. In the latter case it is more difficult to give
an a-priori evaluation of the expected sensitivity, as the nature of the gradients
is often not known. In both cases, the frequency sensitivity often depend on the
operational conditions and the sensitivity coefficients experimentally evaluated by
varying the parameter under study around the working point.

In this section we will focus on some of the most critical parameters and recap
the physical phenomena which determine the relative clock sensitivity.

2.3.1 Sensitivity to thermal fluctuations
The main sensitivity to thermal fluctuations has its physical origin in the tem-

perature dependence of the buffer-gas collisional shift (see section 4.1.4 for more
details). The sensitivity induced by single buffer gas species can be of the order
of 1 × 10−9 K−1. However, this coefficient can be constrained below 1 × 10−11 K−1

with a proper 2-species mixture [130]. In fact, the use of two inert gases with oppo-
site linear thermal coefficient produces an inversion point of the shift at a specific
temperature. By working around this specific operational setpoint, a much smaller
quadratic dependence on the gas temperature is observed and a thermal control
below 1 mK is sufficient to guarantee good long-term performances.

Another effect that in some cases can completely mask the previous phenomenon,
is buffer gas migration between the cell body and the pinch-off stem (which usu-
ally lies outside of the cavity volume) [107]. In this case we have two connected
gas reservoirs. If the temperature difference between the two varies, a gas density
variation takes place as well. The clock frequency becomes thus sensitive to the
temperature difference between the cell body and the end tip of the stem.

Changes in the stem or cavity temperature can also lead to a variation of the
alkali vapor density. Such variation leads to a temperature dependent shift via
spin-exchange collisions [131]. Usually this terms is of the order of 1 × 10−12 K−1,
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2.3 – Long-term: environmental sensitivities

thus smaller than the buffer gas contributions.
Finally, temperature can also affect the clock frequency via the cavity pulling

effect or by changing the coupling efficiency of the microwave feed to the cavity.
Since these effects scale proportionally to the cavity quality factor, they can be
mitigated in the POP clock with optical detection, where such parameter can be
set to a low value (< 500) by design [70, 132].

2.3.2 Sensitivity to microwave amplitude fluctuations
The stability of the microwave field parameters is also a factor that can poten-

tially limit the medium-long term stability. As already noted, one mechanism that
can lead to a dependence of the clock frequency to the amplitude of the magnetic
field is the spatial dependence of the magnetic field over the active volume. If the
Rabi frequency b(r⃗) varies over the atomic sample then the position of the central
Ramsey fringe, detected as a global absorption signal, can acquire a dependence on
the average field amplitude.
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Figure 2.12: Computed cavity-pulling shift as a function of the Rabi pulse area for
three different quality factors and fixed cavity detuning (∆νC = 500 kHz)

Another effect which influences the clock transition is cavity-pulling. This ef-
fect, for the POP clock, mainly takes place during the free-evolution time. There,
the atoms feel the effect of the magnetic field emitted by the atomic coherence
and sustained by the microwave cavity. If the cavity is detuned with respect to
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2 – Pulsed Optically Pumped Rb clock

the atomic frequency, the magnetic field will induce a phase shift on the atomic
coherence. This will in turn reflect on a shift of the central Ramsey fringe. For this
reason, a good stability of the cavity dimension through thermal control is needed
to ensure a stable cavity detuning [70].

The cavity pulling introduces also an additional dependence on the microwave
field amplitude, through the Rabi pulse area θ. In Fig. 2.12 the cavity-pulling shift
is plotted as a function of the pulse area for different cavity quality factors and fixed
cavity detuning (∆νC = 500 kHz) using the formalism of [106]. In such calculation
no inhomogeneities in the field amplitude were included. We can notice that the
shift is linear close to the working point θ = π/2.

In [133] a more detailed treatment concerning the various cavity parameters af-
fecting the cavity-pulling is given. There a substantial improvement in the medium-
term stability is also reported by implementing an active stabilization of the mi-
crowave pulses amplitude (see also section 3.1).

2.3.3 Sensitivity to laser power and frequency fluctuations
As noted in section 1.2.3, for the POP clock the sensitivity to laser power

fluctuations is much reduced compared to other laser techniques, since the mi-
crowave clock transition is probed in absence of light. However, the sensitivity
to power fluctuations can still limit the long-term, as the global power coefficient
αLS = (∆ν/ν0)/(∆PL/PL) usually lies in the range 5 × 10−14 %−1 to 5 × 10−13 %−1.
At the same time, the sensitivity to laser frequency fluctuations is reported in the
range 2 × 10−14 MHz−1 to 3 × 10−13 MHz−1. The exact values of these two parame-
ters depend on the particular implementation and possible nonidealities of technical
components. In [128] a different value of αLS is reported as a function of the laser
frequency locking point, revealing an interplay between the spectral properties and
the sensitivity to power fluctuations. Since there is some degree of freedom on
the choice of the laser frequency locking point, an optimal working point can be
identified to minimize such dependency.

The physical mechanism which can lead to a residual dependence of the clock
frequency on laser power are the following:

• Residual leakage of laser light during the clock interrogation, due to non ideal
power switches. Some residual power leaking into the system re-introduces
power and frequency dependent light-shift.

• Residual coherence from the previous clock cycles. The pumping pulse strongly
suppresses the hyperfine coherence between subsequent clock interrogations
[106]. However, given also the strong absorption from the thick vapor which
limits the pumping efficiency, a residual phase shift dependent on the laser
pump power can persist.
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• Spatial inhomogeneities of the microwave and laser field amplitudes create a
not uniform atomic population. The detected clock signal is thus the result
of a weighted average across the active volume. Varying pump and detection
powers lead to interrogate the atomic sample with different weights, in turn
inducing a change in the detected signal. Given the physical origin, the
observed shift in the clock frequency is called "position-shift".

The first two points can be tackled with a careful experimental design, while some
degree of inhomogeneity, at least in the propagation axis of the beam, is unavoid-
able. In fact the laser power changes exponentially in this direction due to absorp-
tion in the thick atomic vapor.
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Chapter 3

Advanced locking techniques

The stabilization of many physical parameters involved in the clock operation,
like laser frequency and microwave intensity, is of critical importance to ensure
good long-term performances. The effect on frequency stability is the result of the
clock’s intrinsic sensitivity to a variation of a parameter multiplied by the absolute
variation of that parameter at a certain timescale. The naive approach to improve
the performances of the clock is to stabilize the physical parameter to an external
reference. Sometimes this is the only way and has proven to be effective. There
are cases when an external stabilization is not easily achieved or (since the goal of
vapor cell clocks is to be reliable and compact) is not desirable, as it may add extra
complexity to the system.

Recently alternative approaches have been developed. The first approach goes
in the direction of reducing the clock sensitivity to environmental parameters, by
adopting alternative interrogation schemes such as the so-called “hyper-Ramsey” [134,
135] or the more general “autobalanced-Ramsey” [31, 101, 102]. The second ap-
proach is to stabilize the physical parameter by extracting additional information
from the clock spectroscopic signal (apart from the frequency difference between the
local oscillator and the atomic resonance as in usual operation). This approach has
been demonstrated to be effective in the case of the stabilization of the amplitude
of the LO microwave field [133] in the POP experiment. In this chapter we will
recall the basic principles of the latter algorithm, relating it to other two proposed
methods to stabilize the pump/probe laser frequency using the clock signal instead
of an external reference cell.
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3.1 Microwave amplitude stabilization using the
clock signal

As noted in section 2.3.2 the sensitivity of the POP clock to fluctuations of the
microwave field amplitude can be a concern to achieve good long-term behavior.
Given a sensitivity of the clock of around 5 × 10−14/% [32] and a typical relative
fluctuation of the field amplitude of about 0.2 % at one day of averaging time,
an active stabilization of this parameter is needed to reach the 10−15 region. Such
stabilization could be implemented by referencing the output of the microwave syn-
thesizer to a stable voltage reference. However, this would increase the hardware
complexity and we would have to rely on the stability of additional components.
Moreover, no assurance is provided on the stability of the delivery system (mi-
crowave cables and coupling to the cavity).

An alternate way to achieve an active stabilization is provided by the clock
signal itself. In the following section, an algorithm to perform the stabilization by
exploiting the symmetries of the atomic signal is described. It is based on a double
modulation of the amplitude and frequency of the LO field and a double digital
lock-in. Notably, the method requires no substantial modifications in the existing
clock hardware.

3.1.1 Rabi oscillations: a tool to stabilize the microwave
field amplitude

In the Ramsey interrogation scheme, the important parameter to be dealt with
is the microwave pulse area θ = bt1. Since the timing of the pattern generator is
derived directly from the OCXO, t1 is at least 2 orders of magnitude stabler than
the pulse peak amplitude b [136]. For this reason, the fluctuations of the pulse
area are dominated by the field amplitude instability, and we will consider the two
quantities interchangeably in the present discussion (only a multiplicative factor
links the two quantities, but the relative stability is the same).

To understand how the clock signal can be used as a tool to stabilize the LO field
amplitude to a stable setpoint, it is useful to look at the dependence of such a signal
on the pulse area θ. In Fig. 3.1 the maximum of the absorption signal detected
after the clock cell (i.e. the top of the Ramsey fringe) is plotted as a function of this
parameter. The observed behavior derives from the well known Rabi oscillations
[50]. In the same picture, the usual Ramsey scan (absorption signal as a function
of the LO frequency) is shown, with fixed pulse area θ = π/2. The usual operation
of the clock is indeed around θ = π/2, which is the condition that maximizes the
fringe contrast. Around this setpoint, the absorption signal is symmetric in the
two variables and presents a minimum for both. We can thus think of performing a
double modulation of the LO frequency and amplitude and actively stabilize both
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parameters directly on the absorption signal. The picture is even clearer if we look
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Figure 3.1: Atomic signal as a function of LO amplitude (at fixed microwave detun-
ing) compared to the atomic signal as a function of microwave detuning (at fixed
amplitude). Both curves are normalized to the maximum signal level (correspond-
ing to the top of the fringes with maximum contrast).

at the experimental fringes in the 2D space of the parameters (Fig. 3.2). Around
the operational setpoint, the signal can be approximated as a paraboloid, shallower
in the pulse area direction and steeper in the microwave detuning direction. In the
next section, the details about the algorithm to perform the double stabilization
are given.

3.1.2 Algorithm and experimental realization
The algorithm to stabilize the microwave field amplitude is a natural extension of

the usual clock operation described in section 2.1.4. In the following, for simplicity,
we will drop the time dependence of the signal. We will assume that every step,
required to obtain the atomic signal Sk, is the result of a basic clock sequence of
length Tc. The extended algorithm foresees four steps, detailed in table 3.1. During
these steps, the LO frequency and amplitude are dithered with modulation depth
bm and νm respectively. The modulation scheme is also sketched in Fig. 3.3. The
four output of the sequence are combined to generate two error signals, one for each
loop:

Eν
n = (S4,n + S2,n) − (S3,n + S1,n) (3.1)

Eb
n = (S4,n + S3,n) − (S2,n + S1,n) (3.2)

The corresponding corrections are computed by the controller. A proportional-
integrative controller can be implemented. The parameters of the loop are chosen
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Figure 3.2: Clock signal as a function of both microwave detuning and Rabi pulses
area.

Table 3.1: n-th sequence to extract the two error signals.

microwave
frequency

microwave pulse
amplitude

Atomic
signal

step 1 ν0,n − νm b0,n − bm S1,n

step 2 ν0,n + νm b0,n − bm S2,n

step 3 ν0,n − νm b0,n + bm S3,n

step 4 ν0,n + νm b0,n + bm S4,n

not to degrade the main frequency loop. For this reason νm is chosen to be at half-
width-half-maximum of the central fringe, a condition that maximizes the error
signal slope. At the same time, the gain of the frequency control loop is kept as
high as possible, with a time constant of the order of 100 ms. Conversely, bm is
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Figure 3.3: Basic sequence of the double-modulation loop. Two error signals are
generated as the proper linear combination of the resulting clock signals.

kept as low as possible, not to perturb the frequency stability. Clearly, a trade-
off for having sufficient sensitivity to amplitude variations must be chosen. The
low sensitivity to amplitude variations, dictated by the shallower minimum and
by the small modulation depth, is compensated by a long time-constant of the
loop (around 10 s). During this time the error signal is accumulated and the noise
is reduced. Such a slow time-constant is possible because of the following facts:
the short-term stability of the synthesis chain is usually rather good, while random
noise degrades the medium long-term. Moreover, the clock stability is higher at low
averaging time. Thus the clock stability is affected by LO amplitude fluctuations
only for averaging times longer than 1000 s.

In our experimental setup the LO amplitude modulation bm is achieved by
changing the numerical amplitude of the synthesis chain DDS which in turn sets
the amplitude at the amplitude of the synthesizer. The actuator, on the other
hand, is implemented by tuning the full-scale current of the same DDS. the tuning
is performed through a high-resolution DAC. The dynamic range of the applied
correction is ±15% of the total amplitude, while the resolution is around 5 × 10−6
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[137].
It is to be noted that the proposed algorithm does not increase the short-term

contribution coming from the Dick-effect. Indeed, the frequency of the LO is com-
pared to the atomic frequency at each step and all the retrieved information is used
to stabilize the LO frequency. In other words, what is important for the Dick-effect
contribution is the duty cycle of the single basic step, i.e. the ratio between the
Ramsey time and Tc. This ratio is not changed in the current implementation.

3.1.3 Experimental validation
In this section, we validate the ability of the proposed algorithm to detect

synthesizer output amplitude variations and correct for them. With a modulation
depth equal to 5 %, we observed a well defined odd error signal centered around
θ0 = π/2 as a function of the pulse area θ. The magnitude of the discriminator
slope is given by two factors: the sharpness of the Rabi oscillations peak around
π/2 and the amplitude modulation depth bm. Well defined Rabi oscillations have
been observed for a loaded QL as low as 100, therefore the proposed method is
suitable to common cavity-cell arrangements [14, 138].

Another way to validate the characteristics of the stabilization loop is to analyze
the in-loop response when a step amplitude change is purposely introduced. Quali-
tative analysis can be made on the effectiveness of the control to detect and correct
for amplitude variation. Moreover, the loop bandwidth can be experimentally es-
timated and adjusted. In Fig. 3.4 the error signal Eb and the calculated correction
Cb are plotted in the case where a sudden negative step-change in the microwave
amplitude is introduced. In the same figure, the corresponding frequency variation
is also shown. The amplitude step induces a frequency jump of 4×10−12 in the clock
frequency that is recovered by the loop with a time constant τL = 25 s. Since
we cannot directly monitor the stability of the field amplitude in closed loop, we
can only estimate the expected gain of the controller from the loop parameters. In
case the loop is implemented with a simple first-order integrator, in the frequency
domain, the LO AM power spectral density is reduced by a factor (f/BL)2, where
BL = 1

2πτL
is the bandwidth of the loop. In terms of Allan deviation, the expected

improvement in the stability of the field amplitude is k τL

τ
, where k is a multiplica-

tive constant that depends on the noise type and equals
√

3 in case of random
walk. Since, as already noted, the amplitude fluctuations of the synthesis chain
output start to play a role after 1000 s, we usually maintain a bandwidth of few
mHz, which is easily reached with a small modulation depth. In these operational
conditions, the main frequency loop performances are not affected.

46



3.1 – Microwave amplitude stabilization using the clock signal

0 25 50 75 100 125
time/s

−10000

−5000

0

5000

10000

co
m

m
an

d
an

d
er

ro
rs

ign
al/

a.u
.

−6

−4

−2

0

2

4

6

fra
ct

ion
al

fre
qu

en
cy
×

10
12

Eb closed loop
Cb closed loop
clock frequency

Figure 3.4: In-loop error signal Eb (continuous red line) and applied correction Cb

(dashed line) as a response to an arbitrary step-change in the LO amplitude (left
y-axis). Fractional frequency variation synchronously acquired (right y-axis, blue
dotted line).

Impact on the medium-term performances

In this section, we will show the potential of the method by looking at the
medium-term performances obtained in the case of our POP clock prototype. In
particular, two long measurements (of a few days each) were taken sequentially. All
the experimental parameters are the same in the two cases. The only difference is
the usage of the microwave amplitude stabilization loop. The frequency modulation
depth is νm = 80 Hz and the microwave amplitude modulation depth bm = 0.05 b0.
The laser power levels and the basic clock sequence are the ones detailed in sec-
tion 2.1.4. The cavity quality factor is around 500 and the cavity detuning is of the
order of -1 MHz. The POP clock was measured against a reference oscillator, which
is a composed of a BVA quartz phase-locked to an active hydrogen maser. Between
the two measurements, we reduced the time constant of the phase-lock loop (from
3 s to 100 ms), to improve the frequency stability of the reference. As we will see
later, this change has an impact only in the short-term stability evaluation, thus it
is not of concern for the comparison.

In Fig. 3.5, frequency data of two long-run measurements are presented. In the
upper trace no active control on the field amplitude is performed (“open-loop” in
the following). In the “closed-loop” case, the microwave field amplitude was actively
stabilized as described in section 3.1.2. A linear drift is assumed and calculated as
a best fit in the two cases (red thick line). It is around −4×10−14/day in the open-
loop measurement, while after applying the microwave amplitude stabilization, it
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remains at the level of −8 × 10−15/day over more than ten days. It is then signif-
icantly reduced if compared to the previous measurement. In Fig. 3.6, the clock
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Figure 3.5: Frequency data of long-run measurements with the microwave field
amplitude not stabilized (upper trace, “open loop”) and with the active stabilization
active (lower trace, “closed loop”). Both data sets are presented with no drift
removal. The drift is shown as the (red) trend line.

overlapping Allan deviations for the same dataset are presented (no drift removed).
The bump at 20 s in the first case is due to the reference, while the short-term
in the second case is representative of the rubidium clock only, as the reference
instability was brought to a lower level. Regarding the effect of the stabilization on
the long-term performances, a significant improvement around averaging times of
104 s and longer can be noticed. Looking at the trend lines representing the drift
contributions, we can observe that in closed loop there is an additional instability
contribution, apart that coming from the linear drift. We attribute that to other
sources of long-term instabilities that show up as the microwave amplitude con-
tribution is reduced. For example in this set-up a temperature instability at cell
location of 100 µK at 2 × 105 s can lead to a contribution as large as 2 × 10−14 in
fractional frequency stability [107]. Concerning the drift reduction, when thermal
effects directly affecting the physical package are properly treated, we expect the
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Figure 3.6: Overlapping Allan deviation for the datasets of Fig. 3.5. Measurement
bandwidth fh = 0.5 Hz. No drift-removal. The calculated drift contributions are
shown as trend lines.

instability contribution from the applied microwave field to be the leading term for
a wide range of cavity Q and detuning. By stabilizing the pulse amplitude, the
residual sensitivity to cavity pulling comes mainly from the slow change rate of
the cavity quality factor. This should keep the cavity pulling contribution to the
frequency instability in the 10−15 region for the usual experimental conditions.

3.2 Laser frequency locking using the clock cell
In this section two alternative approaches to lock the laser frequency using

clock cell spectroscopy are presented. The first method makes use of the buffer-gas
broadened profile as a frequency reference. The use of such a broad profile is made
possible by two factors: 1) the low-noise electronics already implemented for the
microwave transition detection; 2) the intrinsic low sensitivity of the POP scheme to
laser frequency fluctuations compared to the other vapor cell clock architectures (see
section 2.3). Indeed the use of a broader resonance allows for a wider capture range
at the expense of lower locking bandwidth. As further discussed in sections 3.2.2
and 3.2.3, the POP scheme allows for a small locking bandwidth while increasing
the capture range improves the robustness of the system. More importantly, the
locking on the internal cell leads to a remarkable simplification of the hardware
setup: the elimination of the saturation spectroscopy setup allows for a reduction
of size, complexity and total power consumption by reducing the number of optical,
RF and electronic elements.
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The second method to frequency lock the laser on the internal cell makes use of
the dispersive shape of the light-shift curves as a function of the frequency detuning.
The laser frequency that corresponds to a zero crossing for the light-shift curve is
again very close to the point of best short-term stability. The algorithm interleaves
to the usual POP clock sequence a short Rabi clock sequence (strongly susceptible
to light shift) to probe the light-shift and correct the laser frequency detuning
accordingly, to minimize it. This latter method has two main advantages: allows
to inherently operate the clock at the point where the light-shift is zero (at first
order) and allows to retrieve an error signal for the laser frequency lock with a
strong signal-to-noise ratio (since the Rabi sequence can be optimized for light-
shift detection, without interfering with the main loop). Of course, it has the
drawback of interleaving an additional step in the total clock sequence which is
seen as dead time for the main clock loop, increasing the Dick effect (in)stability
contribution from LO frequency noise.

Before entering into the details of the two methods, we will briefly recall the
traditional locking scheme based on the saturation spectroscopy signal from an
external reference cell and some details will be given about the laser frequency sta-
bility requirements and about the POP clock short-term performances as a function
of the laser frequency.

3.2.1 Laser frequency locking onto an external reference
cell

The stabilization of the laser is commonly implemented by using an evacuated
reference cell. In our case, the cell contains isotopically-enriched 87Rb and is heated
to around 30 ◦C. In Fig. 3.7 the locking scheme is presented. A polarizing beam
splitter (PBS) separates the main laser beam into two branches. The main branch
is used for the clock operation (pumping and atomic detection). The other branch
is used for the stabilization on the external reference. The power ratio between
the two branches is selected by means of a half-wavelength plate. On the reference
branch, the main beam is again split into three different paths with a parallel plate
to perform the saturation spectroscopy [139, 140]. The first and second reflections
from the plate constitute two parallel probe beams, while the transmitted light is
used as the pump beam. The pump is frequency shifted by 160 MHz with an AOM
in double-pass configuration and superimposed to one of the two probe beams al-
most counter-propagating. The transmission through the cell is detected with a
differential photodiode. Since only one of the two probe beams is aligned with
the pump, by setting the individual gain of the photodiodes the Doppler profile is
canceled and the Doppler-free peaks are better resolved. In order to lock on one
of the Doppler-free peaks, the frequency of the pump is modulated by ±14 MHz
by acting on the AOM carrier. The error signal is then extracted by demodulating
the differential photodiode signal with a digital lock-in amplifier. The correction is
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obtained with an analog proportional-integrative controller and performed by act-
ing on the laser current modulation input. The stability of the free-running laser

Figure 3.7: Sketch of the experimental setup to implement the frequency lock on
the external reference cell.

is reported in Fig. 3.8. It is at the MHz level for averaging times up to 100 s and
then increases as random walk. In the same graph, the closed-loop stability of the
laser frequency, with the laser locked on the saturation absorption setup, is also
shown. The latter measurement is performed by using the clock cell spectroscopy
as a reference, thus it might be overestimated. A more rigorous stability measure-
ment is planned by using a stabler reference (i.e. measuring the beatnote with
another laser referenced to a frequency comb) or with three-corner-hat technique.
Nevertheless, this conservative estimate is well below the requirements (dashed line
in the pictures), assuming a clock sensitivity to laser frequency of 2 × 10−14/MHz.
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Figure 3.8: Laser frequency stability of our DFB laser free-running and locked
on the saturation absorption setup and free-running, compared to the stability
requirements for a high-performing POP frequency standard.

3.2.2 Short-term as a function of the laser locking point
The first suggestion towards the use of the clock cell absorption profile as a

tool to frequency lock the laser comes from a deeper investigation of the clock
short-term stability as a function of the laser frequency. The stability contribution
from detection noise can be experimentally estimated as we slowly scan the laser
frequency along the absorption profile. The procedure is the following: instead of
performing two clock cycles as in usual clock operation, we indefinitely repeat six
cycles. The first two cycles acquire the clock signal with the LO frequency set to
zero detuning (to remove LO noise contributions). From these signals, the error
signal and its Allan deviation (σe) are computed. Since the LO contribution is
negligible, the variance of the error signal is representative of the detection noise
only. Four additional clock cycles with different microwave detuning are performed
to evaluate the error signal slope in real time (see Fig. 3.9). The short-term stability
is then computed as usual as σy = σe/De (see section 2.2.1). The result of such
investigation are shown in Fig. 3.10 in the case of the D2 line. In Fig. 3.10 (d) the
clock stability retrieved with this method is plotted versus the laser detuning. It
is evident how the performances of the clock strongly depend on the locking point
for the laser frequency. There is a clear region of minimum stability, and the laser
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Figure 3.9: Extended clock sequence to evaluate the error signal variance and slope
in real time as a physical parameter is scanned.

frequency must lie within few tens of MHz from the optimum not to degrade the
stability significantly. For this reason, if using the external reference spectroscopy,
not all the Doppler-free peaks are equivalent and even when choosing the peak
closest to the optimum, the frequency bridge needs to be finely adjusted. This may
lead to work with AOM RF frequency away from the nominal ones, with consequent
power inefficiencies. By looking at Fig. 3.10 (a) and (b), we can notice that the
point of best stability coincides with the minimum of the absorption profile or,
equivalently, to the zero of its first derivative. If we are able to implement a digital
lock-in to perform a laser frequency lock on the clock absorption profile, the setpoint
is naturally optimal for what concerns the short-term stability. Moreover, locking on
the bottom of the clock cell profile, there is no need to have a separate laser branch
for the saturation spectroscopy and, consequently, there’s no need to bridge the
frequency of the laser, as the best stability naturally occurs when the first derivative
if the clock cell absorption profile nulls. In the following sections, the algorithm
to performs such frequency lock is described, and a preliminary characterization is
given.

3.2.3 Laser frequency locking on the clock cell absorption
profile: algorithm

The algorithm to perform the laser frequency lock on the clock cell is by all
means similar to the one used for the lock of the LO field amplitude (section 3.1).
The clock basic cycles are four and a double modulation is performed. The doubling
of the traditional clock pattern allows for a symmetrization of the interrogation
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Figure 3.10: a) clock cell absorption profile; b) first derivative of the absorption
profile; c) External cell saturation spectroscopy signal (laser frequency shifted by
80 MHz on this branch). d) Experimentally evaluated short tern stability σy(1s).

sequence. In this way, no net shift occurs on the clock frequency because of the laser
frequency modulation. The laser frequency modulation is performed by sending
a square wave to the laser current modulation input (thus the laser current is
iL = i0 ± im). The error signals for the LO frequency loop and for the laser
frequency loop are the result of a linear combination of the four clock signals (Si,
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with i = 1,4). Since all the signals are involved in the clock error signal creation,
no additional dead-time is introduced for the main clock loop, and the contribution
to the stability from the Dick effect is unchanged. If the correction to the LO
is performed at the end of four cycles, then the maximum locking bandwidth is
reduced by a factor two. Nevertheless, if needed, the correction can be implemented
every two cycles as in usual operation and no average shift would be induced in
any case.

time
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Figure 3.11: Scheme of the algorithm to frequency lock the laser on the clock cell
absorption profile.
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Detection noise and locking bandwidth

The lock on the clock cell profile has a rather simple implementation (one single
extra modulation plus an additional actuator). Nonetheless, care must be taken,
as the lower error signal slope, compared to the saturation absorption signal case,
poses more stringent requirements on the detection system noise. Indeed, detection
noise is translated into frequency noise by the loop itself. The lowest boundary to
the achieved stability of the laser frequency is thus set by the detection system.
Hopefully, in case of white noise, the contribution will scale as τ−1/2. To charac-
terize the loop we also need to assess the proper locking bandwidth. The latter
needs to be set in order to achieve the desired medium-term performances. By
looking again at Fig. 3.8, we can see that a loop attack time of 4 s is enough to
reach the target stability. Given an extended clock sequence duration Ts of about
17 ms, we should expect no impact on the clock stability by locking the laser fre-
quency with the proposed algorithm. Indeed, the loop will begin to compensate
for the laser fluctuations after a few Ts. The achievable bandwidth of the loop is
also influenced by the width of the resonance profile, the modulation depth νm and
the integral/proportional gains of the loop. The optimal modulation bandwidth is
chosen with the following criteria: 1) a lower bound is set by the need for sufficient
bandwidth and related loop gain to achieve the desired medium-term frequency sta-
bility. 2) a higher bound is set by the short-term performance. Indeed increasing
the modulation depth too much would interfere with the clock loop, by reintroduc-
ing FM-AM conversion. In this section, we will evaluate the noise contribution from
the laser itself and from the detection system in the case of our prototype. More-
over, we will characterize the bandwidth of the lock for the privileged modulation
depth.

The detection noise of the loop is estimated by locking the laser on the external
reference cell and acquiring the error signal eνL

obtained with the algorithm of
section 3.2.3 with no current modulation im. In this way, the variance of eνL

is
representative of the detection noise only (assuming that the external lock does not
introduce additional noise). As usual, if we divide the variance of the error signal
by the laser frequency discriminant DeL

= ∆eνL
/∆νL, we can obtain an estimate

of the laser frequency fluctuation induced by the detection system. Fig. 3.12 shows
such estimate in terms of Allan deviation of the laser frequency. The stability
contribution coming from the current detection system is more than one order of
magnitude lower compared to the requirements (assuming a sensitivity of the clock
(∆ν/ν0)/∆νL = 2 × 10−14 MHz−1). In Fig. 3.13 the response of the frequency lock
to an induced frequency jump is shown, together with the correction applied to the
laser current (upper plot). The bandwidth of the lock was lowered to 16 mHz for
illustrative purposes. In normal operation is at least 4 times higher. In the lower
plot, the fractional frequency for the same time slot is presented. We can observe
how the stability improves as the loop brings back the frequency of the laser to the
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Figure 3.12: Contribution from the detection noise, acquired as explained in the
text, converted into laser frequency units by means of the error signal slope DeL

.
The dashed lines represents the frequency stability requirements in case of a clock
sensitivity (∆ν/ν0)/∆νL = 2 × 10−14 MHz−1.

setpoint.

3.2.4 Laser frequency locking by means of the light-shift
curve

In 1975 Arditi and Picqué proposed to exploit the resonant light shift in alkali
atoms to frequency stabilize a laser onto a microwave frequency standard. This
approach goes somehow in the opposite direction as the recent research field which
aims to transfer the nowadays superior phase noise properties of ultrastable lasers
into the microwave domain [141, 142]. Nevertheless, we can resume that idea in
the case of the POP frequency standard. In this case, indeed we already have a
stable microwave oscillator at hand (the clock itself), and the frequency stability
requirements for the pumping/detection laser are not so stringent. We can thus
think of using the resonant light-shift observed on the clock transition as a tool to
stabilize the laser directly on the clock spectroscopy cell. In order to probe the light
shift on the microwave transition, we can interleave to the usual POP sequence
(which is inherently less sensitive to light-shift) a clock sequence purposely very
sensitive to light shift. This can be achieved with a CW interrogation scheme or

57



3 – Advanced locking techniques

0 10 20 30 40 50 60

0

5

10
loo

p
sig

na
ls

/a
.u

.
error signal
correction signal

0 10 20 30 40 50 60
time /s

0

5

10

y
×

10
11 fractional frequency

Figure 3.13: a) Transient response of the loop to a frequency jump of the laser.
The bandwith of the frequency lock was set to 16 mHz. b) Fractional frequency of
the locked LO as measured against a hydrogen maser during the same time period.

with a Rabi interrogation scheme. We prefer the latter since, by introducing an
additional pumping phase, we destroy the residual coherence from the previous
clock sequence. In this way the two interrogations loops are better decoupled.

The light-shift as a frequency discriminant

The frequency shift induced on the hyperfine microwave transitions by resonant
light is a phenomenon often encountered in precision spectroscopy. As observed in
[143], the effect of a strong resonant microwave field together with the optical field
prevents the use of the standard perturbation theory [144] to describe the effect. In
this section, we will not focus on a precise theoretical description of the observed
light shift curve, which will be the object of future investigation. We will focus
instead on few experimental observations that allow us to insert light-shift into the
clock operation as a tool to frequency stabilize the clock laser frequency.

The algorithm to perform the frequency lock by means of the light-shift is
depicted in Fig. 3.14. Two different clock schemes are interleaved: the usual Ramsey
sequence, each its cycle leading to the signal Si, and a Rabi sequence giving, as a
result, the clock signals Si,R. These signals, properly processed, are used as input of
two separate digital loops. The Ramsey loop is used to lock the LO frequency, while
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Figure 3.14: Scheme of the algorithm to frequency lock the laser on the clock cell
absorption profile.

the Rabi loop acts on the frequency of the laser. The basic Ramsey sequence has
the same properties and timings already explained in section 2.1.4. The basic Rabi
sequence is composed of a pumping phase (4 ms) in which the atomic coherence is
destroyed and the atoms are pumped to the Fg = 1 state; after the pumping phase
the laser is attenuated to few tens of µW and a microwave π-pulse (8 ms) is applied.
Finally, the microwave is switched off and the population of the Fg = 2 is probed by
a weak laser pulse with absorption spectroscopy (0.1 ms). The low power laser light
leaked during the Rabi pulse gives rise to a shift of the microwave clock transition.
The magnitude and sign of the shift are dependent on the laser detuning, thus by
locking on the zero light-shift detuning, we can perform a frequency stabilization
of the laser frequency. In Fig. 3.15 the resonance line probed during the Rabi
sequence is plotted as a function of the LO frequency. To highlight the presence
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of light-shift, the same curve is acquired with the perturbing laser on and off. In
presence of laser light, together with a loss of coherence, we can observe an absolute
shift of about 10 Hz. In the clock algorithm, the usual Ramsey sequence, as well
as the Rabi sequence, are doubled in order to symmetrize the modulation pattern.
Indeed, even if a strong pumping pulse is performed at the beginning of each clock
cycle, a small coherence can survive and give rise to a systematic shift. This is
also the reason to prefer a Rabi interrogation to a CW clock sequence, even if
potentially increasing the dead time. Indeed by performing CW clock spectroscopy
interleaved with the Ramsey sequence, we observed survival of the Ramsey pattern
superimposed to the CW spectroscopic line. Conversely, we observed no difference
in the line of Fig. 3.15a obtained during the interleaved sequence or as a standalone
sequence.
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Figure 3.15: Microwave spectroscopy obtained during the interleaved Rabi se-
quences. The microwave frequency is scanned and the laser frequency is locked
on the SAS crossover peak |F = 2⟩ → |F ′ = 2,3⟩. The perturbing laser (PL) when
present, has a power of 20 µW.

In Fig. 3.16 the light shift observed on the Rabi spectroscopy is plotted as a
function of the laser frequency, with the laser tuned on the Fg = 2 and Fg = 1
line. In both cases a dispersive shape is observed with a zero crossing rather close
to the optimum detuning already identified in section 3.2.3. The obtained curve
can thus be directly used to frequency lock the laser frequency. As already noted,
this locking technique introduced additional dead time to the main clock sequence.
Nevertheless for the clock electronics developed in [111] the Dick-effect contribution
to the short term stability is 3.5 × 10−14, thus well below other sources of instability.
Conveniently, a dedicated clock sequence for the additional loop allows to freely
optimize the physical parameters, independently from the main frequency loop. We
point out that in this locking technique, differently from the lock on the absorption
profile, the atomic sample which contributes to the lock error signal is just the
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Figure 3.16: Light-shift curve for the Rabi transition which acts as an error signal
for the laser stabilization loop (upper plots). The perturbing laser power is 20 µW.
Saturation spectroscopy signal, shifted by -80 MHz, is shown as a reference (lower
plots).

population of the mf = 0 Zeeman sublevels. This method is thus in principle more
immune to effects related to other atoms not contributing to the clock operation.
In particular, traces of 85Rb that might modify the total absorption profile, here
have no effect on the signal used to frequency lock the laser.

Detection noise and locking bandwidth

To characterize the lock performances, the detection noise must be evaluated.
Similarly to the previous case, the error signal for the frequency lock is acquired
with the frequency loop open. The perturbing laser is switched off during the Rabi
pulse. In such configuration, the error signal does not depend on the laser frequency
(has zero average) and its frequency is representative of the detection noise only.

To translate this noise into laser frequency noise units, we divide the variance
thus obtained by the laser frequency discriminant DeL

= ∆eνL
/∆νL, obtained with

the perturbed laser on from a laser frequency scan (similarly to Fig. 3.15). The
noise contribution coming from the detection system around one order of magnitude
below the specification (assuming a clock sensitivity of 2 × 10−14 MHz−1) and scales
as τ−1/2 up to above 1000 s. For longer averaging times some flicker contribution
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Figure 3.17: Noise contribution from the detection noise, acquired as explained in
the text, converted into laser frequency units by means of the error signal slope
DeL

. The dashed lines represents the frequency stability requirements in case of a
clock sensitivity (∆ν/ν0)/∆νL = 2 × 10−14 MHz−1.

seems to appear. The reproducibility and origin of this noise property is under
investigation.

The bandwidth of the lock is chosen with the same criteria already expressed
in section 3.2.3. In usual operation, the loop attack time is around 2 s. In this
case, the free parameter that can be optimized to tune the locking bandwidth is the
perturbing laser power. Since the main loop is unaffected by the Rabi sequence, the
latter is a true free parameter and can be adjusted to obtain the desired proportional
gain.
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Chapter 4

A compact cavity-cell assembly

Suitability for spaceborne applications is one of the main goals of the research
on compact vapor-cell clocks. For this reason, we have been pursuing a re-design
of the physics package, starting from the cell-cavity assembly [70]. The goal is to
reduce the size of the physics package core. This would allow the scaling of all the
layers of thermal and magnetic shielding, with a consequent significant reduction
of the overall size and weight. Moreover, if the cavity-cell assembly is reduced
in size, in principle it is easier to reduce gradients of temperature and magnetic
fields that can impact the long-term stability. To our knowledge, two solutions are
available to reduce the size of the microwave cavity keeping it resonant with the
atomic transition: the use of a slotted-tube cavity (“magnetron-style”) or the use of
a dielectric-loaded cavity. The first approach has been already implemented for the
POP clock in [33], leading to an external volume for the cavity of 44 cm3 compared
to an inner volume for the usual TE011 cylindrical cavity of 100 cm3. The loaded-
cavity approach has been already proposed at least on two occasions: for a compact
lamp-based Rb clocks [145] and for a compact hydrogen maser [146]. We chose the
second approach mainly because of two factors: the easier mechanical design of the
structure, with the possibility for the inserted dielectric material to act not only
as a filler but also as a spacer, to properly center the cell inside the microwave
cavity. Secondly, the potential stronger reduction of size, if the proper dielectric is
chosen. From the research point of view and especially for industrial applications,
it is also interesting to explore an alternative technique. Having additional design
solutions can be of great benefit to the establishment of the POP clock as a mature
technology.

4.1 Design of the loaded cavity
The design driver of the cavity-cell assembly is, of course, the electromagnetic

uniformity and the quality of the mode. The design phases were structured along
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the following workflow to reach the final configuration: the first step is the choice
of the materials, based on their mechanical, thermal and electric properties. Sub-
sequently, a Finite Element Methods (FEM) simulation of the cavity eigenmodes is
performed. Based on the results of the simulation, a proper geometry for the cavity
and cell is fixed. After a suitable geometric configuration for the clock cell is found,
the best buffer-gas mixture and pressure is analyzed by considering the hyperfine
coherence relaxation terms as well as the temperature coefficients. Finally, all the
contributions to the short-term stability are calculated and a stability budget is
obtained. The design is validated (or rejected) on the basis of the expected stabil-
ity. The stability threshold that we considered is below 1 × 10−12, while the goal
is to remain below 5 × 10−13. The description of the cavity assembly design in the
following sections follows these conceptual steps. For clarity’s sake, in this thesis,
only the final configuration is described, not mentioning all the discarded solutions.

4.1.1 Choice of the materials
The choice of the material for the cavity internal parts must meet two fun-

damental criteria: being transparent at GHz frequencies (low loss-tangent tan δ)
and having a high loading power (high dielectric constant ϵ). Moreover, a good
thermal conductivity is preferred, to allow better thermal uniformity at cell lo-
cation. Regarding the loading dielectric, high-purity alumina (Al2O3) meets all
of these criteria, since it can have small losses (tan δ < 10−4) and an extremely
high dielectric constant (close to 10 in the GHz range [147]). Moreover Al2O3 has
a relatively high thermal conductivity of 30 W m−1 K−1, considering that is a ce-
ramic material. Finally, it is desirable for the loading material to be stable with
respect to temperature, namely to have a dielectric constant not rapidly varying
with the temperature. This would ensure the microwave cavity mode frequency to
be resilient against environmental changes. Again, high-grade alumina meets this
requirement, with a relatively low temperature dependence of ϵ on temperature (of
the order of 10−2 %/K). As reported in [148], doping with TiO2 leads to reduced
temperature dependence, or even to a change of sign of the thermal coefficient.
This can be exploited to compensate for the intrinsic thermal expansion coefficient
of the metallic cavity, leading to a very thermally stable cavity ensemble. This
doping was not investigated here mainly for difficulties in the procurement of the
manufactured pieces, but it will definitely be an option for future optimization.

The other choice in play is the cell material. In previous realizations of the POP
clock, a quartz cell was used, mainly because the interrogation scheme was based on
microwave photons detection [106]. In that case, a very high cavity quality factor
was mandatory, and only the low dielectric losses of quartz met the requirement.
In the case of the POP with optical detection such a high quality factor is no
more needed, and in fact could be even detrimental, as a very selective cavity
leads to higher cavity-pulling related instabilities [133, 149]. For these reasons, we
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included in the project one batch of cells made of Pyrex, a material that ensures
moderate losses and can be more easily shaped from the manufacturer’s point of
view. For another batch of cells, we used quartz, as it has more predictable and
known properties. This batch can be used as a benchmark in case the Pyrex
presents some anomalous behavior. The two batches share the same geometry.

Finally, the material of the microwave cavity itself is to be identified. For the
first proof of principle realization, we choose aluminum, as it is light, easily manu-
factured, it has good electrical and thermal conductivity. For thermal uniformity
reasons, copper is a superior material, while for the stability of the cavity mode a
material with a lower thermal expansion coefficient (like Molybdenum) is prefer-
able. If one of these two aspects will reveal to be critical during the testing phase,
a second generation of the prototype will be realized with the optimal material
solution.

4.1.2 Mechanical design
The design of the physics package maintains the layered structure typical of

vapor-cell clocks, with the clock cell representing the core of the structure. The cell
is placed at the center of the loaded microwave cavity and their design is tightly
connected. As it will be further explained in the following, the dimension of the cell
are chosen following a few criteria: the ratio of microwave cavity and cell dimension
should ensure good microwave field uniformity. The uniformity is also determined
by the aspect ratio. A good rule of thumb is to maintain the ratio between the
diameter and the length of the cavity (and of the cell) close to 1 [70]. Moreover,
the cell must be large enough to ensure a large population and good optical access
for probing the atomic transition with a high signal-to-noise ratio.

Since we are going to operate with a cylindrical cavity, all the components of
the physics package share a cylindrical geometry. The cell has internal length d
and diameter 2a both equal to 1 cm and a windows thickness of 1 mm. A stem
reaches out from the body of the cell and exits the cavity from the bottom. This
configuration allows the rubidium reservoir placed in the stem to lie outside the
electromagnetic field volume. The end tip of the stem is in thermal contact with
the first thermal shield, stabilized at a lower temperature with respect to the cavity.
This thermal gradient ensures the excess metallic rubidium to condensate outside
the active volume, avoiding metalization of the cell walls, which is detrimental for
two reasons: it perturbs the cavity mode and it changes the transmittance of the
laser light across the cell.

The cell is supported by the loading material itself, which is a monolithic alu-
mina tube. The purity grade of Al2O3 is 95.5 %. The material was sintered, cut to
the final shape and finally polished by the manufacturer (Morgan Advanced Ceram-
ics). The loading material is made cylindrical to maintain as much as possible the
symmetry of the system. As explained later during the electromagnetic study, the
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4 – A compact cavity-cell assembly

loading material does not touch the cavity walls. It is thus centered with respect
to the cavity walls by means of Teflon supports. It has 12.5 mm internal diameter,
20 mm external diameter and a length of 18 mm. Moreover, the tube presents a
rectangular recess to allow the cell stem to pass through. The cavity is designed to

0.047" coax 
SMPM connector

under cut-off
waveguide 

Aluminum cavity
body Alumina

tube

Teflon 
spacers

38 mm

32 mmfocusing lens

Pyrex cell

photodiode

Figure 4.1: CAD rendering of the cavity cell assembly.

resonate in a cylindrical pseudo-TE011 mode, thus the mechanical design is rather
simple. The cavity is composed of a cylindrical body and two end caps. The
internal radius of the cavity is 11.5 mm, while the distance between the two caps,
constituting the length of the cavity, is 24 mm. The caps are made with an indented
surface entering the cylinder. The radius of the indented part is 0.75 mm smaller
than the internal radius of the body. In this way, the internal surfaces (constituting
the microwave cavity boundaries) of the cap and body are not continuous and the
axial current lines cannot close. This arrangement constitutes a mode-choke for
the TM111 mode, which is expected to be the closest one to the operational mode.
Conversely, the TE011 mode, whose current lines are along the tangential direction,
is unaffected. The two end caps present a circular hole with 9 mm diameter to allow
the passage of the laser beam. To prevent microwave leakage around 6.8 GHz two
under-cut-off waveguides are placed in correspondence of the two holes. A waveg-
uide length of 13 mm allows for a field attenuation (10 log(H/H0)) of −22 dB. The
caps-waveguide interior is threated, to allow the placement of a focusing plano-
convex lens (f = 20 mm) and the detection photodiode along the optical axis.
Both elements are fixed by retaining rings.

In Fig. 4.1 a CAD rendering of the final design solution is shown and the main
components previously described are labeled. The loaded cavity assembly, including
the waveguides, has an external volume of only 37 cm3 and a total mass budget of
0.077 kg.
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4.1.3 FEM electromagnetic simulations
The simulations are performed with the Finite Element Method (FEM) soft-

ware CSTstudio. An eigenfrequency analysis is conducted to identify the resonance
modes of the loaded cylindrical cavity. Given the relatively low dielectric losses
expected in the system, the spatial configuration of the modes is determined with
loss-free materials, and the Q-factor is estimated a-posteriori from dielectric and
wall losses. As a first step, the mode of interest (pseudo-TE011) is recognized.
Then the parameters of cavity, cell and loading material are optimized to tune the
mode frequency to the atomic frequency. Finally, the magnetic field distribution is
analyzed and, in particular, the field uniformity along the z-axis is quantified.

Determination of the cavity eigenmodes

The TE011 mode is identified by its spatial configuration, with the H field aligned
along the z-axis at the center of the cell and the field lines closing in a toroidal con-
figuration. In Fig. 4.2 the H⃗ field is shown in the (x, z) and in the (y, z) planes. For

(a) H⃗ field in the (x, z) plane. (b) H⃗ field in the (y, z) plane.

Figure 4.2: H⃗ field distribution for the TE011 mode.

the geometrical configuration of section 4.1.2 the TE011 resonates at 6.94 GHz. The
strong dielectric loading favorably lift the degeneracy with the TM111 mode, which
is found at 7.38 GHz. The nearest lower-frequency mode is instead at 5.98 GHz
and is recognized as the TM011. H⃗ field distribution for these two modes is shown
in Fig. 4.3. Focusing on the TE011 mode, the first thing that emerges is that the
stem introduces some degree of mode distortion, especially in the (y, z) plane. But
as we will see in the next section, the overall degree of uniformity is rather good.
This is because the electric field is attracted in the zone of maximum dielectric
permittivity (the alumina tube), and the area where the Hz field nulls is pulled
farther from the active area. This behavior is expected from perturbation theory,
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(a) TM011, ν = 5.98 GHz. (b) TM111, ν = 7.38 GHz.

Figure 4.3: H⃗ field distribution for the nearest cavity modes.

which demonstrates that the state of minimum energy (the eigenstate) is the one
that maximizes the E⃗ field in the region of higher dielectric constant ϵ [150]. The
effect is evident if we look at the distribution of the component Ex of the electric
field (Fig. 4.4). Another remarkable finding from the simulation is the need for
a small gap between the walls of the cavity and the alumina tube. When no gap
is provided, the TE011 is not excited or heavily distorted. The physical reason is
probably that the electric field is pulled very close to the walls. Consequently, the
magnetic field lines have no room to concatenate the electric field and close the
loop.

(a) Ex component in the (x, z) plane. (b) Ex component in the (y, z) plane.

Figure 4.4: Ex distribution for the TE011 mode.
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Quality factor

The quality factor of an electromagnetic mode (at angular frequency ω0) is
defined as the ratio between the stored electromagnetic energy and the power lost
in the conducting walls and lossy dielectric [151]:

Q = ω0
average energy stored

power loss = ω0
Wm + We

Pl

(4.1)

At resonance, we can also use the fact that the electric and magnetic energy are
equal (We = Wm), so we can write:

Q = ω0
2Wm

Pl

= ω0
2We

Pl

(4.2)

Thus it is sufficient to calculate only the time-averaged stored electric energy in the
cavity volume V:

We = 1
4ℜ

∫︂
V

E⃗ · D∗⃗ dV = ϵ

4

∫︂
V

E⃗ · E∗⃗ (4.3)

where the second equality holds for a lossless isotropic media (ϵ constant and real,
thus D⃗ = ϵE⃗). Reintroducing small power losses, with the perturbation method
approach, we can calculate two main contributions: the loss due to the cavity
walls and the dielectric losses. The first contribution is found with the following
expression:

Pc = Rs

2

∫︂
S

|H⃗ × n⃗|2dS (4.4)

where n⃗ is the normal to the cavity inner surface S. Rs is the surface resistivity of
the conductor, which is linked to the material electric conductivity σ by the relation
Rs =

√︂
ω0µ
2σ

. The losses due to the dielectric inside the cavity volume, on the other
hand, are given by:

Pd = 1
2

∫︂
V

J⃗ · E∗⃗ dV = ω0ϵ
′′

2

∫︂
V

|E⃗|2 dV (4.5)

Here ϵ′′ is the (small) imaginary part of the dielectric constant (ϵ = ϵ′ + jϵ′′) which
in turn is related to the more commonly encountered loss-tangent as tan δ = ϵ′′/ϵ′.
Equations (4.4) and (4.5) can be used together with (4.2) and (4.3) to obtain the
individual quality factors Qc and Qd. If the two terms have similar magnitude, they
must be added together in the following way to obtain the global quality factor:

Q =
(︄

1
Qc

+ 1
Qd

)︄−1

(4.6)

The quality factor is calculated for the results of the simulation by interpolating
the electric field E⃗ and magnetic field H⃗ as derived from the FEM calculation and
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performing a numerical integral over the surface (in the case of the walls losses)
or over the inner volume (in the case of the dielectric losses). For the case of the
geometry described in section 4.1.2 with the quartz cell, we get a total Q factor of
4500. For the case of the Pyrex cell, from the simulations (assuming tan δ = 0.005
for Pyrex) we predicted a Q value of 1800. This value must be taken with care, as
the concentration of impurities determining the total losses is not usually found in
the material datasheet nor easily predictable.

Field uniformity and filling factor

As previously mentioned, the field uniformity inside the active volume is one
of the main goals of the design process. To quantify the alignment of the H⃗ field
along the quantization axis (z), we need to define a suitable parameter. This can
be the uniformity factor, already introduced in [70]. Here we define it in a slightly
different way, to account for the fact that for asymmetry reason the maximum of
the field can be away from the center of the cavity:

u =
∫︁

Va
Hz(x, y, z)2 dV

Va max
(x,y,z)∈Va

|Hz(x, y, z)|2 (4.7)

where Va is the active volume. The active volume is the portion of the cell that
intersects the laser beam. Since often the dimension of the beam coincides with
the dimensions of the cell and to avoid ambiguity, we consider the active volume as
the whole cell volume. Obviously, the parameter u defined in this manner is always
smaller than unity and equal to 1 for a perfectly uniform field.

Another meaningful parameter is the filling factor η′, which quantifies the cou-
pling of the H⃗ field excited by the cavity to the atomic sample. It is defined as:

η′ =

(︂∫︁
Va

H⃗ · z⃗ dV
)︂2

Va

∫︁
Vc

|H⃗|2 dV
(4.8)

The filling factor is an important design parameter in the case of maser systems or
in POP schemes where the detection is performed via the free-induction decay [106].
In the POP scheme with optical detection η′ plays a minor role, determining the
strength of the cavity-pulling effect, thus it will be reported here for completeness.

From the values of magnetic field computed in section 4.1.3, we obtain a unifor-
mity coefficient of 0.78, which is better than the value computed for the case of the
traditional cylindrical cavity used in [32] (in that case we get u = 0.58 with a quartz
cell 20 mm × 20 mm and cavity dimensions 2a = 52 mm, d = 49 mm). Regarding
the filling factor, for the alumina-loaded cavity, we obtain η′ = 0.2.
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4.1 – Design of the loaded cavity

Tuning and thermal sensitivity of the cavity resonance frequency

In this section, we report some of the parameters sweeps that where performed
during the FEM analysis. By varying some of the parameters of the simulations
we gain some insight on the proper way to tune the cavity mode to be resonant
with the atomic transition. Moreover, we can calculate a priori some of the ex-
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Figure 4.5: Simulated frequency of TE011 mode as a function of the cavity length
d (d0 = 24 mm, a0 = 11.5 mm, ϵ = 9.4).

pected sensitivities to environmental perturbations. In particular the sensitivity
of the TE011 mode to temperature variation can be inferred (knowing the thermal
expansion coefficients and dielectric properties of the materials employed).

The first obvious choices of parameters are the cavity length d and the cavity
radius a. We separately varied these two quantities, by letting all the other param-
eters fixed (apart from the Teflon supports dimensions that were varied accordingly
to the cavity internal dimensions). The results are shown in, Figs. 4.5 and 4.6. As
expected, the frequency of the TE011 mode is more dependent on the radius. We
can exploit this sensitivity if the cavity needs to be tuned by several hundreds of
MHz, whereas a finer tuning is obtained by modifying the cavity length. From the
result of the simulation we can extract a total sensitivity coefficient of the loaded
cavity to a volume variation, by linearizing the curves of Figs. 4.5 and 4.6 around
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Figure 4.6: Simulated frequency of TE011 mode as a function of the cavity radius
a (a0 = 11.5 mm, d0 = 24 mm, ϵ = 9.4).

the expected length values:

∆νc

∆T
= ∆νc

∆a

⃓⃓⃓⃓
⃓
d0,a0

+ ∆νc

∆d

⃓⃓⃓⃓
⃓
a0,d0

(4.9)

In this manner the total sensitivity of the cavity resonance due to the thermal
expansion is −180 kHz/K. It can be interesting to compare this value to the case
of an empty cavity. For the empty cylindrical cavity the thermal expansion sensi-
tivity has the quite simple expression ∆νc

∆T
= −αLνC , where αL is the linear ther-

mal expansion coefficient of the cavity walls material. In our case, for Aluminum
αL = 2.3 × 10−5 K−1, thus leading a sensitivity of −160 kHz/K. Interestingly, the
response of the loaded cavity to a geometric variation is thus quite similar to that
of the empty cavity, even with a strong perturbation induced by the alumina.

Finally, we also consider the case of a change in the dielectric properties of
the loading material, namely of the alumina tube which has the strongest effect
on the resonance frequency. The dielectric constant can change due to temper-
ature, leading to an additional source of environmental sensitivity of the cavity
resonance. From the simulation standpoint, we can sweep ϵ to obtain the sensi-
tivity of the resonance frequency to a change of the alumina dielectric constant
∆νc/(∆ϵ/ϵ0). From Fig. 4.7 we get the a value of −34 MHz/%. To compute the
resonance frequency sensitivity to temperature, we also need the alumina thermal
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coefficient (∆ϵ/ϵ)/∆T . From the vendor’s datasheet, we can extract the ϵ value
in the GHz range at three different temperatures (25 ◦C, 300 ◦C, 500 ◦C). Assum-
ing a linear interpolation between the values, we derive a thermal coefficient equal
to 9 × 10−5 %/K, and an expected value ϵ = 9.4 at the operational temperature
of 65 ◦C. Combining the sensitivity of ϵ to temperature variation with the cavity
resonance sensitivity taken from Fig. 4.7 we obtain an expected sensitivity of the
resonance frequency to temperature, due to the loading only, of −280 kHz/K.
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Figure 4.7: Simulated frequency of TE011 mode as a function of the alumina dielec-
tric constant ϵ (a0 = 11.5 mm, d0 = 24 mm).

4.1.4 Choice of the buffer-gas
As we have fixed the cavity geometry, and in particular the cell size, we can

determine what is the optimal buffer gas mixture total pressure. Two factors need
to be considered: the relaxation rate caused by the collisions and the temperature
sensitivity of the clock frequency, that is related to the temperature dependence of
the buffer gas shift. In the following we will briefly recap these two aspects and
later focus on two possible mixture choices that can be used for 1 cm3 cell.
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4 – A compact cavity-cell assembly

Relaxation rate terms

In this section, the main contributions to the relaxation of the atomic population
inversion and of the atomic coherence, defined with the relaxation rates γ1 and γ2
respectively, are briefly resumed.

The first contribution comes from the collision with the cell walls. For a cylin-
drical geometry, considering only the first diffusive mode, it can be expressed as:

γ1,w = γ2,w =
[︄(︃

x01

R

)︃2
+
(︃

π

L

)︃2
]︄

D0
P

P0
(4.10)

where x01 is the first zero of the Bessel function J0(x), R and L the inner radius and
length of the cylindrical cell, D0 the diffusion constant of Rb atoms in the buffer
gas at standard pressure P0 (P0 = 1 atm) and P the total pressure of the buffer
gas. This contribution is mainly dependent on the geometry of the cell.

The second contribution to the relaxation rates is due to the collisions with the
buffer gas atoms (or molecules). It is thus proportional to the buffer gas cross-
section (σ1 and σ2), to the total buffer gas density and to the mean velocity of Rb
atoms relative to the buffer gas vr. Even though this is essentially a density shift, it
is generally expressed in terms of buffer gas pressure (assuming a fixed cell volume)
with the use of the Loschmidt number L0:

γ1,bg = L0vrσ1
P

P0
(4.11)

γ2,bg = L0vrσ2
P

P0
(4.12)

Expression section 4.1.4 is also implicitly dependent on the temperature via the
relative velocity vr.

The last major contribution comes from the spin-exchange collisions between
the alkali atoms:

γ1,se = nvRbσse. (4.13)
Here vRb is the mean relative velocity of Rb atoms and σse the spin-exchange collision
cross-section. In this case, there is a simple theoretical equation connecting γ1 and
γ2 [131]:

γ2,se = γ1,se
6I + 1
8I + 4 (4.14)

Temperature sensitivity

The buffer gas introduces an additional source of temperature sensitivity for
the clock frequency. The temperature-dependent shift induced by the buffer gas
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on the hyperfine frequency can be well approximated by a second-order polynomial
expansion [50]:

ν(T ) ≃ ν0 + Ps

[︂
β + δ(T − T0) + γ(T − T0)2

]︂
(4.15)

where ν0 is the unperturbed frequency, T0 is an arbitrary reference temperature
and Ps is the sealing buffer gas pressure. The temperature coefficients of various
buffer gases have been reported in the literature for 87Rb (see [50]). In table 4.1 we

Table 4.1: Buffer gas coefficients for Ar, N2, Kr and Ne for the 0-0 hyperfine
transition of 87Rb. The reported coefficients are the average of the values available
from [53, 130, 152–155]. The uncertainty is set as the scatter between the published
values. In the case of the γ coefficient only one value is reported in [130] and no
uncertainty is provided.

Ar N2 Kr Ne

β /(Hz/torr) -62(7) 550(10) -610(10) 380(30)

δ /(Hz/torr/K) -0.34(4) 0.54(2) -0.63(2) 0.19(8)

γ /(Hz/torr/K2) -0.00035 -0.0015 – –

report them for commonly encountered gas species. If we chose two buffer gases with
opposite sign of the coefficient δ, a 2-species mixture can be arranged to suppress the
linear term. Thus, only the quadratic term survives and the temperature sensitivity
of the clock frequency due to the buffer gas induced shift can be lowered by almost
two orders of magnitude. For a mixture of two buffer gases (4.15) can be applied
to each gas and the effect of the two components can be added linearly. Thus, we
get the expression:

ν(T ) = ν0 + Ps

[︂
β′ + δ′(T − T0) + γ′(T − T0)2

]︂
(4.16)

where now Ps is the sum of the partial pressures (Ps = P1 + P2). On the other
hand, the new coefficient are calculated as:

β′ = β1 + rβ2

1 + r
(4.17)

δ′ = δ1 + rδ2

1 + r
(4.18)

γ′ = γ1 + rγ2

1 + r
(4.19)
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and r = P2/P1 is the ratio of the partial pressures. The coefficient β′ is responsible
for an absolute shift of the clock pressure which can be of several kHz for typical
buffer gas pressures. For this reason, together with the low reproducibility of the
cell-filling process, vapor-cell clocks are not usable as primary standards. Moreover,
the β′ coefficient is directly multiplied by the buffer gas pressure. The buffer-gas
pressure Ps in the cell volume can be affected by environmental factors, mainly by
two mechanisms: a temperature gradient between the cell and the filling stem leads
to a migration of the buffer gas between the cell and the stem volume, effectively
changing the pressure at cell location. This translates into an augmented sensitivity
to temperature [107]. On the other hand, a deformation of the cell walls due to
ambient pressure variation can also change the internal pressure of the sealed cell.
The latter is usually called “barometric effect” [109, 110, 156]. Both contributions
can lead to visible effects, in case of not optimal mechanical design (such as large-
volume stem and thin cell walls respectively).

Shift and broadening of the optical D lines

When choosing the buffer gas mixture also the effect of the collision upon the
optical (D1 or D2) line must be considered. If the frequency lock is performed onto
an external reference cell, which does not contain buffer gas, we need to consider
the frequency shift induced on the clock cell, which must be bridged by means of
acousto-optic modulators or other frequency modulators. As noted in chapter 4, if
we consider to lock the laser on the clock cell, also the broadening of the optical
line can be an issue, since a broader profile sets more stringent requirements on the
detection noise.

In table 4.2 the coefficients for some common buffer gas are reported as taken
from [157]. In the following, we will use these data to calculate the expected shift
and broadening of the D2 line (used for pumping and probing of the clock states)
for the buffer gas mixtures of interest.

4.1.5 Comparison of two mixtures: argon-nitrogen and
krypton-nitrogen

A widely used mixture in vapor-cell clocks is Ar:N2 [130], due to the relatively
low collisional cross-section of the two species and because of the fluorescence-
quenching properties of nitrogen [158], a desirable property that reduces radiation
trapping with consequent enhanced pumping efficiency when dealing with a thick
vapor [144, 159].

We also consider Kr:N2 mixture because, in this case, not only the δ coefficients
are opposite in sign, but also the β coefficients are. Moreover, both coefficients
have roughly the same absolute value. Thus a mixture close to 1:1 ratio can lead
to a cancellation of the linear temperature dependence together with a small total
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Table 4.2: Buffer gas D2-line shift (∆bg) and broadening (Γbg) coefficients for 87Rb
as taken from [157].

∆bg /(MHz/Torr) Γbg /(MHz/torr)

He +0.37(6) 20.0(1)

Ne -2.44(2) 9.5(1)

Ar -5.76(4) 17.7(2)

Kr -5.5(2) 17.2(4)

N2 -5.8(1) 18.3(4)

pressure shift. With a simple 2-species mixture the temperature sensitivity would
be improved and the barometric and stem effect strongly reduced at the same
time. The major drawback of using krypton is the higher relaxation rate due to
the formation of van der Waals molecules [160]. However, γ2 values for Kr are not
well known in the literature in the pressure range usually employed in vapor-cell
clocks, thus we have performed experiments to properly evaluate them.

In the following, we will analyze the two mixtures in terms of temperature
sensitivity, collision-induced relaxation and pressure sensitivity.

Argon-nitrogen mixture

The δ coefficient for Ar and N2 are taken from the literature as −0.34 Hz/(K torr)
and 0.54 Hz/(K torr) respectively. As shown in table 4.3 a pressure ratio of 1.6:1
is used to compensate the linear term. We proceed to investigate the optimal
total pressure for such a mixture, in the case of a 1 cm3 cell, by considering the
contributions to the clock state relaxation highlighted in section 4.1.4. In Fig. 4.8
the two pressure-dependent terms are shown as a function of the total buffer gas
pressure for a 1.6:1 ratio mixture of Ar and N2. The values of σ1 and σ2 are taken
as an average of the values available in the literature [50, 161–165]. In the total
relaxation rate the spin-exchange contribution is also included, for a Rb density
n = 3.6×10−11/cm3 and a value of σse equal to 1.6 × 10−14 cm2 [131, 166]. From the
graph, we can conclude that increasing the buffer gas pressure is helpful to mitigate
the effect of walls collisions up to few tens of torr, then the Rb-gas collisional term
starts to be predominant and there is no more gain in increasing the pressure.
Moreover, higher buffer-gas pressure increases the absolute frequency shift on the
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Figure 4.8: Contribution to the relaxation rate due to walls collisions γ2,w (R =
5 mm, L = 10 mm), Rb-buffer gas collisions γ2,bg and total relaxation rate γ2,tot

(including the spin-exchange term) in the case of Ar-N2 mixture.

clock transition. In this way, the environmental sensitivities are also increased
proportionally to the β′ coefficient. An optimal pressure can be around 40 torr, not
dramatically higher than the previous POP clock realization with bigger cell size,
and where a local minimum for the total γ2 relaxation rate is expected.

Table 4.3: Buffer gas coefficients for Ar:N2 and Kr:N2 mixtures for the 0-0 hyperfine
transition of 87Rb. The values are calculated starting from the coefficients for the
pure species of table 4.1.

Ar:N2 (1.6 : 1) Kr:N2 (0.9 : 1)

β′ /(Hz/torr) 175(6) 3(8)

δ′ /(Hz/torr/K) -0.00(2) -0.01(1)

γ′ /(Hz/torr/K2) -0.0008 –
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Krypton-nitrogen mixture

As already noted, by looking at table 4.3, a proper ratio between the partial
pressures of Kr and N2 that simultaneously cancel the δ′ coefficient and the β′ coef-
ficient can be found. In particular, a pressure ratio between krypton and nitrogen
of 0.9:1 satisfies this condition.

Once we have determined the gas composition, the proper total pressure is to
be found. In the case of Kr, the relaxation rate of the coherence shows a non-linear
behavior with respect to pressure due to van der Waals molecules formation, thus
we cannot easily calculate a priori γ2 as in the previous case. We can instead plot γ1,
to have an idea about the expected timescales of the relaxation rates for the ground
states population. In Fig. 4.9 the main relaxation terms are put together. Here
too, a pressure around 30-40 torr is a reasonable compromise between buffer-gas
and wall induced relaxation for a 1 cm3 cell.
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Figure 4.9: Contribution to the relaxation rate γ1 due to walls collisions (R = 5 mm,
L = 10 mm), Rb-buffer gas collisions and total relaxation rate (including the spin-
exchange term) in the case of Kr-N2 mixture.

4.1.6 Expected short-term stability budget
In this section, we try to build a theoretical short-term stability budget for the

final design in the case of the two buffer gas mixtures. The various effects playing a
role in the budget are the ones already highlighted in section 2.2. In particular, we
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make use of the signal model theory to evaluate the AM-AM contribution from laser
amplitude noise. Regarding the Dick-effect, we assume the phase noise level of our
newest synthesis chain, described in detail in [111]. For the shot noise contribution,
we would assume the value already expressed in section section 2.2.3 but scaled for
the smaller active volume of the cell. We do not have yet a complete model for
the FM-AM contribution. The experience on the previous POP prototype suggests
that noise enhancement of a factor 2 to 3 with respect to the off-resonance case is to
be expected, even with the laser optimally tuned on the minimum of the absorption
profile. In the budget, we will consider a phenomenological degradation of a factor
2 with respect to the AM-AM contribution alone. In fact, we expect that higher
buffer gas pressure and a consequent larger linewidth absorption profile should
mitigate the noise conversion [167]. All the aforementioned terms are summarized
in table 4.4.

Table 4.4: Theoretical short-term stability budget for: Tc = 2.85 ms, T = 1.5 ms
and C = 30 % (Ar mixture); Tc = 1.75 ms, T = 1 ms and C = 20 % (Kr mixture).

Ar:N2
σy × 1013

Kr:N2
σy × 1013

AM-AM 1.1 2.2
FM-AM 2.2 4.4
LO Dick-effect 0.4 0.4
Photon shot noise 0.4 1.1
Trans-impedance noise 0.5 1.4

Total
√︂∑︁

i σ2
i 2.7 5.5

For the argon-nitrogen mixture we expect a total short-term budget close to
3 × 10−13 τ−1/2, close to the state-of-the-art for these kind of devices, even if a
reduction of a factor 8 in the clock cell volume has been adopted, compared to
the previous POP clock prototype. In the case of krypton-nitrogen mixture the
expected short-term stability is higher of (at least) a factor two. In this case a higher
degree of uncertainty is provided by the relaxation of the atomic coherence due to
molecule formation, which will set the atomic signal amplitude and decay with
increasing Ramsey time. The experimental realization will prove if this approach
is feasible for clock application. Nevertheless, is a short-term stability below 1e-
12 is proven, this could be acceptable and balanced by the much more favorable
properties of the mixture in terms of barometric and thermal sensitivities.
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4.2 Experimental realization
The realization of the first prototypes follows the guidelines given by the design

process. Since we expected different resonant frequencies for the loaded microwave
cavity in the case of quartz and Pyrex cells, we realized two cavities, with slightly
different internal radius to for the 2 cases. In this section, more details about the
properties of the practical realization are presented. We will summarize common
tests and characterization carried out on the cells and on the assembly for the two
setups. In particular, the cells are analyzed by means of optical spectroscopy on
the D2 line and the loaded cavity resonance thermal sensitivity is measured. When
possible, the results are compared to the predictions of the FEM simulations. After
the common tests, we identify the operational setpoints for laser frequency, LO
oscillator frequency and temperature of the clock cell for both systems. Finally, a
short-term evaluation is presented for both cell arrangements. In both cases, the
physics packages have been operated at ambient pressure.

4.2.1 Cavity-cell assembly
The realization of the loaded cavity-cell assembly follows the guidelines ex-

pressed in the design phase of section 4.1.2. In Fig. 4.10 the realization of the
pieces used for the assembly is shown. We can recognize the 1 cm3 cell, the cavity
body and caps, the under cut-off waveguides, the alumina loading material and the
Teflon supports. In the picture, the first thermal shield is included. The shield and
the cavity are surrounded by a foil of Kapton heaters. All materials, including the
brass screws, are non-magnetic, to avoid static magnetic gradients inside the cavity
volume. In Fig. 4.11a the assembled loaded cavity is shown, while in Fig. 4.11b it
is compared to the previous realization, with the unloaded cavity. The reduction
of size and weight is remarkable.

4.2.2 Optical characterization of the clock cells
In this section, we characterize the two batches of cell by means of optical spec-

troscopy on the D2 line. We mainly focus on the F = 2 → F ′ = 1,2,3 transitions,
which are the ones of interest for the POP clock operation. This analysis has the
following objectives: verify the success of the cell filling process and trying to esti-
mate the buffer gas pressure from the measured shift and broadening of the lines.
The total buffer gas pressure is a difficult parameter to control during the sealing
process of the cell, so it can depart from the nominal value given by the supplier.
Conversely, the gas mixture pressure ratio is usually more well defined and we will
assume no uncertainty on this parameter.

The experimental setup is very basic: first, we heat the cell by means of a
small oven up to around 60 ◦C. We then send a probe laser beam through the cell.
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4 – A compact cavity-cell assembly

Figure 4.10: Picture of the building components of the cavity cell assembly. As a
dimensional reference, a 10-cent of euro coin is shown.

(a) Assembled loaded cavity. (b) Comparison with the unloaded cavity.

Figure 4.11: (a) Picture of the assembled alumina-loaded cavity. (b) Comparison
with the unloaded cavity used in the previous POP prototype.

The output beam is focused onto an amplified Silicon photodiode. We look at the
transmitted signal as we sweep the laser frequency with a linear ramp. The input
laser is attenuated to few tens of µW, to avoid power broadening and to reduce
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background intensity noise. To calibrate the frequency scale, part of the laser light
is sent to an evacuated reference cell with no buffer gas. The Doppler-free peaks,
detected with a saturated absorption spectroscopy setup serve as a reference for
the unshifted atomic transitions.

The line profile is analyzed by the same procedure of [157]. We expect a Gaus-
sian Doppler broadening together with a Lorentzian broadening due to the buffer
gas [50]. Since the two broadening mechanisms have comparable magnitude for
the temperatures and buffer gas pressure of interest, we need to consider a Voigt
profile. Moreover, as the separation of the upper-level hyperfine states (F ′ = 1,2,3)
is comparable to the linewidth of the transitions, a best-fit of three superimposed
profiles is performed. Thus, the fitting function fa for the absorption profile has
the form:

fa(νL) = c0 + c1νL + c2

3∑︂
i=1

aiV (νL − (νi + ∆bg); Γbg/2; ΓD/2) (4.20)

In (4.20) c0 and c1 are baseline coefficients, to account for a not constant input
power (we sweep the laser frequency by changing the current, thus also the input
intensity is varied). c2 is the total absorbance, while ai is the relative strength of
the i-th hyperfine transition. V is the Voigt profile centered in νi + ∆bg, where νi

is the unperturbed center frequency and ∆bg is the buffer gas shift. Finally Γbg

and ΓD are the Lorentian and Gaussian FWHM respectively. The Voigt profile is
approximated with the function:

V (x; σ; γ) = ℜ{w(z)}
σ

√
2π

z = x + iγ

σ
√

2

(4.21)

where w(z) is the Faddeeva function [168]. In the analysis the free parameters are
c0 and c1, c2, Γbg and ∆bg, while the relative strength and positions of the three
lines is fixed (as taken from [169]). The Doppler width is also fixed to 540 MHz,
corresponding to a temperature of 60 ◦C. In Fig. 4.12 a typical absorption curve is
shown. Two different batches of cells are analyzed. The first batch is composed of
two quartz cells with a nominal mixture of 40 torr of Ar-N2. The cells were manu-
factured by Precision Glassblowing Inc. (Pennsylvania, US) and filled by Marwan
Technology (Pisa, Italy). The second batch is manufactured and filled by Frequency
Electronics Inc. (New York, US) and the chosen material is Pyrex 7740. From this
batch, three cells are filled with Ar-N2 and two with Kr-N2. In table 4.5 the results
of the optical analysis is summarized. The shift values are fairly consistent with
the expected value calculated using the coefficients in table 4.2 for the nominal
mixtures. The broadening instead is generally overestimated. Other broadening
mechanisms might be the cause and the uncertainty on the cell temperature was
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4 – A compact cavity-cell assembly

Table 4.5: Buffer gas-induced shift and broadening for different batches of cells (all
values of shift and broadening are in units of MHz). In the last two columns the
values of shift and broadening are calculated from the values in table 4.2.

Mixture Material Ptot/torr ∆bg Γbg ∆bg (th.) Γbg (th.)

Ar:N2 (1.6 : 1) Pyrex 30 -130 690 -173(1) 540(6)

Pyrex 40 -210 1020 -231(2) 720(10)

Quartz 40 -265 1160 -231(2) 720(10)

Quartz 40 -270 - -231(2) 720(10)

Pyrex 50 -240 1000 -289(2) 900(10)

Kr:N2 (0.96 : 1) Pyrex 25 -90 505 -141(3) 450(7)

Pyrex 40 -195 880 -226(4) 710(10)
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Figure 4.12: Best fit of the absorption line F = 2 → F ′ = 1,2,3 for one of the
Quartz cell filled with 40 torr of Ar-N2. A Doppler width of 540 MHz is assumed.

rather large, thus we cannot conclude much from this parameter. With such large
profiles, accurate spectroscopy is difficult to perform, thus this analysis is prelim-
inary and mostly qualitative. More precise information about the real buffer gas
content can be done with microwave spectroscopy, directly integrating the cell into
the clock setup.

4.2.3 Cavity thermal sensitivity and tuning
In this section, we report the measurement of the thermal coefficient of the

loaded cavity with the quartz cell. The stability of the cavity resonance is one of
the necessary conditions to achieve good long-term performances, as noted in [70,
133]. The measurement has also allowed a coarse tuning of the cavity resonance
frequency.

The experimental setup used to investigate the cavity resonance is described in
Fig. 4.13. It is composed of a sweep oscillator (HP 8350 B), a circulator, a RF power
detector (a GaAs diode). The absolute frequency of the generator is measured with
a frequency counter referenced to a hydrogen maser. The cavity assembly is heated
by an oven and its temperature is recorded with an NTC thermistor. The cavity
resonance profiles are detected by looking at the power reflected from the cavity
as a function of the sweep oscillator frequency. In Fig. 4.14 the center frequency
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4 – A compact cavity-cell assembly

Figure 4.13: Measurement scheme for the analysis of the microwave cavity reso-
nance modes.

of the pseudo-TE011 is plotted as a function of the cavity temperature. In the
first measurement, the cavity internal dimensions are the nominal ones as given
in section 4.1.2. The resonance frequency at the desired working point (around
65 ◦C) is found to be 22 MHz lower than the Rb atomic frequency and around
−120 MHz from the design value (the simulated frequency was set conservatively
to be 100 MHz higher than the atomic frequency). The discrepancy is accountable
to a 1 % uncertainty on the materials dielectric and/or geometrical properties. To
align the cavity resonance to the atomic one, tuning of the cavity was performed,
by shortening its length by 1.02 cm. The second curve in Fig. 4.14 refers to the
tuned cavity. The resonance frequency, at 65 ◦C, lies within one MHz from the
atomic frequency. A finer tuning will be performed when the operational point (at
the buffer-gas inversion point) is assessed.

The thermal sensitivity is found to be −470 kHz K−1 for the untuned cavity
and −460 kHz K−1 for the tuned cavity. These values in excellent agreement with
the FEM simulation of section 4.1.3 for the combined sensitivity of the Aluminum
and of the sintered alumina. Based on that agreement, we can conclude that the
contribution from the Al3O2 (95 % purity) alone is around −280 kHz K−1.

While performing the resonance analysis, we also analyzed the cavity quality
factor. The measured values are shown in Fig. 4.15. We can observe that it slightly
decreases at higher temperatures, probably due to metallic deposition of the Rb
inside the electromagnetic mode volume. Nevertheless, the Q-factor is rather high,
even for the fully assembled loaded cavity and stayed above 3000 at all operating
temperatures.

Regarding the sensitivity and tuning of the cavity assembly with Pyrex cells,
the measurement is intrinsically less accurate due to the larger quality factor. The
latter is found to be around 800. Nevertheless, the sensitivity of the cavity mode

86



4.2 – Experimental realization

20 30 40 50 60 70
cavity temperature /◦C

6810

6820

6830

6840

6850
ca

vi
ty

re
so

na
nc

e
fre

qu
en

cy
ν C

/
M

Hz

before tuning
best fit
after tuning

Figure 4.14: Measured cavity resonance for the TE011 mode as a function of the
cavity temperature.

to temperature is of the same order of magnitude, dominated by the cavity and
alumina contributions. As in the previous case, the measured absolute frequency
of the cavity mode is around 120 MHz lower than the value predicted by the FEM
simulation, thus a tuning of the cavity resonance, executed by shortening the cavity
length, was performed.

4.2.4 Argon-nitrogen system - Operational setpoints
In this section, the operational setpoints for the laser and LO frequencies are

identified and discussed. Moreover, the absolute frequency of the clock is measured
as a function of the cell temperature. The latter analysis allows us to find the ex-
pected inversion point for the buffer-gas shift that corresponds to the operational
temperature, where the standard is maximally insensitive to temperature varia-
tions. The measurements provide the expected temperature sensitivity coefficient
due to the buffer gas, that can be compared to the literature value.

Microwave frequency tuning

The first operation to be performed on the new physics package is the LO
oscillator tuning on the atomic frequency. The spectroscopy of the hyperfine clock
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Figure 4.15: Measured intrinsic cavity quality factor (Qi) for the loaded cavity with
Quartz cell as a function of the cavity temperature.

transition can give a more accurate estimate of the total buffer gas pressure present
in the cell used in the final setup. To perform the spectroscopy, the LO is tuned to
10 MHz with an accuracy of 6 × 10−10. This corresponds to an accuracy of 4 Hz at
the atomic frequency. A Ramsey spectroscopy is performed to find the resonance
center. A typical scan of the resonance obtained during this phase, performed with a
Ramsey scheme, is shown in Fig. 4.16. Following this procedure, we experimentally
determined the frequency of the |F = 1, mF = 0⟩ → |F = 2, mF = 2⟩ transition as:

νexp.
0 = 6 834 691 166(4) Hz

which, given the unperturbed frequency ν0 = 6 834 682 611 Hz, corresponds to a
total buffer gas shift of:

∆ν0 = 8555(4) Hz
This value is rather far from the expected 7.0(2) kHz shift for the nominal 40 torr
total sealing pressure. We can consider the buffer gas composition as reliable since
the mixture was prepared in a gas tank and the buffer gas was injected already
mixed during the cell-filling process. Moreover, if we attribute the discrepancy
to the gas composition, we get an unlikely 25 % error in the ratio of the partial
pressures. From these considerations, it is more likely that the discrepancy is due
to an error in the total pressure, due to temperature uncertainty occurring in the
filling-process altering the pressure readings.
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Figure 4.16: Ramsey scan of the 0-0 microwave transition. The synthesizer fre-
quency is set to 6 834 691 166(4) Hz. Average of 5 scans, free-evolution time T = 2.0
ms, Rabi pulses length t1 = 0.4 ms. Cavity temperature is 61 ◦C.

From the measured shift value, we can thus estimate the total buffer gas pressure
for this particular cell to be 49(2) torr.

Laser frequency locking point

The laser frequency is locked to the Doppler-free reference peak which cor-
responds to a minimum of the transmitted intensity for the clock cell. At this
frequency the FM-AM conversion is also minimized, thus the short-term stability
is the lowest. Compared to the clock cell described in section 2.1.1, which shares the
same buffer-gas composition but 25 torr of total pressure, the operational point for
laser frequency is shifted by −136 MHz, which is consistent with the expected differ-
ential shift ∆bg(49 torr)-∆bg(25 torr) = −139(3) MHz as calculated from table 4.2.
This is another confirmation of the fact that the total pressure for this particular
cell is 20 % higher than the nominal value. In Fig. 4.17 the clock absorption profile
is shown, superimposed to the reference cell signal.

Thermal sensitivity and operational temperature

In this section, we determine the optimal operational setpoint for the cell tem-
perature. The optimum coincides with the inversion point of the frequency shift
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Figure 4.17: Absorption profile of the clock cell compared to the spectroscopy
signal from the external reference cell. The clock branch is shifted by −80 MHz
with respect to the reference branch. The zero of the frequency axis corresponds
to the locking point of the clock cell filled with 25 torr Ar-N2, while the dashed line
corresponds to the locking point for the 49 torr Ar-N2 cell.

induced by the buffer gas. We change the temperature of the cavity (and thus of
the clock cell) in steps, let the system thermalize, and perform a frequency mea-
surement at each step. The stem temperature is varied by the same amount as
the cavity, keeping the differential temperature constant. We neglect the frequency
shift due to Rb density variation (via spin-exchange), since it is at least one order of
magnitude smaller [127, 131]. In Fig. 4.18 the frequency measurements as a function
of the cavity temperature are reported. From this characterization we extrapolated
an operational setpoint T0 = 66.0(5) ◦C. From the fit we extract the γ quadratic
coefficient which is found to be −7 × 10−12 K−2. Assuming a total buffer gas pres-
sure of 49 torr, this corresponds to −0.001 Hz/(torr K2), in reasonable agreement
with the calculated value from table 4.1. From this data, by operating the clock
around T0 and assuming a conservative uncertainty of 1 K on the ability to operate
around the ideal setpoint, we would expect a temperature sensitivity for the clock
transition of 1.4 × 10−11 K−1.
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Figure 4.18: Clock frequency as a function of cavity temperature.

4.2.5 Argon-nitrogen system - short-term characterization
Relaxation times measurement

To determine the optimal free-evolution time and to further characterize the
physical properties of the atomic system, it is useful to estimate experimentally the
relaxation terms. In particular, an easily accessible parameter is γ1 or, equivalently,
its inverse T1. The latter is the relaxation time of the clock state population,
which can be measured with the Franzen method [161, 170]. The atomic sample
is optically pumped to the hyperfine ground state F = 1 by means of a strong
laser pulse resonant with the F = 2 state. Then, the laser is shut down and the
system is let to evolve in the dark for the time Tdark. Finally, the population
of the F = 2 state is probed with a weak and short laser pulse (by looking at the
transmitted intensity through the vapor). The pattern timing is shown in Fig. 4.19.
Of course, this method does not discriminate between Zeeman sublevels, thus T1 is
a collective parameter. Nevertheless, considering that during binary collisions with
the buffer gas, the collision time is much shorter than the hyperfine precession time,
the decay to any of the Zeeman sublevels of any of the two ground-state manifolds
happens with equal probability. Thus the collective parameter is representative of
any Zeeman pair with ∆mF = 0 (including the clock transition). A typical set of
data obtained with this method is shown in Fig. 4.20. The dark time is varied from
2 ms to above 10 ms. The relaxation of the population (proportional to the decrease
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Figure 4.19: Pattern timing for the T1 measurement with Franzen method. Laser
Power PL is 3 mW for the pumping pulse and 200 µW for the probe pulse.
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Figure 4.20: Typical relaxation of the atomic population of the level F = 1. Stem
temperature is 58 ◦C. In this case the relaxation time T1 is 2.5(2) ms.

in the transmitted signal It) as a function of the dark time is well described by a
single exponential of the form:

It = A + B exp −Tdark

T1
(4.22)
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We repeated the measurement for different cell temperature around the expected
working setpoint. The stem temperature is varied accordingly and maintained 3 K
below. In Fig. 4.21 the T1 estimates at the various temperatures are put together.
As a comparison, also the values calculated from the literature (as in section 4.1.5)
are shown. The relaxation term which is mostly dependent on temperature is the
spin-exchange term γ1,se. To calculate the expected value of γ1,se(T ) the numerical
density n(T ) for Rb in vapor phase is taken from [50]. The collisional term γ1,bg is
also weakly dependent on temperature through the mean relative velocity between
Rb and the buffer gas atoms (or molecules), and this factor is taken into account as
well. The experimental data and the calculation agree quite well, even though the
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Figure 4.21: T1, as estimated with Franzen method, compared with the theoretical
values calculated with the use of the relaxation rates found in the literature and
from the available experimental parameters. The cavity temperature is kept 3 K
above the stem temperature.

latter seems to show a stronger dependence on temperature. It is to be noted that
the experimental estimate is susceptible to spatial inhomogeneities both in the (x,
y) plane (through Gaussian laser profile) and in the z-direction, due to absorption
as the laser propagates through the cell.

Estimating the clock state coherence relaxation time T2 is less straightforward
since with the optical detection we have direct access only to the atomic popula-
tions. Nevertheless, we can deduce if T2 is bigger or smaller than T1 by looking
at the shape of the Ramsey fringes. As noted in [106], the shape of the envelope
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of the Ramsey fringe has positive concavity if T1 < T2 and negative concavity in
the opposite case. This is shown in Fig. 4.22, where the Ramsey fringes are theo-
retically computed for the simplified 3-level system (as in [106]) for the two cases.
From the shape of experimental the Ramsey fringes (see for example Fig. 4.16), we
can conclude that T2 is smaller than T1, and in the range 1.5 ms to 2.0 ms at the
operational temperature.
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(a) Computed Ramsey fringes with T1 = 1.8 ms, T2 =
2.5 ms.
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Figure 4.22: Comparison of Ramsey scan with the same T1 and different T2. Ramsey
time = 2.4 ms for both.
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Short-term optimization

The power and duration of the pump pulse are chosen in order to achieve satura-
tion of the pumping efficiency. A good combination, given the power availability, is
found to be tp = 0.4 ms and Pp = 4 mW. The optimization of the other parameters
is carried out mainly by looking at the slope of the clock frequency discriminator as
a figure of merit. Indeed the main parameters pi, such as free-evolution-time, de-
tection pulse length and power levels, influence the error signal slope De = ∂E/∂ν,
where:

E(pi; ν) = S(pi; ν − νm) − S(pi; ν + νm) (4.23)
and S is the detected absorption signal integrated over the detection window τd.
νm is the microwave modulation depth, which is chosen to be at half-width-half-
maximum of the central Ramsey fringe. Indeed, as noted in section 2.2, we expect
the main short-term contributions to scale as a function of the parameter 1/De.

As an example, we report the optimization of the free-evolution time T in
Fig. 4.23. As expected, the maximum achievable frequency discriminator is ob-
tained for T ≃ T2.
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Figure 4.23: Clock error signal slope De as a function of the free-evolution time T .
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Short-term stability: results

After this rough optimization of the power levels and of the clock timing, we
selected the following parameters: Pumping time tp = 0.4 ms, Rabi pulse length
t1 = 0.4 ms, free-evolution time T = 2.5 ms, detection time τd = 0.15 ms. Pump-
ing pulse peak power Pp = 4 mW, detection pulse peak power Pdet = 200 µW.
The microwave pulse area at atoms location is set close to π/2 by means of a
Rabi oscillations measurements. The modulation depth νm is set to ±85 Hz. With
this configuration we steadily achieved a short term stability of 4.6 × 10−13 τ−1/2

(see Fig. 4.24). The medium-long term stability suffers from a strong linear drift
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Figure 4.24: Short-term stability of the Ar-N2 setup.

(−2.3 × 10−15 s−1). The origin of this drift is under investigation, and it is probably
accountable for a change in the chemical properties of the clock cell (mainly the
buffer-gas content). Nonetheless, in this phase, we are mostly interested in validat-
ing the setup in the short-term. For the long-term, it would be more interesting to
evaluate in detail the performances with the krypton mixture since it presents the
most favorable thermal coefficients. The short-term analysis presented here can be
used as a benchmark to understand the contribution from the wall collisions for the
1 cm3 cell, since the two systems share the same geometry.
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4.2.6 Krypton-nitrogen system - Operational setpoints
Microwave frequency tuning

Following the same procedure of section 4.2.4, we determined the frequency of
the mF = 0 − m′

F = 0 transition:

νexp.
0 = 6 834 682 199(5) Hz

which, given the unperturbed frequency ν0 = 6 834 682 611 Hz, corresponds to a
total buffer gas shift of:

∆ν0 = −410(5) Hz
This value is rather consistent with the expected −600(300) Hz absolute shift cal-
culated with the values from the literature (see table 4.1) for a 0.96:1 ratio mixture.
The measured shift corresponds to the following beta coefficient:

β′ = −10(1) Hz torr−1

This is a reduction of a factor 17 with respect to the traditional Ar-N2 mixture
[107]. The environmental sensitivity to temperature due to buffer gas migration
to and from the cell stem and due to the barometric effect can in principle be
mitigated by the same amount.

Laser frequency locking point

As in the previous case, the preferred locking point for the laser frequency is
located at the minimum of the absorption profile of the clock cell. This detuning
yields both to maximum contrast of the Ramsey fringes and to minimize the FM-
AM noise conversion. The optimal locking point is found with the laser locked on
the crossover peak F = 2 → F ′ = 1,2 on the external saturation spectroscopy setup,
with the clock branch shifted by −80 MHz with respect to the reference branch.
This is in agreement with the expected red-shift of the D2 transition, that for the
Kr-N2 mixture (P = 40 torr) is calculated from table 4.2 to be −226(5) MHz.

Thermal sensitivity and operational setpoint

The operational setpoint is determined by scanning the temperature of the
cavity (and thus of the clock cell) with a slow ramp. During the ramp, the clock is
operated with the LO locked on the atomic transition and its frequency is measured
with respect to a hydrogen maser. The result is shown in Fig. 4.25. By performing
a parabolic best fit of the above data, we get the following curvature:

γ′ = −4 × 10−12 K−2
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Figure 4.25: Clock frequency as a function of the cavity temperature for the 40 torr
Kr-N2 cell. The vertex of the parabola corresponds to an absolute frequency of
6 834 682 199(5) Hz.

Assuming a total buffer gas pressure of 40 torr, we can also express this coefficient
as:

γ′ = −0.0007 Hz torr−1 K−2

which is an intrinsic property of the mixture (with 0.96:1 Kr:N2 ratio). The value
is comparable to the non-linear coefficient of the 1.6:1 Ar:N2 mixture. To our
knowledge, a value of γ′ for a Krypton mixture was not present in the literature.
The measurement was possible thanks to the high resolution of the POP scheme,
together with its intrinsic reduction of light-shift. A temperature-dependent light
shift could, in fact, induce a strong bias in this kind of measurement. The other
piece of information extracted from this measurement is the operational tempera-
ture corresponding to the vertex of the parabola. This is found to be 60.1(5) ◦C.

4.2.7 Krypton-nitrogen system - short-term
characterization

Relaxation times measurement

As in the case of the other mixture, the population relaxation rates are estimated
with the Franzen method. By this means, we estimate a relaxation time T1 =
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4.2 – Experimental realization

1.0(1) ms with the cavity temperature set at 60 ◦C. By looking at the Ramsey
fringes (Fig. 4.26) acquired with this setup, we notice that the coherence relaxation
rate γ2 is higher than γ1 at the operational temperature, resulting in a strong
concavity of the Ramsey fringes envelope. This is expected due to the relaxation
of the hyperfine coherence from van der Waals molecule formation between Kr and
Rb, but it was not quantified in the design phase due to the lack of information
in the literature. In the following we will experimentally estimate the values of
the relaxation rates for the krypton-nitrogen mixture. Having an estimate of γ2
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Figure 4.26: Ramsey fringes for the Kr:N2 system. Cavity temperature 60 ◦C.
Pattern parameters: Pumping time tp = 1.5 ms, Rabi pulse length t1 = 0.07 ms,
free evolution time T = 0.5 ms, detection time τd = 0.15 ms.

(and consequently T2) is also useful to establish the optimal clock timings (and
in particular the free-evolution time). One way to obtain this parameter, for the
pulsed clock with optical detection, is to look at the contrast of the central Ramsey
fringe C. Indeed, for small detuning from center of the atomic resonance, the
envelope of the Ramsey fringes is almost independent from T1, while it strongly
depends on the coherence relaxation rate. We can thus look at the contrast of the
central Ramsey fringe and approximate the behavior of this parameter as a function
of the Ramsey time (TR = T + t1) with a single exponential as:

C(T ) = C0 exp (−TR/T2) (4.24)

99



4 – A compact cavity-cell assembly

To avoid distortion of the profile due to the Rabi envelope [171], we set the Rabi
pulse length to be 1/10 of the free-evolution time. A typycal set of data obtained
with this procedure is shown in Fig. 4.27. At the operational temperature of the

0.5 1.0 1.5 2.0 2.5 3.0 3.5
Ramsey time TR = T + t1 /ms

0

5

10

15

20

25

30

Co
nt

ra
st

of
ce

nt
ra

l
Ra

m
se

y
fri

ng
e

/%

best fit
contrast

Figure 4.27: Decay of the contrast of the Ramsey fringes as a function of the
Ramsey time TR for a cell temperature of 62 ◦C.

clock we estimate a coherence relaxation rate around T2 = 0.8(2) ms. This value
implies a clock cycle time of the order of 1 ms, still within the electronics capa-
bilities. In the following sections the impact of this parameter on the short-term
optimization is highlighted.

Short-term optimization

Similarly to section 4.2.5, here we present the optimization of the clock short-
term stability by tuning the main experimental parameters. The clock frequency
discriminator is again considered as the preferred figure of merit. Since we expect
to use a shorter free-evolution time due to augmented relaxation of the groundstate
coherence, the duration of the Rabi pulses is no longer negligible. For this reason,
we consider the Ramsey time (TR = T + t1) as a more meaningful parameter with
respect to the free-evolution time T . When T is changed, t1 is scaled accordingly.
In table 4.6 the slope of the clock error signal, as well as the central-fringe contrast,
are shown. The discriminator De increases by shortening the Ramsey time as a
consequence of the augmented contrast. In Fig. 4.28, the contrast of the central
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4.2 – Experimental realization

Table 4.6: Slope of the clock error signal (De) and fringe contrast (C) as a function
of the Ramsey time.

TR /(ms) T /(ms) t1 /(ms) νm /Hz C /% De /(a.u./Hz)

1.65 1.5 0.15 ±150 7.0 1667

1.1 1.0 0.1 ±225 14.9 2997

0.825 0.75 0.075 ±300 21.4 3800

0.56 0.5 0.06 ±450 26.8 4410
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Figure 4.28: Optimization of the detection power for the Kr-N2 mixture.

Ramsey fringe and the slope of the clock’s frequency discriminator (De) are shown
as a function of the detection power. Two different Ramsey times, that will be
used in the following section, are considered. In both cases, we notice a slight
decrease in the contrast as a function of the detection power, while the discriminant
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4 – A compact cavity-cell assembly

increases by a factor 2, passing from P = 100 µW to P = 200 µW. Even though
the discriminator signal increases as a function of the detection power, we prefer
not to raise the power to more than 200 µW to avoid optical pumping effects that
are likely to enhance the detection noise. This value is thus set as the operational
parameter.

Short-term stability: results

Based on the results of the physical characterization, we tested two pattern
configurations: one with 0.56 ms Ramsey time and one with 1.1 ms Ramsey time
(total cycle time 0.95 ms and 1.78 ms respectively). Rabi pulses duration is 0.06 ms
and 0.1 ms respectively. The detection time and power is the same (0.15 ms and
200 µW) in the two cases, thus the contribution from detection noise is similar (only
aliasing effect play a role). The optical pumping rates are also the same, thus the
difference in contrast levels is due to the relaxation only. The modulation depth is
optimized following to the guidelines of table 4.6. Given these considerations, the
comparison between the two obtained stabilities is a fair one.

The stability results are shown in Fig. 4.29. In the case of 1.1 ms Ramsey
time, we have a stability σy(τ) = 7.2 × 10−13 τ−1/2, while in the case of the shorter
sequence we have σy(τ) = 5.2 × 10−13 τ−1/2.
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Figure 4.29: Short-term stability of the Kr-N2 setup with two different Ramsey
times.
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Even though the best short-term stability is achieved with the shorter sequence,
in that case the line quality factor Qa is halved. In general, retaining a high atomic
quality factor is preferred when dealing with longer measurement times. Indeed,
some of the long-term sensitivities scale as 1/Qa [127]. Moreover, since the Rabi-
pulses duration is shortened, the Rabi envelope is broadened. To avoid line-pulling
on the clock resonance from the neighbor magnetic transitions, the quantization
magnetic field must be increased accordingly. Increasing the bias field, in turn,
increases the sensitivity of the clock to the quantization field and to external mag-
netic fields (see also section 5.4.2). This poses more stringent constraints on the
stability of the quantization field current generator and on the minimum attenua-
tion of the external fields that must be provided by the magnetic shields. When a
detailed evaluation of the mid-term properties of the prototype will be carried out,
these aspects will be considered more thoroughly and the optimal pattern timing
will be chosen.
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Chapter 5

First tests on an engineered POP
physics package for space
applications

In this chapter, some aspects of the activity carried out with Leonardo S.p.A.
are reported. The project aims at developing a Rb space-qualified clock based on
the pulsed laser technique. The project, co-funded by the Italian Space Agency
(ASI) and under the supervision of the European Space Agency (ESA), foresees
the development of a physics package in a first phase, to be completed with the
realization of the optics and electronic units in a second phase. In the following, the
main scientific and technological goals of the project are summarized and the general
framework of the activity is described. Moreover, the short-term characterization
of the first two realized physics packages is presented, together with an assessment
of the magnetic sensitivity. The preparation of a setup to perform the foreseen
thermo-vacuum tests is also described, together with a description of the tests
procedure.

5.1 Project framework
The project lies within the frame of an ESA General Support Technology Pro-

gramme (GSTP), a set of initiatives and funded (or co-funded) programs aimed
at developing cutting-edge space technologies. The agency’s role is to facilitate
and coordinate innovative projects within European industries, with the ultimate
goal of releasing products that would facilitate the future space mission and related
activities. This is achieved by strengthening the companies know-how and capa-
bilities, endorsing the cooperation with research institutes and through technology
transfer.

105



5 – First tests on an engineered POP physics package for space applications
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Figure 5.1: Typical stability of atomic clocks in European space programs (as taken
from [172]) compared to the best achieved stability of the POP clock (on ground).
The grey-shaded area represent the scissor between goal and threshold specifications
for the space-qualified prototype. As a reference the frequency stability needed for
obtaining 1 ps and 1 ns timing stability are indicated as dashed line.

The development of a space-qualified clock based on rubidium atoms and laser-
pumping fits extremely well in this framework. The demonstration of the techno-
logical readiness of such a device would enlarge the ESA on-board clocks portfolio,
and increase the level of independence of the agency from external suppliers. In
fact, the clocks currently on-board of European GNSS satellites are either lamp-
based rubidium clocks or passive hydrogen masers. The first ones are compact and
low power consumption, while the second ones ensure very good stability perfor-
mance, but they are heavy and costly. A space-qualified POP clock would fill the
gap between the two, increasing technology diversity. This is evident if we look
at table 5.1 where the main characteristics of RAFS and passive hydrogen maser
currently on-board on GALILEO satellites are compared to the goal design speci-
fications of Leonardo’s clock under development. Concerning power consumption,
size and mass, the POP clock stands between the other two technologies.

As a further comparison, in Fig. 5.1 the stability of the previously mentioned
clock architectures are compared to the stability achieved with the POP clock
(on a laboratory prototype on ground) and with the expected performances of
ACES/PHARAO, a clock ensemble (composed of a hydrogen maser and a cesium
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beam clock) under development for the International Space Station and that is
going to provide a reference system for scientific works [173].

Table 5.1: Comparison between GALILEO on-board clocks and the POP clock
under development. PHM stands for “passive hydrogen maser”.

Rb-POP PHM RAFS
goal threshold

σy(1 s) 2 × 10−13 4 × 10−13 2 × 10−12 5 × 10−12

σy(1 × 105 s) 2 × 10−15 1 × 10−14 7 × 10−15 5 × 10−14

Frequency
drift /d−1 3 × 10−15 1 × 10−14 1 × 10−14 1 × 10−12

Thermal
sensitivity /K−1 1 × 10−15 3 × 10−15 2 × 10−14 3 × 10−14

Magnetic
sensitivity /mT−1 3 × 10−12 5 × 10−12 8 × 10−12 5 × 10−13

size
(LxWxH)/(cm × cm × cm) 35 × 24 × 20 53 × 21 × 25 21 × 12 × 12

Envelope
volume /dm3 17 28 3

Power consumption /W 40 70 25

5.2 Project status
The project starting in 2017 has seen the completion of the preliminary and

final design review of the physics package unit. The design phase was supported by
a few feasibility tests on a microwave-cavity testbed. The mechanical, thermal and
electromagnetic analysis were driven by the target frequency stability, close to the
one obtained with the POP frequency standard developed at INRiM (see table 5.1).
At the same time, the units need to be compliant with the requirements of the
GALILEO space program. In particular, considering the mechanical constraints,
the unit must survive sustained vibrations and shocks during the rocket launch.
The thermal model of the package aims at reaching temperature stability at cell
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5 – First tests on an engineered POP physics package for space applications

location of 100 µK on the relevant timescales, with operating conditions in the range
−5 ◦C to 10 ◦C and a foreseen stability of the anchoring baseplate of ±2 K.

In parallel to the design phase, a cell filling facility was set up at Leonardo’s
headquarter (Nerviano, Milan), with the final goal of producing the spectroscopic
cells to be employed in the clock setup. The facility design and procedures know-
how were acquired also thanks to technology transfer from Marwan S.p.A. (Pisa,
Italy). The first filling trials were performed in December 2018 using Ar-N2 as
buffer gas mixture and isotopically enriched 87Rb. The cells were tested by visual
inspection and through optical and double-resonance laser spectroscopy.

Figure 5.2: Picture of the realized engineering model EM1. Dimensions
35 cm × 24 cm × 20 cm. Total mass ≃ 3 kg. Courtesy of Leonardo S.p.A.

Following the design phase, in 2019 the first two engineering models, named
EM1 and EM2, were produced (see Fig. 5.2). The empty cells were procured
from an external supplier. The first prototype was assembled using a cell filled by
Marwan S.p.A, while the second prototype with a cell filled at the newly established
Leonardo facility. The other difference between the two prototypes is the thickness
of the most external magnetic shield (0.5 mm and 1 mm respectively). Apart from
these two aspects, the two units are nominally identical.

Shortly after the completion of the design review, the “test readiness review”
has been completed. In the latter, the evaluation tests to be performed on the
first two prototypes were agreed with ESA and Leonardo S.p.A. was appointed to
execute them, following detailed guidelines. In the next sections, we will recap the
results of the mechanical tests performed on the EM1 prototype. Moreover, an
evaluation of the short-term capability of the two prototypes is presented, together
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with an evaluation of the magnetic sensitivity of the EM1 unit.

5.3 Mechanical tests results
To validate the mechanical design, vibrations and shock tests were planned and

performed on the EM1 prototype. The expected acceleration that the physics pack-
age can experience in a GALILEO mission includes steady-state loads as well as low
and high-frequency loads during the rocket launch. From the program history and
Leonardo’s heritage in the development of passive hydrogen masers for GALILEO,
a maximum value of 550 m s−2 is expected, assuming a total mass of 3 kg for the
package. Another goal of the vibration test was to assess the first natural frequency
of the structure (physics package and anchoring support). In fact, one of the design
requirements of the structure was to have the first natural resonance above 140 Hz.
The main qualification coming from the test is the capability of the structure to
tolerate a certain amount of vibration without modifications of the clock perfor-
mances. The most critical elements are the glass cell and the microwave coupling.
Both elements must not undergo ruptures or modifications that can affect (or even
prevent) the clock operation.

To this end, a sinusoidal vibration and a random vibration test were carried
out in between two clock measurements. The sinusoidal vibration test included a
low-amplitude sweep from 20 to 2000 Hz in order to find the mechanical resonance
modes. The first natural resonance of the structure was recognized to lie at 450 Hz.
The vibration test was performed applying a peak displacement of 10 mm in the
range 5 Hz to 22 Hz and a peak acceleration of 200 m s−2 in the range 22 Hz to
100 Hz. The sweep rate was 2 oct/min, and one sweep was performed for each
spatial direction.

The random vibration tests were arranged so as to apply different acceleration
loads in the out-of-plane and in the in-plane directions. Concerning the out-of-
plane vibration, an acceleration PSD of 54 m s−2 Hz−1 in the frequency range 100 Hz
to 300 Hz was applied, decreasing by +3 dB/oct and by −5 dB/oct for lower and
higher frequencies respectively. For the in-plane direction, the vibration levels were
reduced to 22.5 m s−2 Hz−1 in the frequency range 100 Hz to 300 Hz, with the same
scaling at higher and lower frequencies. The total duration of the test was 150 s on
each axis.

For what concerns the shock test, the accelerations are defined in terms of “shock
response spectrum levels” (the acceleration felt by an ideal system with only one
degree of freedom at its own resonance frequency). The shock response spectrum
levels devised for the test were: 500 m s−2 at 100 Hz, raising to 1 × 104 m s−2 at
2000 Hz and at 10 000 Hz.

Both the vibrations and the shock tests were successfully passed by the EM1
unit. The survival of the unit to the vibrations and shocks was determined by
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performing optical spectroscopy of the clock cell and determining the microwave
cavity resonance center and quality factor prior and after the two tests. Both
measurements showed no appreciable change in the results. Moreover, the test
was ruled out as successful by integrating the EM1 physics package into INRiM
clock setup and replicating the short-term clock stability performances reported in
section 5.4.1 after the two tests.

5.4 Physics package performance tests
The engineering models EM1 and EM2 have been evaluated by integrating the

physics package with the existing laser and electronic units at INRiM (see Fig. 2.1).
The electronics and laser systems are the ones described in detail in chapter 2. The
packages are operated in air, even though designed to be operated in vacuum for
optimal performances. Thus, only the short-term properties of the systems are
assessed at this stage.

For the performance test, the EM1 packages is heated with foil-heaters placed
on the cavity and inner thermal shields. The cavity is slowly heated up to 67.5 ◦C
while measuring the clock frequency and a buffer-gas inversion point close to 65 ◦C is
addressed. From the pressure shift measured at the inversion point (+6000(50) Hz),
the total buffer gas pressure is estimated to be 34(1) torr (45(2) hPa). At an oper-
ational temperature of 65 ◦C, a contrast of 38 % is obtained for the central Ramsey
fringe with the following parameters: laser pump power 10 mW, detection power
850 µW, pump pulse duration 0.4 ms, detection pulse length 0.15 ms, t1 = 0.4 ms,
T = 3 ms (see Fig. 5.3). The laser beam is expanded and collimated at the physics
package location with a beam size of 8 mm (1/e2 waist). The laser frequency is
stabilized on the |F = 2⟩ line with an external reference cell, through saturation
spectroscopy. For best performance, the frequency of the clock branch is tuned to
the minimum of the broad clock absorption profile.

The EM2 package is operated in the same conditions as in the previous test.
For the cell embedded in this unit, the absolute shift due to buffer gas collisions
is +4390(50) Hz, thus the total buffer gas pressure is 25(1) torr (33(1) hPa). With
the same operational parameters and clock timings as in the EM1 case, we obtain
a fringe contrast of 47 %. The higher contrast is probably accountable for the lower
buffer gas content and consequent lower decoherence rate.

5.4.1 Short-term evaluation
With these experimental conditions, the frequency stability of the two devices

was measured using a hydrogen maser as a reference. The results are shown in
Fig. 5.4. The fractional frequency stability is 1.8 × 10−13 τ−1/2, for both packages,
for averaging times up to few tens of seconds. For longer averaging time, thermal
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Figure 5.3: Ramsey fringes obtained with the engeneered physics packages (EM1
and EM2) at 64.5 ◦C. Single scan.

instabilities at the cavity and stem location and other environmental sources start to
limit the medium-term stability. The short-term stability value is very close to the
state of the art, and well within the target specifications (σy(τ) < 4 × 10−13 τ−1/2).
On the other side, the high fringe contrast value is indicative of good cavity mode
uniformity.

5.4.2 Magnetic field sensitivity
The effect of external magnetic fields on the clock transition is due to second-

order Zeeman effect. The clock frequency is shifted in presence of a magnetic field
B⃗ by the quantity:

νZ = K0
⃓⃓⃓
B⃗ · ẑ

⃓⃓⃓2
(5.1)

In the case of 87Rb, K0 = 575.14 × 108 Hz T−2. The clock is operated with a
small bias magnetic field B0⃗ directed along the z-axis, generated with a solenoid.
Accordingly, the sensitivity is usually calculated considering the effect of small
fields adding to the bias one, causing a variation ∆B0 of the nominal value. We can,
therefore, define the clock frequency variation corresponding to a small perturbation
of the bias field magnitude:

∆ν0 = 2K0B0 ∆B0 (5.2)
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Figure 5.4: Short-term stability obtained with engineered physics packages and
INRiM optics and electronics.

Such a variation can come from fluctuations of the current flowing in the solenoid
or thermal noise from the mu-metal shield. These contributions can be constrained
to negligible values by proper design [127]. Here we consider the effect of an ex-
ternally applied magnetic field. The satellite environment is subject to varying
magnetic fields. In particular the presence of magnetorquer to control and stabi-
lize the satellite attitude induces a varying field inside the spacecraft as large as
1 × 10−2 mT.

An external field is attenuated by the layers of magnetic shielding, and the
residual field at atoms location Bin̂ adds to the bias one. We can thus calculate the
device sensitivity to a variation of the external magnetic field ∆Ben̂ by including
the shielding factor η = |Be|/|Bi|:

∆ν0

∆Be

= 2K0B0(n̂ · ẑ) ∆Bi

∆Be

= 2K0B0(n̂ · ẑ)1
η

(5.3)

Given the cylindrical geometry of the shields, the attenuation coefficient η will
be different for the radial and the axial directions. In particular, it is weaker for
the axial one [174].

The experimental validation of the device magnetic sensitivity is performed by
applying a known magnetic field generated by a pair of coils in a quasi-Helmholtz
configuration. The coils are placed to generate a field directed into the longitudinal
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direction (z-axis), where we expect the maximum sensitivity. The coils average
radius is 20 cm and the separation between the two coils is 73.5 cm. With this
geometrical configuration, the generated magnetic field has 0.1 mT magnitude at
cell location, with an electric current of 0.8 A. The magnitude of the field shows less
than 20 % variations from the value measured at the center of the system across
all the volume of the physics package. The sign of the field can be changed by
switching the sign of the current flowing in the coils.

To increase the sensitivity of the measurement, we run the device by locking the
local oscillator on the |F = 1; mF = 1⟩ → |F = 2; mF = 1⟩ transition. In this case
the clock frequency is linearly dependent on the magnetic field amplitude variation,
with a sensitivity coefficient K1 = 14 MHz mT−1[50]. In Fig. 5.5 the fractional
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Figure 5.5: Magnetic field shielding measurement.

frequency variations of the 1-1 magnetic line are reported in a time sequence where
the external magnetic field was alternatively set to ±0.1 mT. A well recognizable
frequency shift is observed when the perturbing field is turned on. We can notice
an asymmetry in the frequency shift when we switch the sign of the external field.
This can be attributed to hysteresis in the behavior of the shields. Consequently, we
can extract a conservative estimate of the attenuation factor, by considering only
the biggest frequency jump. Dividing the frequency step by the known sensitivity
of the magnetic line, we can estimate the magnitude of the magnetic field at atoms
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location and finally get the axial shielding factor ηz:

ηz = Be
⃗ · ẑ

Bi
⃗ · ẑ

= 150 000 ± 20 000

This value is compliant with the design specifications, which required a lower thresh-
old η > 1 × 104, and with the design goal η > 1 × 105. The feasibility of a shielding
factor > 1 × 105 was supported by FEM simulations which considered also the ef-
fects of the shields caps and holes, but nevertheless its experimental verification is
an important step in the design validation. Significantly, the shielding factor has
been measured twice, before and after the shock test. No appreciable change in the
shielding effectiveness was observed. This means that the shields are rather robust
against magnetization from strong vibrations.

From the estimated ηz and for an operative bias field B0 = 1.5 µT, from (5.3) we
can infer the clock sensitivity to external magnetic fields to be below 2 × 10−13/mT.
This value is one order of magnitude below the threshold specification (see ta-
ble 5.1).
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Figure 5.6: Magnetic field sensitivity measurement on the clock transition.

The magnetic sensitivity has been confirmed by operating the clock in the nom-
inal condition, i.e. stabilizing the LO on the 0-0 transition. Even though we expect
the frequency shift on the atomic line to be smaller than the clock frequency noise
at this stage, we can make sure that no other parts (such as the detection electron-
ics) cause additional sensitivity to the measured clock frequency. Also in this case,
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±0.1 mT along the longitudinal direction were applied. The clock measurement is
shown in Fig. 5.6. As expected, no net shift is observed on the clock transition
above the noise level.

5.4.3 Arrangements for a thermo-vacuum test
The medium-long term properties of the physics package will be tested in vac-

uum environment. To simulate the operational conditions on board of the space-
craft, the package will be placed on top of a temperature-regulated baseplate. The
plate is made of brass and contains a U-shaped copper tube in which a refrigerating
(or heating) fluid can flow. The baseplate inner circuit is connected to an ISO-KF
feedthrough by means of vacuum-proof steel tubing to exit the vacuum chamber.
An external recirculating liquid chiller will pump and thermally regulate the coolant
fluid. In Fig. 5.7a the whole vacuum chamber is shown. In the picture, we can no-
tice the feedthroughs for the coolant liquid, an optical window for the laser beam
delivery and an RF feedthrough for microwave delivery. We can also notice the
coils used in the magnetic-shielding test previously described in section 5.4.2. In
Fig. 5.7b the baseplate connected to the tubing for liquid circulation is shown. To

(a) Vacuum system. (b) Thermally-regulated baseplate.

Figure 5.7: Vacuum chamber and thermally-regulated baseplate to perform thermo-
vacuum tests.

verify the damping factor of the thermal controls, a thermo-vacuum test has been
devised. While the clock is running, the baseplate temperature will be changed
with slow ramps with a maximum excursion of 40 K (from a minimum of −17 ◦C to
a maximum of 22 ◦C). Clock stability and temperature stability at the cavity and
stem location will be monitored for the full run. A typical temperature profile that
will be employed during the test is shown in Fig. 5.8. To reach temperatures below
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the water freezing point a mixture of water and propylene glycol with equal parts
will be used. The vacuum chamber has been proven to sustain a vacuum pressure
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Figure 5.8: Typical thermal ramp induced on the physics package baseplate during
the foreseen thermo-vacuum tests.

of 1 × 10−5 mbar at ambient temperature and the vacuum capability is currently
under test with circulating liquid in the full range of operational temperatures for
the baseplate.
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Chapter 6

Conclusions and project
perspectives

In this manuscript, I reported some studies on a high-performing POP mi-
crowave clock. The short-term behavior of the frequency standard has been further
characterized and novel locking techniques have been proposed to simplify the clock
implementation. Moreover, a compact design based on a loaded microwave cavity
has been developed and tested. The proposed techniques and the novel design con-
tribute to the readiness of the POP technology for practical applications outside
the laboratory and for spaceborne applications. Finally, the thesis reports on a
few experimental tests performed on the engineered physics packages developed
by Leonardo S.p.A. and on the project status towards the realization of a space-
qualified POP clock. In the following, the main results obtained during the PhD
program are resumed and put in the context of future improvements and outlooks.

POP short-term characterization. Regarding the clock characterization,
the major known contributions to the short-term of pulsed optically pumped devices
have been resumed in an comprehensive way. Moreover, a signal-theory model has
been introduced to calculate the AM-AM contribution coming from laser intensity
noise. The proposed model is extremely general, as it does not depend on the
physical properties of the atomic sample. Indeed, the atomic medium is considered
as an ideal absorber. Thus, the model is valid (and tested) in the weak-probe
approximation. The model can be used in the design phase for choosing the correct
laser source to reach the target stability or during the characterization phase to
distinguish between the various noise sources. The signal-theory approach has
allowed us to underline how the noise conversion is basically an aliasing process,
similar to the Dick effect. In this case, though, the Fourier frequencies of interest
are the odd multiples of half the basic clock sequence (fk = kTc/2, with odd k).

The next step, to fully describe the noise conversion taking place in the POP
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and similar vapor-cell devices is to extend the model, to consider also the effect of
FM noise affecting the laser source. The conversion of the FM noise into the am-
plitude of the detected atomic signal (FM-AM conversion) is a non-linear process,
thus its treatment must include a modification of the presented approach. More-
over, some physical parameters of the active medium must necessarily be included
(such as density, temperature, length of the cell). If optical pumping effects are
included, the extended model would account also for the AM-AM conversion for
higher detection probe power.

Advanced locking techniques. The clock implementation has been enriched
by novel schemes that enable the stabilization of some physical parameters of in-
terest directly on the clock signal. In particular, the amplitude of the microwave
synthesizer and the laser frequency can be stabilized by using double-loop algo-
rithms, without resorting to external references. Notably, such techniques do not
degrade the stability performances of the clock, thanks to the low sensitivity of
the POP architecture to environmental parameters, that allows implementing low-
bandwidth locking schemes.

The possibility to eliminate the external reference system to stabilize the laser
frequency constitutes an important step towards the simplification and practical
realization of a standard based on the POP technique. Concerning space applica-
tion, it is also an added value, as the number of optical and electronic components
would be reduced, saving volume, mass and power budget. If an external refer-
ence is preferred, the technique can be used to increase the system redundancy and
resilience against possible failures.

The next steps for the characterization of the laser frequency stabilization tech-
niques would be a more detailed analysis of the impact on the clock long-term
stability. In particular, the technique based on resonant light-shift can possibly
benefit from locking the laser on the point of “zero” light shift, in terms of sensitiv-
ity to laser power. Moreover, to improve the reliability of the proposed techniques,
they must be routinely implemented and further standardized.

Compact cavity-cell assembly. Given the interest of the space sector into
the POP technique, a strategy to reduce the overall size, weight and power con-
sumption of the physics package unit has been pursued. The introduction of a
loaded cavity design has led to a volume reduction of more than a factor 8 for
the cavity-cell assembly, with promising scaling of the outer layers. The quality of
the electromagnetic mode has been studied in detail with FEM simulations. The
reduction in size, and in particular the use of a smaller spectroscopic cell, was
demonstrated not to degrade the short-term performances significantly. Indeed,
a short-term stability σy(τ) = 4.5 × 10−13 τ−1/2 was obtained with the compact
setup.

Since long-term performance is the real challenge for practical applications of
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the device, a smaller form factor can indeed facilitate thermal and magnetic field
uniformity, with consequent benefit on the long-term behavior. Moreover, releasing
the minimum requirements for the short-term, by accepting a higher decoherence
rate from the walls collision and buffer gas interactions, has made appealing the
investigation of an alternative Kr-N2 mixture, which presents a much smaller baro-
metric coefficient. In this case, a short-term stability as low as 5.2 × 10−13 τ−1/2 was
demonstrated. Considering the future long-term characterization, this buffer-gas
composition is advantageous in terms of sensitivity to temperature and pressure-
related long-term instabilities. The lower sensitivity can be exploited either to relax
the design specifications or to pursuit better long-term stability.

Steps towards a space-qualified clock. Finally, the first tests on an en-
gineered physics package developed by Leonardo S.p.A. was a step towards the
technology readiness of the POP clock architecture for space applications. The
measurements on the two realized prototypes have demonstrated state-of-the-art
short-term performances when integrated with INRiM optics and electronics. The
mechanical (shock and vibration) tests agreed with ESA were successfully passed
by one of the two units, further validating the design. Also, the magnetic shielding
was proven to be in line with the specifications and resilient against mechanical
vibrations and shocks. The next step is achieving good medium-long term perfor-
mances by operating in vacuum and further characterizing the thermal sensitivity
of the physics package by performing thermo-vacuum tests. The indications coming
from the tests will serve as a basis for the activation of the second phase of the
project, which foresees the engineering of the optics and electronics packages.
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Appendix A

Alternative locking protocol -
effect of laser AM noise

In this appendix, we analyze a locking scheme (adopted for example in [122]),
alternative to the one described in section 2.1.4, and we describe its impact on the
short-term stability due to laser AM noise. To analyze the noise conversion, we will
use the same signal-theory tools introduced in section 2.2.1. For simplicity, we will
call the protocol of chapter 2 “Protocol 1” and the one described below “Protocol
2”.

Figure A.1: Block scheme of the model of noise transfer to the clock stability in
the time domain. The LO frequency correction is performed with rate 1/Tc. This
implies an additional demodulation term.

By using protocol 2, the error signal E is computed as:

E[kTc] = (S[kTc] − S[(k − 1)Tc])(−1)k (A.1)

Here, S is the sampled atomic signal available after a basic clock sequence of du-
ration Tc (pumping, Ramsey interrogation, optical detection). In the notation, we
have dropped the LO frequency modulation, which is performed as usual with a
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square wave of period 2Tc, to probe the two sides of the resonance. The error signal
is available with rate 1/Tc and the correction to the LO frequency can be applied
with the same rate. The (−1)k factor is needed to perform a correct demodulation
of the signal (i.e. preserving always the same slope sign of the error signal as a
function of the LO detuning).

The block scheme describing the protocol in time domain is shown in Fig. A.1.
As in Protocol 1, i(t) are the relative fluctuations of the laser intensity, which
are transferred to the relative fluctuations of the detected signal s(t) and of the
sampled error signal eδ(t). To simplify the calculation, the demodulation term
(−1)k is substituted with a sinusoidal modulation cos(πt/Tc). The net result is the
same, since in the block scheme this term is preceded by the signal sampling.

By switching to frequency domain, we find the following expression, linking the
PSD of the error signal to the relative intensity noise of the detection laser:

Seδ
(f) ≃ 2[1 + cos(2πfTc)]

∑︂
k odd

⃓⃓⃓⃓
⃓Ha

(︄
k

2Tc

)︄⃓⃓⃓⃓
⃓
2

Si

(︄
k

2Tc

)︄
(A.2)

For averaging times τ ≫ τL (where τL is the time constant of the frequency loop),
i.e. for f → 0, the error signal noise level is the same as in the protocol of sec-
tion 2.2.1. Despite the fact that the error signal and the correction are available
with twice the rate, the effect on the clock stability is essentially the same (for
commonly encountered laser noise types). This is a not obvious conclusion, which
is rigorously treated by the signal-theory model.

Some different behavior is expected between the two protocols if some spurs are
present in the noise spectrum. For Protocol 1, spurs at odd multiples of the sam-
pling rate 1/(2Tc), lying within the bandwidth of the filter H(f), are indeed directly
translated into baseband and can affect the short-term stability. In protocol 2, the
spurs are possibly attenuated thanks to the multiplicative factor 1 + cos(2πfTc).
Moreover, the frequencies of interest are odd multiples of 1/Tc. Therefore, concern-
ing the spurs, the two protocols behave differently.
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