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Pore structure characterization through path-finding
and Lattice Boltzmann simulation

Dario Viberti, Costanzo Peter, Eloisa Salina Borello, Filippo Panini∗

Department of Environment, Land and Infrastructure Engineering, Politecnico di Torino,
Turin 1024, Italy

Abstract

Characterization of underground porous media parameters at the micro and
macro scales is fundamental in geosciences. A thorough comprehension of flow
phenomena requires analyses and observations at the micro scale through adop-
tion of micromodels as much as possible representative of real geological forma-
tions. In this paper we focus on the analysis of 2D binary images of real rock
thin sections to characterize pore network geometry and to estimate effective
porosity, pore size distribution and tortuosity with the aim of providing suitable
information for designing micromodels. To this end, a geometrical analysis of
the pore structure, based on the identification and characterization of the set
of shortest geometrical pathways between inlets and outlets pairs, was imple-
mented. The geometrical analysis is based on a path-finding algorithm derived
from graph theory. Results provided by geometrical analysis were validated
against hydrodynamic numerical simulation via the Lattice Boltzmann Method
(LBM). Results show that the path-finding approach provides reasonable and
reliable estimates of tortuosity and can be successfully applied for analyzing
the distribution of effective pore radius, as well as for estimating the effective
porosity.

Keywords: pore structure, tortuosity, Lattice Boltzmann Method,
path-finding algorithm, effective porosity

1. Introduction

The characterization of fluid flow in underground porous media at the mi-
cro and macro scales is crucial in several areas such as in groundwater, envi-
ronmental and reservoir engineering and geosciences. Laboratory analyses on
rock cores provide fundamental macroscale parameters such as porosity, abso-5

lute and relative permeability and capillary pressure curves. However, a thor-
ough comprehension of single and multiphase flow phenomena requires analyses
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and observations at the micro scale [1, 2]. In this view, a great opportunity
is given by observation of flow phenomena in microfluidic devices designed as
physical micromodels representing pseudo two-dimensional capillary networks10

[3]. Multi-scale studies associated with pore network properties are increasingly
used to improve understanding of behavior features and multiphase flow prop-
erties in porous media at the phenomenological scale [4]. These include distri-
bution of pores space (micropore/macropore), connectivity, constricted porosity
by throats, hysteresis, fluid occupancy during multiphase or displacement pro-15

cesses, wettability [4]. Pore network rules liquid and gas permeability properties,
as well as water retention, and electro-chemical transport [4]. Real geological
formation are often characterized by high degree of heterogeneities and com-
plexity of the pore network geometry that should be taken into account in the
design of the micromodels [5].20

In the current paper we explore the possibility of adopting a path-finding al-
gorithm for characterization of pore structure, geometry and connectivity with
the aim of analyzing 2D binary images of rock samples representative or real
geological formations and providing geometrical parameters that could be used,
in future works, to design microfluidic devices. The path-finding algorithm has25

been applied to several real rock images and results are validated through the
application of simple 2D LBM simulation.
The lattice Boltzmann method (LBM) is well suited for simulating fluid flow
at the pore-scale in complex geometries. Several authors used it to study the
fluid flow at pore scale of micromodels, synthetic porous media or real rock30

samples. Venturoli and Boek [3] and Laleian et al. [6] used 2D LBM with sin-
gle relaxation time (SRT) to calculate the fluid flow in micromodels taking the
third dimension into account by adding a drag force. Boek and Venturoli [7]
used the same approach for studying the fluid flow in a quasi-two-dimensional
micromodel based on the image of a Berea sandstone. Wu et al. [5] compared35

single and multiphase flow by LBM simulation of a micromodel with results
obtained by laboratory experiments. Koponen et al. used the LGA method to
estimate permeability, effective porosity ([8]) and tortuosity ([9]) in synthetic
2D porous media. Ghassemi and Park [10] used LBM to study the effects of
permeability and tortuosity on flow through 2D saturated particulate media40

and Li et al. [11] studied the effect of geometrical properties on saturation and
relative permeability in 2D synthetic porous media. Yang et al.[12] used 3D
LBM for permeability assessment in random packed porous media. Comparison
of single and multiple relaxation time (MRT) LBM for permeability assessment
was performed in 2D synthetic porous media (Pan et al. [13]) and 3D synthetic45

and real porous media (Eshghinejadfard et al. [14]). Ferreol et al. [15] with
LBM simulated single-phase and two-phase flow through three-dimensional to-
mographic reconstructions of Fontainebleau sandstone. Xu et al. [16] used LBM
to investigate relative permeability and specific interfacial length by simulating
immiscible two-phase flow in 2D sample of Berea sandstone.50

Porous media are complex materials characterized by a chaotic structure and
tortuous fluid flow, with pore and grains dimension varying over a wide range
[17]. To address the crooked fluid paths of pore structure, the concept of tortu-
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osity (τ) was introduced [18]. Basically, two main types of tortuosity are defined
in the literature: geometrical tortuosity (τg) and hydraulic tortuosity (τh). Ge-55

ometrical tortuosity is defined as the shortest length between inflow and outflow
points that avoids the solid obstacles divided by the distance between inlet and
outlet [19, 20]. Hydraulic tortuosity is defined as the effective path length taken
by the fluid divided by the length of the porous material measured on the flow
direction [18]. Since, the fluid flow path is always greater than the shortest60

geometrical path, hydraulic tortuosity is always greater than the geometrical
tortuosity [20, 17]. For a complete review on the definitions of tortuosity, the
reader can refer to [20] and to [17].
To account for pore space interconnections affected by the flow, the effective
porosity (φe) was introduced; it is defined as the percentage of conductive pore65

space with respect to the bulk volume [21, 8]:

φe =
Vflow
Vb

(1)

where Vflow is the portion of volume contributing to the fluid flow.
The impact of pore network geometry on flow behavior is well recognized.In the
literature, several analytic expressions have been provided [9, 22, 23, 18, 24] to
link permeability to the pore structure as a function of porosity, effective poros-70

ity, tortuosity and/or pore dimension and hydraulic radius (rH), which gives a
measure of the average pore dimension [25, 26].
Several authors discussed the geometrical analysis of the pore structure from
2D and 3D images. Comparison of three image processing algorithms (Mean
Intercept Length, Erosion and Dilation, Watershed Segmentation) to estimate75

the grain-size distribution of porous rocks from binary 2D images has been per-
formed by Rabbani et al. [27]. Lock et al. [28] developed a network model that
allows predictions of the permeability of consolidated sedimentary rocks, based
on image analysis of sections of a rock core sample. Lindquist et al. [29] discuss
the medial axes method to analyze structure properties such as pore throat and80

pore body size distributions and geometric tortuosity of a 3D digitalized image.
Later, Sun et al. [30] used a shortest past approach based on Dijkstra’s algo-
rithm to calculate the geometric tortuosity and connected porosity; then, they
applied a multiscale method approach to upscale the permeability. Ju et al. [31]
proposed an algorithm to predict preferential flow paths based on the topolog-85

ically equivalent network of a porous structure and the flow resistance of flow
paths and Keller et al. [32] a 3D graph representation to determine the spatial
distribution of pore space geometrical properties. In [17, 33, 34], the authors
proposed geometric tortuosity models based on concepts from finite-size scaling
analysis and percolation theory. Al-Raoush and Madhoun [35] presented an al-90

gorithm for calculating geometric tortuosity from 3D X-ray tomography images
of real rocks based on a guided search for connected paths utilizing the medial
surface of the void space of a 3D segmented image.
In this paper we focus on methods to estimate, from 2D binary images of a
rock sample, parameters which allows to describe the pore structure. To this95

aim we applied an approach based on geometrical analysis of the porous media.
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The geometrical approach was developed based on a A∗ path-finding procedure
taken from the graph theory. This approach was validated for the parameters
of interest of the study with the more established hydrodynamic based path
analysis carried out by numerical simulation via the Lattice Boltzmann Method100

(LBM). A preliminary validation of the methodologies was carried out on a set
of simplified synthetic cases for which the true value of the parameters of inter-
est was analytically computed. Successively, the methodologies were applied to
images of real rock sample thin sections taken from literature.

2. Material and methods105

Starting point for the presented methodologies is a 2D binary image of a
rock section. Such data can be obtained by image processing of the Scanning
Electron Microscopy (SEM) image of a thin section or the slice of an X-ray
micro-tomography image. Preliminary image processing is beyond the scope of
this paper, however readers interested on the topic may consult [36, 37, 38].110

In this paper we analyzed a set of literature images obtained from thin sections
of 3D samples of sedimentary rocks; when necessary, a preliminary image pro-
cessing was applied to convert gray scale images to binary files (see section 4).
On the 2D binary image we analyzed the pore structure in terms of pathways
accessible by fluid flow in monophase conditions and calculated the associated115

parameters: tortuosity (Sections 2.3.2 and 2.3.3) and effective porosity (Section
2.3.4). Two different approaches were applied to assess pathways: geometri-
cal (Section 2.1) and hydrodynamic (Section 2.2). The pore structure analysis
was completed by calculation of pore radius variations along the path (Section
2.3.1) compared with the hydraulic radius, which represents the pore radius of120

an equivalent capillary tube (see Eq. 4).

2.1. Geometrical path calculation

The pore structure of a binary 2D image is analyzed through a path-finding
method based on graph representation. To this end, a set of inlets nin and
outlets nout are placed along the inner and outer boundaries of the image of125

the porous domain orthogonal to the main flow direction (x or y); the centroids
of the pixels are used as reference grid node locations. These locations repre-
sent the points where the fluid enters and potentially leaves the porous system
respectively.

The shortest pathway between each couple of inlet-outlet points is obtained130

through the path-finding method A∗ algorithm [39, 40, 41]. A∗ is based on a
cost function f(n) to determine the optimal path between two nodes:

f(n) = g(n) + h(n) (2)

where n indicates the considered node, g(n) the incremental distance from the
considered node to the initial node and h(n) is a heuristic function used to
obtain a prior estimation to reach the target from the considered node.135
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The process of obtaining the optimal shortest path is achieved by steps.
Starting at the initial node, the cost function f(n) is calculated at each adjacent
nodes in order to identify the one having the minimum cost which will be used
as reference for the next calculation. This process is progressively repeated until
the target is reached. The output is represented as a graph G = (N,E) with N140

being a set of nodes with X − Y coordinates while E the edges connecting the
nodes (Fig. 1).

The application of A∗ algorithm to the images gives a set of nin × nout
coordinates of the shortest paths in a fixed direction, whose length Lsh can be
easily calculated by applying the euclidean distance.145

2.2. Hydraulic path calculation

Hydraulic paths were obtained as a result of numerical simulation of monophase
fluid flow at the pore-scale. To this end, we implemented a discrete mesoscopic
computational methods based on the Lattice Boltzmann Method (LBM). The
LBM is a relatively new computational fluid dynamics (CFD) method, first ap-150

peared in the 1980s [42], successively developed by several authors [43] and still
subject of research activity. The LBM has shown to be a functional technique
for the computational modeling of a wide variety of complex fluid flow prob-
lems including single and multiphase flows in complex geometries ([44, 45, 7])
and porous media [46]. Use of the LBM to evaluate the hydraulic tortuosity in155

synthetic porous media was presented by [47, 48, 49].
The implementation adopted in this paper for mono-phase flow simulation in
porous media is based on a single-relaxation time (SRT) approximation of the
collision operator, called the Bhatnagar-Gross-Krook model (BGK) [50]. The
relaxation time was set equal to 1 and the time step was calculated in ac-160

cordingly to guarantee stability conditions [43].The nine-velocity square lattice
model D2Q9 [51] was adopted to discretize the domain. At the fluid-solid inter-
face, no-slip condition was imposed via halfway bounce-back [52]. Fixed pres-
sure gradient between inlet and outlet was assumed as the boundary condition,
which was implemented via non-equilibrium bounce-back [53]. No-flow bound-165

aries parallel to the main flow direction were assumed to reproduce laboratory
conditions; they were implemented with halfway bounce-back [52].

2.3. Characterization of pore structure

A quantitative microstructure characterization of the porous medium is car-
ried out through the estimation of a series of parameters: pore size(Section170

2.3.1), tortuosity (geometrical, Section 2.3.2, and hydraulic, Section 2.3.3) and
effective porosity (Section 2.3.4). In the following we will not parametrize pore
structure in terms of pore throat and pore body; we will refer to the local
aperture between the pore walls as pore size or to the semi-aperture as pore
radius.175
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2.3.1. Pore size

Along the geometrical pathways identified by A∗ algorithm, the pore size is
calculated at each node location by measuring the extension of the pore section
length orthogonal to the local path direction (Fig. 1).

180

Figure 1: Schematic of pore sizeand effective porosity estimation from path-finding approach.

The local pore size estimation allows to monitor the pore radius (rp) evolu-
tion along each detected path. This information can be used for reconstructing
3D porous geometries ([54, 55]) or for comparative analysis with hydrodynamic
data.
The output is also analyzed by a statistical representation of the pore radius185

distribution of the sample, which is compared with the hydraulic radius (rH),
defined as [26]:

rH = φ3D
Vb
Aw

(3)

where Vb is the bulk volume of the system (pore and grain) and Aw is the wetted
surface, i.e. the surface area between grain and void. Transposing it to a 2D
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section, it becomes:190

rH = φ
Ab

Pw
(4)

where Ab is the bulk area of the sample and Pw is the wetted perimeter, i.e.
the interface between grains and void, which can be easily calculated by image
processing routine; we used the Image Processing Toolbox of MATLAB [56].
The porosity (φ) in the 2D case might be different from the 3D porosity (φ3D).

2.3.2. Geometrical tortuosity195

The geometrical tortuosity τg, within a porous medium, in a given flow
direction y, is calculated through the ratio between the average of the shortest
pathway lengths in that direction (〈Lsh,y〉) by the length of the system domain
along the fluid direction (Ly) [57, 58, 17]:

τg =
〈Lsh,y〉
Ly

(5)

where 〈Lsh,y〉 is calculated as the average of the shortest pathway lengths cal-200

culated as in Section 2.1 for the given flow direction y.

2.3.3. Hydraulic tortuosity

Hydraulic tortuosity was defined by Carman [18] as the ratio of the average
length of the fluid paths divided by the length of the sample:

τh =
〈Lh〉
L

(6)

Clennell [20] suggested a kinematical average in which the pathlines are weighted205

with fluid fluxes; Koponen [9] suggested an approximated form:

〈Lh〉 ≈
∑N

i=1 Lp(ri)v(ri)∑N
i=1 v(ri)

(7)

where N is a fixed number of streamlines, Lp(ri) is the path length of the i-
th streamline and v(ri) is the averaged tangential velocity of the fluid at the
starting point of the i-th streamline. Koponen et al. [9] suggested also to
estimate tortuosity in a fixed direction y from the velocity field simulated with210

a CFD numerical simulator as:

τh =
〈|v|〉
〈vy〉

(8)

where |v| is the absolute value of the local flow velocity, vy is the y component of
that velocity and 〈〉 denotes the spatial average over the pore space. We made
use of a numerical simulator based on the Lattice Boltzmann Method (LBM)
to simulate the fluid flow in the porous media at the pore-scale and obtain the215

velocity field and calculate the hydraulic tortuosity (τh) with Eq. 8.
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We also verified the invariance of calculated tortuosity with respect to the
variation of the applied pressure gradient until laminar flow conditions are guar-
anteed (Re ≤ 2) [59], where the Reynolds number Re was calculated as [26]:220

Re =
ρvdc
µ

(9)

where dc is the characteristic length scale, ρ and µ are the density and the
dynamic viscosity of the fluid respectively. There is not just one way to define
the characteristic length in a porous medium, sometimes it is equal to the grain
diameter [26], others it involves the hydraulic radius (or hydraulic diameter)[60,
61, 62]. We adopted the image-based definition introduced by [63] and later225

proposed by [64]:

dc = π
Vb
Sw

= π
rH
φ

(10)

where Vb is the total volume of the bulk system (pore and grain) and Sw is the
wetted surface (surface area between grain and void). Eq. 10 represents a sort
of average grain size diameter.

2.3.4. Effective porosity230

For low porosity materials, a large part of the total pore space may be
nonconducting [9]. The effective porosity φe is defined as the percentage of
interconnected conductive pore space with respect to the bulk volume [21]. We
proposed a purely geometrical calculation, based on path-finding:

φe =
Npp

Npx
(11)

where Npp is the number of image pixels belonging to the portion of pore chan-235

nels crossed by a pathway (in X or Y direction) and Npx the total number of
image pixels. To this end, for each pathway, all pixels comprised in the pore
section orthogonal to the local path direction were considered (see Fig. 1).
For comparison, the effective porosity can be calculated from a rock image by
flow simulation [9]:240

φe =
Ns

Nl
(12)

where, according to [9], Ns is the number of grid cells crossed by streamlines
and Nl is the total number of grid cells. To reduce the computational effort,
we calculated the effective porosity by applying a cutoff on the local velocity |v|
obtained by numerical simulations. Preliminary analysis on the velocity field
distribution showed that the velocities of one order of magnitude lower than245

average value were not significantly contributing to the flow. Based on that
velocity threshold was fixed. For each sample, two simulations were performed:
the first with imposing pressure gradient in the X direction and the second
with imposing pressure gradient in the Y direction. Effective porosity was then
calculated merging the identified cells contributing to the flow in both the X250
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and Y cases.
In addiction, the connected porosity (φc), i.e. the fraction of pore space actually
connected, is also obtainable from the hydraulic simulation. In fact, the isolated
pore space is not affected by the imposed pressure difference and remains at the
initial pressure condition (p = pi), giving:255

φc = φ− Npi

Nl
(13)

where Npi is the number of porous grid cells with p = pi and Nl is the total
number of grid cells. φc represents a first estimate of the pore fraction that can
be potentially involved in the fluid flow. By definition, φe ≤ φc.

3. Preliminary validation on elementary cases

As a preliminary validation step, three simple cases were analyzed: a thin260

curved channel (Case 1), a thick curved channel (Case 2) and a slanted straight
channel, inclined of 23◦ (Case 3); details are given in Table 1. In these cases,
the hydraulic radius coincides with the radius of the capillary tube, the effective
porosity coincides with the porosity and the tortuosity is easily calculated as the
length of the tube median line divided by the extension in the X direction; in265

particular, for Case 3 τ = 1/cos(23◦) = 1.086. The numerical parametrization
of the three simple cases is reported in Table 2. The fluid used for the numerical
simulation has the following properties: viscosity 0.5 cP, density 1050 kg/m3. A
pressure gradient of 100 Pa/m was applied between inlet and outlet. Laminar
flow occurs in all the three cases (Re ≤ 2).270

The identified geometrical and hydraulic paths are compared in Fig. 2a, 2b and
2c, respectively. Results are summarized in Table 3.
The pore radius estimated by application of the path-finding algorithm (r̃p) is in
good agreement with the hydraulic radius (rH), which matches the actual chan-
nel radius (r). The estimated tortuosity calculated both with the path-finding275

approach (τg) and the flow simulation (τh) are comparable with the theoretical
values (τ). In more detail, τh and τg give an excellent estimate of tortuosity
in Case 3. In the presence of curves (i.e. Case 1 and Case 2), the computed
geometrical tortuosity (τg) is smaller than the hydraulic tortuosity (τh) because
the shortest path is a slanted line crossing out the bight, while the hydraulic280

path follows the tube curvature; the discrepancy is more significant when pore
radius is larger (Case 2). Notice that in Case 1 the hydraulic path follows the
channel median line, while in Case 2 the hydraulic path does not perfectly follow
the channel median line; as a consequence, in Case 2 the computed hydraulic
tortuosity differs a little from the analytic value.285

As expected, effective porosity estimated by the path-finding algorithm (φeg)
matches the total porosity. Effective porosity estimated by flow simulation (φeh)
is slightly lower, due to the combination of no-slip effect at the solid-fluid inter-
face, numerical discretization and velocity field processing.
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Table 1: Validation cases.

Image dimensions (px × px) Resolution (ppcm) φ (-) τ (-) r (mm)
Case 1 793 × 623 4170 0.061 1.571 0.030
Case 2 745 × 736 3920 0.360 1.512 0.223
Case 3 491 × 298 2650 0.206 1.086 0.108

Table 2: Parameters for the numerical simulation of validation cases.

nx (l.u.) ny (l.u.) ∆x (µm/l.u.) Re (-)
Case 1 793 623 2.4 0.0046
Case 2 745 736 2.55 1.97
Case 3 491 298 3.77 0.3443

4. Case studies: 2D images of sedimentary rocks290

The geometrical and hydrodynamic characterization is carried out on a set of
images obtained from thin sections of 3D samples of sedimentary rocks. In this
study we analyzed two medium-to-fine-grained sandstone and a oolite: Berea
sand (D50 = 23µm [65]), Hostun sand (D50 = 300µm [66]) and Caicos ooid
(D50 = 420µm [67]). The three rocks are characterized by very different pore295

geometry. Berea sand is characterized by high difference between pore throat
and pore body dimension. Hostun sand is relatively homogeneous, character-
ized by well-sorted predominantly quartz angular grains [68]. Caicos ooid is
relatively homogeneous and characterized by round calcite grains [67]. Their
high porosity and permeability values make them a potential source of oil and300

natural gas, therefore they can be used as standard rocks for various applications
such as core analysis, flooding experiment, testing the efficiency of chemical sur-
factants and studying the drainage capacity in granular soil ([69, 70, 71]).
Literature images of rock samples were used. When available, multiple samples
of the same material were analyzed. For Berea sand a black and white image305

of a horizontal sample [7] widely used in literature (ex. [72], [16]) was adopted;
the image is shown in figure 3a and named in the following as case BE30. For
Hostun sand, X-ray micro-tomography images of horizontal sections of three
different samples were considered: a section with φ = 49% ([73]), named in the
following case HO49; a small horizontal section with φ = 56% ([74]), named in310

the following case HO56; a more extended section with φ = 47% ([74]), named
in the following as case HO47. For Caicos ooid, X-ray micro-tomography of two
samples were available: a small horizontal section ([74]), named in the following
CA52, and a more extended vertical section, already segmented ([67]), named
in the following CA42. The grayscale X-ray micro-tomography images were bi-315

narized in order to distinguish the solid part from the voids for the following
geometrical analysis and hydrodynamic simulation: 1 was assigned to the grain
while 0 to the porous domain. To this end, a threshold was applied to the
grayscale images based on the histogram of pixels values ([74]). The obtained
binarized images are shown in figure 3b-3f and the corresponding parameteri-320
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Table 3: Comparison of parameter estimates obtained by different approaches, geometrical
(g) and hydraulic (h), for the validation cases.

rH (mm) r̃p (mm) τg (-) τh(-) φeg (-) φeh (-)
Case 1 0.030 0.029 1.530 1.571 0.061 0.057
Case 2 0.231 0.221 1.268 1.486 0.359 0.353
Case 3 0.110 0.115 1.087 1.083 0.206 0.198

zation is reported in table 4, where the 2D porosity values were calculated from
images.
In order to observe hydrodynamic behavior, the smallest pore size should be 4-5
lattice units [75]. When the pixel resolution of the rock images did not satisfy
the condition above, we re-sized figures by bi-cubic interpolation, imposing a325

number of lattices that guarantees at least 5 lattices in the smallest pore chan-
nels.The numerical parametrization of the considered case studies is reported in
Table 5. The fluid used for the numerical simulation has the following proper-
ties: viscosity 0.5 cP, density 1050 kg/m3. A pressure gradient of 100 Pa/m was
applied between inlet and outlet. Laminar flow occurs in all the three cases (Re330

≤ 2). Case studies were analyzed separately in the X and Y directions, to assess
eventual discrepancy in tortuosity which could be an indicator of permeability
anisotropy.

Table 4: Case studies:images details.

Image dimensions (px × px) Resolution (ppcm) φ (-)
BE30 769 × 624 4120 0.3
HO49 640 × 640 1450 0.49
HO56 449 × 549 1915 0.56
HO47 657 × 654 858 0.47
CA52 546 × 549 1414 0.52
CA42 448 × 417 531 0.42

5. Results

Results of the geometrical approach proposed for the estimation of tortuosity335

and effective porosity are summarized in Table 6 and compared with hydraulic
approach results, including the connected porosity. In addition, the mode of
pore radius (rp) estimated through path finding approach is compared with the
calculated hydraulic radius (rH). We point out that in CA42 there is no connec-
tivity along the X direction, thus it was not possible to estimate the tortuosity in340

X direction (τx) for this case. We reported graphical results for BE30 (see Figs.
4- 6), and for most interesting comparing cases. Graphical results comprehend:
geometrical v.s. hydraulic paths (ex. Fig.4); comparison of effective porosity
map obtained with the two approaches (ex. Fig.5); pore radius analysis con-
ducted by the proposed path-finding approach (overall pore radius distribution345
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and pore radius evolution along a single path, ex. Fig. 6b).
In all cases, tortuosity values calculated with the two methods are comparable
(discrepancy less than 10%) and the geometrical tortuosity is slightly smaller
than the hydraulic tortuosity, as expected [20, 17]. The only exception is HO47,
which shows a discrepancy of around 16%; this is due to local significant nar-350

rowing of the pore radius along the shortest paths which induces the hydraulic
flux favor alternative ways even if longer (Fig. 11). Comparing our results with
literature, Berea tortuosity results are coherent with the gamma-shaped distri-
bution with minimum value 1.07 and most probable value near to 2, reported
in [29] and just below the range 1.6-2.8 reported in [76]. The values of tor-355

tuosity summarized in Table 6 were compared with the geometrical tortuosity
calculated adopting the model proposed by Ghanbarian et al. [33] and based on
percolation theory and finite-size scaling approach. Imposing a fractal dimen-
sion equal to 1.13, tortuosity values calculated by the Ghanbarian model are:
τg = 1.24 for Berea and τg = 1.16 for Hostun when φeg is adopted; τh = 1.26360

for Berea and τh = 1.17 when φeh is adopted.
The pore radius distribution obtained by path finding algorithm appears to be
reliable. For Berea scenario, for instance, the distribution (Fig. 6a) is in good
agreement with the literature: 31% of pore throats diameter about 10 µm[77];
5 µm as the most frequent pore throat radius [54]; 37% of relative pore volume365

characterized by 7-10 µm of pore radius [78]. Hostun results are comparable
with the pore diameter distribution calculated with Mercury Intrusion Porosity,
and analysis of Scanning Electron Microscopy images [66], which shows a mode
around 60-90 µm. Reasonable agreement (order of magnitude) is observed be-
tween the hydraulic radius and the mode of pore radius distribution obtained370

by the path-finding approach in all scenarios (Tab. 6), thus suggesting that
hydraulic radius formula (Eq. 4) is reasonably representative of the effective
pore radius of the sample, at least if the pore radius variations are limited; the
representativeness of rH is poorer when the pore radii is highly variable (ex.
BE30, HO47, CA42).375

In all the cases except CA42 the connected porosity approaches the total poros-
ity (φch ≈ φ). Conversely, CA42 shows a very poor connection (φch << φ),
limited to Y direction (Fig. 9). By way of example, fig. 7 shows the difference
in connected porosity between HO49 and CA42 which both shows an effective
porosity significantly lower than the total porosity. Good agreement is observed380

in terms of estimated effective porosity in all scenarios (Tab. 6). Small sections
(CA57 and HO56), characterized by higher porosities, are almost completely
fluxed (i.e. φ − φe < 10% ). Conversely, in HO49, HO47 and CA42 significant
dead zones (φ− φe ≈ 30% or greater) are clearly identified by both approaches
(ex. Fig. 8). Discrepancies between effective porosity estimated with the two385

approaches (geometrical vs hydraulic) is below 5% in most cases. These differ-
ences are due to the different treatment of meandering zones by the geometrical
and hydraulic method, as clear in Fig. 8. Trajectories identified by the path-
finding algorithm agree with the paths shown by the velocity map in HO49 (Fig.
10), H56, CA52 and CA42, and, as consequence, the identified dead zones are390

well comparable (ex. Fig.8 and Fig.9). On the contrary, in BE30 (Fig.4 , Fig.5)
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and HO47, the more complex pore structure, characterized by multiple possible
paths between the entry and outlet points, and the higher variability in the pore
radius induce local discrepancies between the geometrical and hydraulic path:
the fluid flow, in presence of a conspicuous narrowing of the pore radius, choose395

to follow a wider pathway, even if longer (Fig. 11).

Table 5: Parameters for the numerical simulation of the analyzed case studies.

nx (l.u.) ny (l.u.) ∆x (µm/l.u.) Re (-)
BE30 1706 1367 1.04 3.18E-04
HO49 1200 1200 3.45 0.054
HO56 1000 1209 2.5 0.0192
HO47 1200 1038 6.66 0.0281
CA52 800 804 5 0.0526
CA42 1200 1121 7.5 0.006

Table 6: Comparison of parameter estimates obtained by different approaches, geometrical
(g) and hydraulic (h), for the analyzed case studies.

rH (µm) r̃p (µm) τxg (-) τxh (-) τyg (-) τyh (-) φeg (-) φeh (-) φch (-)
BE30 14.6 7.29 1.250 1.416 1.437 1.542 0.277 0.256 0.3
HO49 71.7 58.6 1.269 1.459 1.243 1.357 0.374 0.362 0.481
HO56 52.6 57.5 1.153 1.322 1.14 1.362 0.533 0.506 0.559
HO47 69.5 47.2 1.257 1.641 1.22 1.6 0.342 0.355 0.459
CA52 61.4 38.9 1.128 1.301 1.118 1.278 0.508 0.489 0.519
CA42 78.8 95.4 - - 1.317 1.65 0.065 0.056 0.31

6. Conclusions

In the current paper we explore the possibility of adopting a geometrical
analysis based on path-finding algorithm for characterization of pore network
geometry and connectivity of 2D binary images of rock samples representative400

of real geological formations. In order to validate the results provided by geo-
metrical analysis we implemented and applied a LBM hydrodynamic numerical
simulator and compared the results. The differences between results provided by
the two approaches were more evident in scenarios characterized by the presence
of large pores (i.e. Case 2), or high variability of pore radius along pathways405

and multiple available pathways (i.e. Berea B30 and Hostun HO47).In fact, the
geometrical approach always selects the shortest way, without accounting for
realistic fluid ways or pore radius thickness, even in the presence of extremely
narrow pores.
Results showed that even if hydrodynamic simulation was more accurate in re-410

producing the flow behavior, the path-finding approach could give reasonable
estimates of tortuosity and could also be successfully applied for analyzing the
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distribution of effective pore radius, as well as for estimating the effective poros-
ity without the use of a time consuming simulator.
In future work, the algorithm for effective pore volume identification via path-415

finding could be developed to exclude meandering zones, thus further improving
the estimate.
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[73] G. Viggiani, P. Bésuelle, S. Hall, J. Desrues, Sand deformation at the grain
scale quantified through x-ray imaging, Advances in Computed Tomogra-
phy for Geomaterials: GeoX 2010 (2010) 1–16.

[74] E. Ando, Experimental investigation of microstructural changes in deform-635

ing granular media using x-ray tomography, PhD dissertation, Université
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(a)

(b)

(c)

Figure 2: Simulated velocity map (|v|) vs. detected geometrical paths considering flow in the
X direction for the validation cases: (a) Case 1, (b) Case 2, (c) Case 3.
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(a) BE30

(b) CA52 (c) CA42

(d) HO49 (e) HO56 (f) HO47

Figure 3: Case studies: 2D images of sedimentary rocks.
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Figure 4: Simulated velocity map (|v|) vs. detected geometrical paths considering flow in the
Y direction for the Berea scenario.
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(a) geometric (b) hydraulic

Figure 5: Pore volume interested by flow (red) and dead zones (white), for the Berea scenario,
identified by applying (a) the path-finding algorithm vs. (b) a cutoff on simulated velocity.
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(a)

(b)

Figure 6: Pore radius estimation from the path-finding approach for the Berea scenario: (a)
pore radius distribution compared with hydraulic radius (red line) ; (b) pore radius variation
along a single vertical path, compared with the mode of the pore radius along the selected
path (green line) and the hydraulic radius (red line).
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(a) HO49 (b) CA42

Figure 7: Connected pore volume (white) and isolated zones (green), for the Hostun scenario
HO49 (a) and CA42 scenario (b)

(a) geometric (b) hydraulic

Figure 8: Pore volume interested by flow (red) and dead zones (white), for the Hostun
scenario HO47, identified by applying (a) the path-finding algorithm vs. (b) a cutoff on
simulated velocity.
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(a) geometric (b) hydraulic

Figure 9: Pore volume interested by flow (red) and dead zones (white), for the Caicos ooid
scenario CA42, identified by applying (a) the path-finding algorithm vs. (b) a cutoff on
simulated velocity.
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Figure 10: Simulated velocity map (|v|) vs. detected geometrical paths considering flow in
the X direction for the Hostun scenario.
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Figure 11: Simulated velocity map (|v|) vs. detected geometrical paths considering flow in
Y directions for HO47 scenario; pore narrowing imposing a change of hydraulic path with
respect to the shortest geometrical path is underlined by red arrows and yellow circles.
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