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Abstract We present a method combining multilevel Monte Carlo (MLMC) and a graph-based primary
subnetwork identification algorithm to provide estimates of the mean and variance of the distribution of
first passage times in fracture media at significantly lower computational cost than standard Monte Carlo
(MC) methods. Simulations of solute transport are performed using a discrete fracture network (DFN), and
instead of using various grid resolutions for levels in the MLMC, which is standard practice in MLMC, we
identify a hierarchy of subnetworks in the DFN based on the shortest topological paths through the
network using a graph-based method. While the mean of these ensembles is of critical importance, the
variance is also essential in fractured media where uncertainty is an overarching theme, and
understanding variability across an ensemble is a requirement for safety assessments. The method provides
good estimates of the mean and variance at two orders of magnitude lower computational cost than MC.

1. Introduction
Estimating the first arrival time of a chemical species transported along with groundwater flow through
fractured media at a control plane or well location is a common task in subsurface hydrology. However, the
high degree of uncertainty associated with flow and transport through fractured media in the subsurface
limits our ability to do so accurately and in turn impacts our predictive capabilities in a variety of civil
and industrial endeavors including the long-term storage of spent nuclear fuel (Follin et al., 2014; Selroos
et al., 2002), geo-sequestration of CO2 (Jenkins et al., 2015), hydrocarbon extraction (Hyman et al., 2016),
environmental restoration of contaminated fractured media (VanderKwaak & Sudicky, 1996), and aquifer
storage and management (Kueper & McWhorter, 1991). These uncertainties are in part due to the cost of
obtaining data to constrain our models as well as the scale/time dependence of observations (Carrera et al.,
2005). The expansive range of relevant length scales in fractured media exacerbate these issues (Bonnet et al.,
2001; Neuman, 2005).

Discrete fracture networks (DFN) (Cacas et al., 1990; Dershowitz & Einstein, 1988; Fidelibus et al., 2009) are
a computational tool to model flow and transport through fractured media (cf. Berre et al. 2018, for a recent
overview). The cost associated with DFN models is substantially higher than conventional continuum mod-
els, but the trade off is that DFN models can typically represent a wider range of transport phenomena with
higher fidelity due to the inclusion of detailed features of the fracture network (Hadgu et al., 2017; Hyman
et al., 2019a; Painter et al., 2002; Sweeney et al., 2019). The inclusion of these features introduces additional
layers of uncertainty because more parameters have to be calibrated and/or sampled due to uncertainty
in fracture location, size, orientation, and hydrological properties. In turn, these additional features both
increase the cost of a DFN model run and the number of them required for reliable estimates of a quantity of
interest (QoI). To reduce the computational cost associated with high-fidelity three-dimensional DFN sim-
ulations, modelers have developed methods to identify network backbones, which are subnetworks where
the majority of flow and transport occurs (Abelin et al., 1991; Rasmuson & Neretnieks, 1986). Which frac-
tures are in the backbone depends on the macro-scale structure of the network, for example, orientations
and density (Hyman et al., 2019b); meso-scale hydrological attributes, for example, fracture permeability
(De Dreuzy et al., 2002); and the flow direction relative to the background stress field (Kang et al., 2019).
Once a backbone has been identified, the cost of performing a flow and transport simulation thereon is
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reduced, and little loss of accuracy in the prediction of first arrival times is incurred (Viswanathan et al.,
2018). These methods can be loosely broken up into two classes: The first of which is geometrical based
(fractures smaller than a threshold size, Wellman et al., 2009, or dead-end fractures, Berkowitz & Scher,
1998, are removed), and the other is topologically based (sets of connected fractures are combined to iden-
tify potential backbones using a graph-based representation to characterize network connectivity Aldrich
et al., 2017; Hyman et al., 2018; Osthus et al., 2020).

Literature lacks non-intrusive, reliable, and efficient methods capable to tackle uncertainty quantification
analyses on such complex frameworks. Classical Monte Carlo (MC) is the baseline method to assess uncer-
tainties in subsurface flow and transport scenarios and is the most common tool in use today (cf. Ballio &
Guadagnini, 2004; Berrone et al., 2015; Gelhar, 1986; Guadagnini & Neuman, 1999a, 1999b; Tartakovsky,
2007; Zhang, 2001). In standard MC, an ensemble of possible scenarios/realizations is generated, and then
estimates of a particular QoI, such as first arrival times, are determined. Standard MC can suffer from slow
convergence if the system heterogeneity is quite large, as is the case within the context of fractured media,
and a large ensemble may be required for MC integrals to converge to within an acceptable tolerance. More-
over, most applications of MC focus solely on the first moment of the distribution of a QoI, the mean, and
higher-order moments, specifically the variance which is a critical value for uncertainty quantification in
fractured media, are not estimated at all. There are currently no methods available to overcome the compu-
tational burdens associated with producing an ensemble of large-scale DFN model runs that are required
for standard MC thus rendering its application to be relatively impracticable. However, there are a number
of variants that outperform standard MC, namely, multifidelity MC (Canuto et al., 2019; Ng & Willcox, 2014;
O'Malley et al., 2018; Peherstorfer et al., 2016) and multilevel MC (Berrone et al., 2018; Giles, 2015; Lu et al.,
2016), that could be modified to overcome these issues. The general idea of these variants is to combine
estimates with different levels of accuracy where the quality of the estimate depends on the computational
cost; low cost simulations/models produce more data but with lower accuracy. So long as the estimations of
the QoI at these various levels/fidelity are systematically related, one can combine them to provide better
estimates than standard MC at an overall lower computational cost.

We propose a methodology that combines multilevel Monte Carlo (MLMC) with graph-based backbone
identification procedures to address the current limitations of using DFN simulations for estimations first
two moments of the distribution of first arrival times in fracture media. The method is distinguished from
available methods in that a hierarchy of nested subnetworks, identified using a graph-based method, com-
prise the levels for use in MLMC rather than a hierarchy of model mesh resolutions. For an exposition of
the method, we create an ensemble of semi-generic fracture networks and estimate the mean and variance
of the distribution of first arrival times of a passive tracer transported through the networks. The method is
significantly more computationally affordable than standard MC while providing estimates of similar accu-
racy. Thus, the method overcomes the aforementioned issues associated with using DFN simulations for
uncertainty quantification of first passage times in fractured media and, in particular, addresses the issue of
computational burden by combining graph-based techniques and MLMC.

2. Methodology
2.1. DFN Simulations

We construct an ensemble of semi-generic DFNs and simulate transport through the networks using the
dfnworks computational suite (Hyman et al., 2015). The networks are semi-generic meaning that they are
not meant to represent any particular field site, but the parameters used in their construction are loosely
based on field observations. The networks are composed of circular fractures whose orientations are uni-
formly random and centers are uniformly distributed throughout the domain which is a cube with sides
measuring 15 m. Fracture radii r [m] are sampled from a truncated power law distribution with exponent 𝛼
and lower and upper cutoffs (r0; ru),

r = r0

[
1 − u + u

(
r0

ru

)𝛼]−1∕𝛼

, (1)

where u is a random number sampled from the continuous uniform distribution on the closed interval [0,1].
We select a value of 𝛼 = 2.6, lower cut off r0 = 1 m, and upper cut off ru = 5 m. Isolated fractures and
clusters that do not connect the inflow and outflow boundaries are removed from the domain because they
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do not contribute to flow. The fracture networks contain around 500 fractures each. The connected network
density (De Dreuzy et al., 2012) is about 10 times the critical percolation value (Bour & Davy, 1997). Thus,
the networks are dense enough that there are multiple structural paths in the network between the inflow
and outflow boundaries. The feature-rejection algorithm for meshing (fram) (Hyman et al., 2014) is used
to generate a Delaunay triangulation of each DFN.

Variability in hydraulic properties is included into the network by correlating the hydraulic aperture (b) of a
fracture to its radius using a positively correlated power law relationship b = 5.0×10−5r1/2 (De Dreuzy et al.,
2002; Hyman et al., 2016). Given the range of radii we consider, 1 m to 5 m, the apertures range from 5 ·10−5

m to 1 · 10−4 m. We do not include in-fracture aperture variability in these simulations, as was done in De
Dreuzy et al. (2012), Frampton et al. (2019), and Makedonska et al. (2016). Fracture permeability is related
to the aperture using the cubic law k = b2∕12 and is thus also positively correlated to the fracture radii.
Given the limited range of fracture radii, less than one order of magnitude, the heterogeneity provided by
these hydraulic properties is also small, and heterogeneity in flow field results primarily from the network
structure.

Flow within the network is modeled using Reynolds equation (Zimmerman & Bodvarsson, 1996) which is
numerically integrated using the parallelized subsurface flow and reactive transport code pflotran (Licht-
ner et al., 2015) to determine the pressure and volumetric flow rates throughout the entire network, which
can be used to reconstruct the Eulerian velocity field u(x) within the DFN (Makedonska et al., 2015; Painter
et al., 2012). A pressure difference of 1 MPa is prescribed along the x-axis in each of the networks. All other
boundary faces are assigned a no-flow boundary condition.

We represent the spreading of a nonreactive conservative solute through each DFN by a cloud of passive
tracer particles. We do not allow particles to interact with the matrix for simplicity (Hyman et al., 2019).
Complete mixing is used to determine what direction particles exit out of fracture intersections (Berkowitz
et al., 1994; Kang et al., 2015; Park et al., 2001, 2003; Swherman et al., 2018; Stockman et al., 1997). The
imposed pressure gradient is aligned with the x-axis, and thus the primary direction of flow is in the x direc-
tion. Particle initial positions a are uniformly distributed along fracture intersections with the inlet plane
x0 = (0, y, z), that is, using resident injection (Hyman et al., 2015; Kreft & Zuber, 1978). The trajectory x(t; a)
of a particle starting at a at time t = 0 is given by the advection equation

dx(t; a)
dt

= v(t; a), x(0; a) = a, (2)

where the Lagrangian velocity v(t; x) is given in terms of the Eulerian velocity u(x). The travel time 𝜏(x1; a)
of a particle to exit the domain via the outlet plane x1 = (15, y, z) is

𝜏(x1; a) = inf{t|x(t; a) > 15} . (3)

The first passage time of all particles through a network realization 𝜔 is given by

Q(𝜔) = inf
{a}

{𝜏(x1; a)} , (4)

which is random variable that represents our quantity of interest (QoI).

2.2. MLMC

While referring the reader to the supporting information for a detailed description of MLMC, we present
the fundamental elements below. From the ensemble of networks we can obtain a set of first passage times.
Standard MC estimates the mean of this set, denoted E[Q], using the sample mean of N estimations

Q̄ = N−1
N∑

i=1
Q(𝜔i) . (5)

When obtaining Q(𝜔i) involves the numerical solution of a model problem, the accuracy of the solution
must also be considered. For example, different mesh resolutions can result in different levels of accuracy in
the numerical solution. Letting Qh denote a numerical approximation of Q computed with a given accuracy,
then the sample mean is given by

Q̄h = N−1
N∑

i=1
Qh(𝜔i) . (6)

BERRONE ET AL. 3 of 11



Water Resources Research 10.1029/2019WR026493

The principal idea behind MLMC is to combine estimates of Q̄h obtained with different levels of accuracy.
The general stochastic behavior of the QoI is captured using a large number of samples obtained with a rela-
tively inaccurate estimator that is computationally inexpensive. This estimates are refined using a few more
accurate samples that are obtained with more costly estimators. In the framework of numerical solutions
of partial differential equations, these levels may correspond to different meshes resolutions, referred to as
geometric MLMC (see Berrone et al., 2018, for an example of use in the framework of fracture networks),
or they may correspond to different models (see O'Malley et al., 2018, for an example of this methodology
applied to fracture networks).

Letting 𝓁 = 0, 1, … ,L denote the level of accuracy, with the convention that 𝓁 = 0 corresponds to the lowest
accuracy, and Q𝓁(𝜔i) denote a set of N samples of Q computed at level 𝓁, the multilevel estimator for the
mean value of Q is defined

mML
1 ∶= Q̄0

N0
+

L∑
𝓁=1

(Q̄𝓁
N𝓁

− Q̄𝓁−1
N𝓁

), (7)

where

Q̄𝓁
N𝓁

= N−1
𝓁

N𝓁∑
i=1

Q𝓁(𝜔i), (8)

for all 𝓁 = 0, … ,L. While the first moment of this distribution is of critical importance, the second moment
of the distribution, the variance 𝜎2[Q], provides information about the variability across the ensemble and is
a measure of the reliability of the estimates provided by the simulations. Bierig and Chernov (2015) extended
the MLMC to compute 𝜎2[Q] using

mML
2 ∶=

L∑
𝓁=0

(h2(Q𝓁
N𝓁
) − h2(Q𝓁−1

N𝓁
)), (9)

where

h2(QN ) =
NS2 − S2

1

N(N − 1)
, (10)

and S𝛼 =
∑N

i=1 (Q(𝜔i))𝛼 and h2(Q−1
N0
) = 0. Note that h2(QN ) is an unbiased estimator of the variance of Q.

Recently, Pisaroni et al. (2017) generalized MLMC to compute the pth order central moments.

The estimators are applied with an optimal number of samples at each level (N𝓁) chosen to reach a mean
square error (MSE) smaller than a given accuracy 𝜀2. The effectiveness of MLMC is related to the rate of
growth (with respect to 𝓁) of the computational cost C𝓁 for the computation of one sample, relative to the
rate of decrease of the numerical bias |𝜇p(Q𝓁) − 𝜇p(Q)| and of the variance of the correction added at each
level where p denotes the moment of the distribution; p = 1 is the mean and p = 2 is the variance. In the
case of the mean, for example, assuming that |𝜇1(Q𝓁) − 𝜇1(Q)| ≤ c𝛼2−𝛼𝓁 , 𝜎2[Q𝓁 − Q𝓁−1] ≤ c𝛽2−𝛽𝓁 , and
C𝓁 ≤ c𝛾2𝛾𝓁 for suitable constants 𝛼, 𝛽, 𝛾 , c𝛼 , c𝛽 , c𝛾 , if one has 2𝛼 ≥ min(𝛽, 𝛾), then the overall computational
cost C needed for reaching the 𝜀 accuracy is bounded by

C ≤ c
⎧⎪⎨⎪⎩
𝜀−2(log 𝜀)2 if 𝛽 = 𝛾

𝜀
−
(

2+ 𝛾−𝛽
𝛼

)
if 𝛽 < 𝛾

𝜀−2 if 𝛽 > 𝛾

. (11)

The target accuracy 𝜀 is closely related to the minimum value of L needed to achieve it.

2.3. Multilevel Graph Representations of a DFN

Field and laboratory experiments, as well as numerical simulations, of flow and transport through fractured
media have revealed the existence of primary subnetworks where the majority of flow and transport occurs
and the fastest transport passes through. In this section, we describe a methodology to identify a hierarchy
of these primary subnetworks that will be used as levels in the MLMC estimator.

We use a graph-based approach to represent the structure of the networks. At the core of the DFN method-
ology is the conceptual model of a set of fractures, which are discrete entities, intersecting with one another
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Figure 1. (Left) DFN composed of 380 fractures colored by the percentage of particles passing through each fracture.
(Middle) Graph representation of the DFN shown to the left. The backbone corresponding to the 10 shortest paths is
colored black. (Right) DFN backbone corresponding to the 10 shortest paths in the graph shown in the middle.

to form a network. The mathematical construct of a graph, a set of vertices connected by a set of edges,
is a formal way to represent this system. We use a graph representation where vertices correspond to frac-
tures in the DFN and edges indicate that two fractures intersect (Huseby et al., 1997; Hyman et al., 2018).
This graph is augmented to include vertices corresponding to the inflow and outflow boundaries by adding
source and target vertices. If a fracture intersects the inlet plane the corresponding vertex is connected to
the source vertex, and if a fracture intersects the outlet plane the corresponding vertex is connected to the
target vertex. The construction of this graph is purely topological; geometric and hydrological properties are
not accounted for as vertex and edges weights.

We identify subgraphs corresponding to the union of the edges in n shortest paths from the source to target
using the method presented by Hyman et al. (2017). The n shortest paths is a generalization of the short-
est path to include n total paths (possibly overlapping) in order of nondecreasing length starting from the
shortest path. We consider only simple paths (loopless) from the source to the target. The edge lengths are
assigned unity, so the shortest paths are those with the fewest number of edges between the source and the
target. The preimage of this subgraph, which is its equivalent fracture subnetwork, has the fewest number
of intersections and thus connected fractures, spanning the inflow and outflow boundaries.

Figure 1 presents a visual explanation of our workflow for identifying network backbones. The DFN shown
on the left is composed of 380 fractures, which are colored by the percentage of particles passing through
each fracture. The middle sub-figure shows the graph representation of the DFN. The black nodes corre-
spond to fractures in the backbone, here identified using the 10 shortest paths, and the gray nodes are the
secondary structure, fractures not in the 10 shortest paths. The inflow node is a green triangle and the out-
flow node a red diamond. The sub-figure on the right is the corresponding backbone of the 10 shortest
paths in the graph shown in the middle. Note that fractures in the backbone closely match those with larger
percentages of particles in the left sub-figure even though no particle attributes are used to identify the back-
bone. The subnetwork contains 23 of the original 380 fractures, and while it makes up less than 20% of the
original network by surface area, over 45% of the total transport occurs on this subnetwork. While the num-
ber of particles passing through a fracture is not directly related to the travel time of particles, it does indicate
that the flow is highly channelized and that there are primary subnetworks. In particular, particles traverse
along larger fractures, which have lower resistance to flow due to the positive correlation between frac-
ture size and aperture and thus where the fastest transport occurs due to both low structural and hydraulic
resistance.

Table 1 reports the mean number of fractures in the subnetworks along with the number of degrees of
freedom at each level. We consider four values of n = 1, 5, 10, 20. We also consider the 2-core of the graph,
which is an upper bound on the union of loopless paths from source to target. The n-core of a graph is the
maximal subgraph that contains vertices of degree n or greater (Seidman, 1983). In terms of MLMC, we thus
have five levels: 𝓁 = 0: shortest path (n = 1), 𝓁 = 1 → 3: n = 5, 10, and 20 and 𝓁 = 4: 2-core. We generate
10,000 samples at 𝓁 = 0; 4,000 at 𝓁 = 1; 1,000 at 𝓁 = 2; 1,000 at 𝓁 = 3; and 100 at 𝓁 = 4. The lowest level
𝓁 = 0 (the shortest paths) is only about 1% of the network by number of fractures (Nf ) and degrees of freedom
(dofs). In all other levels, except 𝓁 = 4 (the 2-core of the network), the number of dofs is less than 10% of
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Table 1
Computational Cost at MLMC Levels—Mean Values Over All Realizations

Level Nf Nf % dofs dofs % N𝓁 - E N𝓁 - 𝜎2

𝓁 = 0 4.96 1.12 5,029.47 1.26 2,961 8,622
𝓁 = 1 12.27 2.78 14,810.21 3.72 1,255 885
𝓁 = 2 17.72 4.01 21,982.93 5.52 326 688
𝓁 = 3 25.77 5.83 32,265.56 8.11 35 134
𝓁 = 4 249.06 56.33 270,874.91 68.05 1 2
Full network 442.15 100.00 398024.75 100.00 — —

Note. Nf , number of fractures; Nf %, percentage of entire network; dofs, number of degrees of
freedom in linear system for pressure; dofs %, percentage of entire network; N𝓁 , number of
samples required at each level for the mean E and variance 𝜎2.

the entire network. The 2-core, in contrast, is over 50% of the network. Thus, simulations preformed on the
subnetworks are significantly cheaper computationally than those performed using the entire network.

These reductions in computational cost are balanced by the accuracy in predicting the first arrival time; as n
increases, so does the accuracy for a number of reasons. Foremost, the fastest particle might not transverse
the shortest topological path, and thus the smaller values of n may provide a poor estimate of first arrival
time. As the size of the subnetwork grows, the likelihood of the fastest path being included in the subnetwork
increases and the predictions improve. The fractures that make up these subnetworks tend to be large, which
leads to higher aperture in the adopted ensemble setup and have orientations aligned with the primary
direction of flow on which the fastest transport tends to occur. A detailed discussion of the relationship
between the size of the subnetwork and predictions of first arrival times is provided in Hyman et al. (2017).

The proposed methodology is broken up into three steps: (1) For a given DFN, we identify a hierarchy
of primary subnetworks using the graph-based methods outlined above. (2) Each subnetwork is meshed,
steady-state flow determined, and the first arrival time of particles through each subnetwork is obtained. (3)
We combine the values obtained across the hierarchy of subnetworks in the MLMC framework to obtain a
multilevel estimation of the first moments of the QoI. Note that the proposed method does not depend on
the particular graph-based method to identify the subnetworks, only that the accuracy in predicting the first
arrival times increases with the MLMC level, which here corresponds to different subnetworks identified
using the n shortest paths and is a requirement verified in the following section. Given the low degree of
hydraulic heterogeneity in the networks, this purely topological characterization is adequate for identifying
where the fastest transport occurs in this ensemble. However, in networks with larger hydraulic heterogene-
ity, different graph representations that account for geometric and hydraulic attributes could provide better
estimations.

3. MLMC Results
In this section we report the results of using MLMC to estimate the mean and variance of first arrival times
across an ensemble of fracture networks. Figure 2 shows the numerical bias |Δ𝓁hp|, and standard error V𝓁,p
for the estimations of the mean (left) and variance (right) at each level, the definition of these measurements
are in the supporting information. As the level increases, these values decreases, thereby confirming that
the selected hierarchy of subnetworks is appropriate for MLMC estimations. Next, we need to determine
the number of samples required at each level. To do so we first estimate the parameters 𝛼, 𝛽, 𝛾 that are
mentioned in section 2.2 by fitting the data plotted in Figure 2 with regression values for 𝛼 and 𝛽

|Δ𝓁hp| ≃ c𝛼2−𝛼𝓁 V𝓁,p ≃ c𝛽2−𝛽𝓁 . (12)

For the data considered here, values of 𝛼 = 1.86 and 𝛽 = 1.52 for the mean and 𝛼 = 1.51 and 𝛽 = 2.25 for
the variance are obtained. Next, we estimate the minimum value of L needed for achieving a fixed accuracy
𝜀 (see supporting information for the precise relationship between L and 𝜀). We consider a relative accuracy
𝜀r such that

𝜀 = 𝜀rQ̄, (13)
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Figure 2. Numerical bias and standard error, along with the regression values of 𝛼 and 𝛽. Left: mean value; right:
variance. As the level increases, these values decreases, thereby confirming that the selected hierarchy of subnetworks
is appropriate for MLMC estimations.

where Q̄ is a rough estimate of 𝜇p(Q), which can be obtained using a few samples at level L and standard
MC. For the results presented here, we consider a value of 𝜀r = 0.05 for the mean and 𝜀r = 0.25 for the
variance. At these values, the minimum L value needed for reaching the corresponding accuracy is 3 for
p = 1 and 4 for p = 2. The number of samples needed at each level can be computed starting from an estimate
of V𝓁, p and the computational cost at each level C𝓁 . The largest part of C𝓁 is solving the linear system for
pressure, which we approximate as the number of dofslog2(7). Using these values, we determine that grows
exponentially with a rate parameter of 𝛾 = 2.99. The values obtained for N𝓁 are reported in Table 1, and the
formula used is detailed in the supporting information. Notice that there is an inverse relationship between
the number of dofs relative to the full network and the number of samples required at each level which
allows the MLMC method to provide more efficient estimates of the QoI than using a single level alone. For
example, while the 2-core would provide very good estimations of the QoI at a reduced computational cost
relative to the full networks it would still require a large number of samples to obtain the desired accuracy
if used independently of the other levels. In contrast, only one or two samples are needed in the MLMC
framework thereby drastically reducing the computational cost. Also, the cost of computing the variance is
much larger than the mean, and we are limited by the number of samples generated at the lowest level, even
though we considered a larger value of 𝜀r .

Figure 3 provides a comparison of the estimations obtained using MLMC (blue) and standard MC applied
to the full network (orange), which is reported here for reference. The ordinate is the value of the first
arrival time, normalized by the median value of the entire particle plumes computed using the full networks.
The abscissa is the relative computational cost, which is normalized with respect to the cost for a single
simulation at 𝓁 = 0. The left sub-figure reports estimates of the mean, and the right reports estimates of the
variance. The partial sums in (9) that are obtained at levels 𝓁 = 0, … , 4 are shown in blue. The reported
values are the mean of 10 MLMC runs (blue circle), each of which is a random sampling of N𝓁 at each
level. Note that it is possible that a single MLMC run can produce an estimate for the mean or variance that
is rather large. Thus, in practice, one constructs a small set of MLMC runs and takes the average value of
that ensemble in a manner similar to standard MC but computed over the MLMC runs. By definition the
average of different MLMC estimations will naturally converge to the value being estimated because the
MLMC estimators are unbiased. However, this convergence is obtained at much lower cost than standard
MC, which is one strength of the MLMC method. In this case we found that 10 MLMC runs to be sufficient,
but under other scenarios, the number of members required in the ensemble may vary. The value obtained
with standard MC, the first arrival times obtained in the entire fracture networks, is plotted as an orange
square, and a dashed orange line is included for comparison with those estimates obtained using MLMC.
We use 180 samples of the full network for the standard MC estimate of the mean, which corresponds to
the expected number of samples needed to achieve the considered accuracy 𝜀; for the variance we use 400
samples. The insets show the mean square error defined in the supporting information, plotted as a function
of the number of levels used and confirms that the observed behavior is in accordance with that predicted
by the theory. In the case of the estimation of the mean value, as the number of levels increases, the mean
square error decreases and the MLMC estimate converges to that obtained using standard MC rapidly. Note
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Figure 3. Comparison of the estimations obtained using MLMC (blue) and standard Monte Carlo (orange) plotted as a function of computational cost (left:
mean; right: variance). The insets show the decrease of the MSE plotted as a function of the number of levels used. As the number of levels increases, the mean
square error decreases, and the mean values converges to that obtained using standard Monte Carlo rapidly.

that the value reached by the MSE at 𝓁 = 4 is approximately 1.7 · 10−4, which is close to the target accuracy
𝜀2 of 7.6 · 10−5.

Using information up to 𝓁 = 3 appears sufficient to obtain a good estimation of the mean, and the inclusion
of the highest level only slightly improves the estimate; the relative error from the MC estimate is less than
1% when all levels are used. These results indicate the lower levels adequately capture stochastic variation
in the QoI, and the few samples required at higher levels merely refine the estimation. The MLMC esti-
mate of the mean is obtained at over two orders of magnitude lower computational expense than standard
MC. In the case of the variance, the rate of convergence is slower, but the approximation of the variance is
correctly caught nonetheless. When passing from 𝓁 = 1 to 𝓁 = 2 to 𝓁 = 3 there is a significant improve-
ment in the approximation with only moderate additional computational cost. Again, slight improvement
is obtained by including 𝓁 = 4; the relative distance is ≈10%. Recall that we considered a larger value of 𝜀r ,
and thus the relative error is larger. These observations underscore the previous conclusion that the lower
levels adequately capture stochastic variation in the QoI and can provide estimations of not just the mean
but the variance as well at reduced computational expense.

4. Discussion
We have presented a method that combines MLMC and a graph-based primary subnetwork identification
algorithm to provide estimates of the mean and variance of the distribution of first passage times in frac-
ture media at significantly lower computational cost than standard MC, which is typically computational
prohibitive for use in large-scale uncertainty quantification. Simulations of solute transport are performed
using a DFN, and instead of using various grid resolutions, which is common practice in MLMC, we identify
a hierarchy of subnetworks for levels in the MLMC. The method provides a good estimation of the mean and
variance at two orders of magnitude lower computational cost than MC. While the mean of these ensembles
is of critical importance, the variance is also essential in fractured media where uncertainty is an overarch-
ing theme and understanding variability across an ensemble is a requirement for safety assessments. This
study reports the first use of MLMC to approximate the variance of an ensemble in fractured media in a
multi-model setting.

The adopted graph representation only accounts for the topology of the network, which is a limitation of
the proposed version of the method. However, this is not a fundamental limitation as other graph repre-
sentations could also be used to construct the hierarchy of nested subnetworks. Additional geometric and
hydraulic features could also be accounted for using node and edge weights, as has been done in other
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graph-based methods. While the chosen method works well for the ensemble of networks considered here,
there could be other ensembles where more advanced graph representations would be warranted and could
provide better estimations for the first arrival times. Additionally, if a different QoI was considered, for exam-
ple, peak arrival or tailing behavior of a solute plume, then a different graph representation could be more
appropriate. Regardless of these further considerations, the proposed framework to combine graph-based
methods with MLMC provided a methodology to address a wide range of scenarios.

Most MLMC methods define levels using different refinement levels of the computational mesh. We pre-
sented an alternative methodology where the levels correspond to sub-domains where the relevant physics
occurs. Such a methodology is not limited to DFN simulations and, in principal, is applicable to disciplines
outside of subsurface hydrology. So long as sub-domains can be ranked in terms of their influence on a quan-
tity of interest, the modification of MLMC presented here can be tailored to use those sub-domains as levels
in a MLMC work flow and provide approximations of the quantity of interest at lower computational cost
than MC.
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