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a b s t r a c t 

Background and objective: The diagnosis of histopathological images is based on the visual analysis of 
tissue slices under a light microscope. However, the histological tissue appearance may assume different 
color intensities depending on the staining process, operator ability and scanner specifications. This stain 
variability affects the diagnosis of the pathologist and decreases the accuracy of computer-aided diagnosis 
systems. In this context, the stain normalization process has proved to be a powerful tool to cope with 
this issue, allowing to standardize the stain color appearance of a source image respect to a reference 
image. 
Methods: In this paper, novel fully automated stain separation and normalization approaches for hema- 
toxylin and eosin stained histological slides are presented. The proposed algorithm, named SCAN (Stain 
Color Adaptive Normalization), is based on segmentation and clustering strategies for cellular structures 
detection. The SCAN algorithm is able to improve the contrast between histological tissue and background 
and preserve local structures without changing the color of the lumen and the background. 
Results: Both stain separation and normalization techniques were qualitatively and quantitively validated 
on a multi-tissue and multiscale dataset, with highly satisfactory results, outperforming the state-of-the- 
art approaches. SCAN was also tested on whole-slide images with high performances and low computa- 
tional times. 
Conclusions: The potential contribution of the proposed standardization approach is twofold: the im- 
provement of visual diagnosis in digital histopathology and the development of powerful pre-processing 
strategies to automated classification techniques for cancer detection. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

The reproducibility of the color appearance in light microscopy

lays a crucial role in the analysis of histopathological images. In

outine histology, different staining dyes are used to make the cel-

ular components visible and visualize the tissue. The most com-

on staining method is called hematoxylin and eosin (H&E) [1] .

ematoxylin is a basic dye that binds acidic structures such as cell

uclei; while eosin is an acidic and negative charged dye that en-

ances basic structures such as cell stroma. According to this stain-

ng method, the cell nuclei and parts of the cytoplasm that contain

NA assume a purplish blue while the rest of the cytoplasm be-

omes a magenta-red structure. Thanks to the selective staining of

he H&E, the pathologist is able to perform the clinical diagnosis

f the histological specimen. The evaluation of histological images
∗ Corresponding author at: Biolab, Department of Electronics and Telecommuni- 
ations, Politecnico di Torino, Corso Duca degli Abruzzi, 24 - 10129 Torino, Italy. 
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169-2607/© 2020 Elsevier B.V. All rights reserved. 
llows the identification of specific neoplastic regions and repre-

ents the gold standard in diagnosing several types of cancer [ 2 , 3 ].

owever, the manual and visual assessment of digital histopatho-

ogical images is time-consuming and prone to errors due to inter-

nd intra-operator variability [ 4 , 5 ]. The development of automated

echniques for the quantitative analysis of histopathological images

an potentially alleviate shortcomings of human interpretation. 

The appearance of histological stains often suffers from large

ariability [ 6 , 7 ]. The main causes are: (i) the chemical reaction of a

articular dye used in staining and the exposure time, (ii) the op-

rator ability and (iii) the specifications of the slide scanner. In this

ontext, the standardization of the color appearance takes on great

mportance both in the diagnostic field and in the development

f automated solutions for quantitative analysis of histopatholog-

cal images [ 8 , 9 , 10 ]. This concept could be translated into a stain

ormalization method. It is based on the stain separation tech-

ique, which allows to isolate the hematoxylin and eosin channels

n the histological image and then the color appearance is stan-

ardized respect to a reference image (with an optimal and re-

roducible staining distribution) chosen by an expert pathologist.

https://doi.org/10.1016/j.cmpb.2020.105506
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cmpb
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cmpb.2020.105506&domain=pdf
mailto:massimo.salvi@polito.it
https://doi.org/10.1016/j.cmpb.2020.105506
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The stain normalization technique could be employed both to im-

prove the visual diagnosis of the pathologist and to increase the

performance of automated classification systems. In fact, the nor-

malization of the hematoxylin and eosin channels could be a useful

pre-processing strategy to deep learning algorithm to improve the

segmentation and classification performances with the aim to help

pathologists in their routine work. 

In this paper, a novel adaptive stain separation strategy and a

structure-based stain normalization method for histopathological

H&E images is presented. The proposed algorithm, named SCAN

(Stain Color Adaptive Normalization), is able to improve the con-

trast between histological tissue and background and preserve lo-

cal structures without changing the color of the lumen and the

background. Our approach outperforms the state-of-the-art meth-

ods in normalizing histological slides [11–16] with lower or compa-

rable computational times. The comparison with competing tech-

niques was carried out both for the stain separation and normal-

ization. To the best of our knowledge, this is the first work in

which the estimation of stain vectors was quantitatively assessed,

in addition to stain normalization performance comparison. The

quantitative metrics were computed by using a ground truth ob-

tained with the help of an expert pathologist (20 years of expe-

rience), which manually selected the areas with a pure stain of

hematoxylin and eosin. The SCAN algorithm was validated on a

multi-tissue and multiscale dataset of H&E stained tissue images.

In addition, the method was also tested on whole-slide images

(WSIs) with highly satisfactory results. 

The remainder of this paper is organized as follows. In

Section 2 an overview of the background and a description of the

state-of-the-art methods are presented. An exhaustive description

of the proposed approach is provided in Section 3 . The experimen-

tal results are reported in Section 4 and discussed in Section 5 . 

2. Related work 

In this section, we describe the theoretical background about

the color deconvolution technique and the state-of-the-art meth-

ods for stain standardization. The aim of the color deconvolution

is to isolate the contributions of the individual dyes used dur-

ing the staining process. In this work, the histological slides were

stained with H&E, hence the number of stains was equals to 2 (i.e.

hematoxylin binds cell nuclei with a deep blue-purple color while

eosin stains stroma with a pinkish color). The color intensity as-

sumed by the specific cell component depends on the absorption

of the amount of stain, according to the Beer–Lambert law [17] .

The (decadic) absorbance A of a medium is defined as the common

logarithm of the ratio of incident ( I 0 ) to transmitted ( I ) light inten-

sity and can be also expressed as the product of the path length l

of the light beam, the molar extinction coefficient ε and the con-

centration c of the absorbing species: 

A = −log 10 

(
I 

I 0 

)
= ε · c · l (1)

The input image was vectorized in order to obtain a matrix I

∈ R 3 × N where each row contained all the pixels (N) which be-

longed to a single RGB channel. The incident light intensity I 0 was

set to 255 for 8-bit images. Let H ∈ R r × N be the stain density map,

where the rows represent the concentration of each stain ( r : num-

ber of stains) and W ∈ R 3 × r be the stain color appearance ma-

trix whose columns (also called stain vectors) represent the RGB

triplets for each stain converted in the optical density (OD) space

using Eq. (1) . The OD represents the optical attenuation, which in

general includes absorption, scattering and reflection, normalized

to the optical path length. In histology, hematoxylin and eosin are

light-absorbing stains differently than other polymers, such as di-

aminobenzidine (DAB) which scatters light source [ 18 , 19 ]. The con-
ept of OD could be adopted for the analysis of H&E stained his-

ological images, considering that thickness of the sample is the

ame for each histological slice and the main information is the

mount of stain absorbed by specific cell components in the tissue

ection. 

The RGB intensity values cannot be directly used for stain sep-

ration since the relationship between the light intensity and the

oncentration of stains is nonlinear. According to Eq. (1) , the corre-

ponding OD value of each pixel for each channel is linear with the

oncentration of absorbing species [20] , thus the OD space can be

sed for the separation of the contribution of each stain. Let V be

he OD of the image I , expressed as the product of the stain color

ppearance matrix and the stain density map: 

 = W · H (2)

Therefore, the first step of stain separation is the estimation of

he matrices W and H involved in the factorization of the input

GB image in OD space. For this application, a color deconvolu-

ion was applied to isolate the structures stained with hematoxylin

nuclei) and eosin (stroma). This method allows to split an input

GB image into two separate channels related to the intensity of a

articular stain concentration. Two channels are obtained from the

&E stained histological image, as described as follows: 

 j = W ( : , j ) · H ( j, : ) , j = 1 , 2 (3)

here V 1 and V 2 represent the output RGB hematoxylin and eosin

hannel, respectively. Then, these matrices were projected into RGB

olor space by inverting the Beer–Lambert law: 

 j = I 0 · 10 −V j , j = 1 , 2 (4)

The aim of stain separation is to factorize one input matrix into

he product of two unknown matrices. In the last years, several

ethods were proposed with the purpose of estimating the stain

olor appearance matrix W . After estimating this matrix, the stain

ensity map H can be solved by inverting the Eq. (2) and com-

uting the Moore–Penrose pseudoinverse matrix of the non-square

atrix W : 

 = 

((
W T · W 

)−1 · W T 
)

· V (5)

After this step, all the negative elements of matrix H were

et to zero, since the molar concentration of a specific stain can-

ot assume negative values. In this work, we solved this problem

y introducing a novel definition of matrix H (as we explain in

ection 3.5 ) without negative values, which are referred to invalid

iological absorption of light by cellular structures. The stain nor-

alization process is performed by combining the information of

tain color appearance matrix and stain density map of a source

mage with the corresponding values of a target image. The source

s the input image which presents a color appearance of difficult

nterpretation, while the target is a template image selected by an

xpert pathologist, with an optimal and reproducible staining dis-

ribution. 

Based on the technique employed to normalize the H&E image,

he current stain normalization methods can be grouped into three

ategories: color deconvolution-based, histogram transformation-

ased and iterative optimization-based methods. 

.1. Color deconvolution-based methods 

Ruifrok et al. [20] proposed a simple algorithm to perform

olor deconvolution by estimating the matrix W through fixed RGB

riplets for hematoxylin and eosin. Therefore, this algorithm results

n a non-adaptive approach since the color variability between dif-

erent histological slides is not retained and the approximate esti-

ation of the stain vectors significantly worsens the performance
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Table 1 
Dataset composition. 

Tissue Magnifications #Images 

Adrenal 10x, 20x 50 
Breast 10x, 20x 50 
Colon 20x, 40x 40 
Liver 10x, 20x, 40x 60 
Prostate 10x, 20x 70 
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f the color deconvolution. Macenko et al. [11] proposed a method

ased on the singular value decomposition (SVD) with the aim

f finding a plane onto which project the OD transformed pix-

ls and finding the extreme values that correspond to the stain

ectors. The advantages of this approach are its applicability to

ther histological stains and low computational times. The major

imitation of this technique is represented by the wrong estima-

ion of stain vectors if the unstained regions have an intensity (in

D space) higher than the imposed threshold ( β= 0.15). In addi-

ion, the presence of strong intensity variations of stained struc-

ures may cause a failure of the entire color deconvolution process.

han et al. [13] employed a color deconvolution-based approach to

btain the stain matrix. They introduced a stain color descriptor

SCD) for the quantification of stain concentration and performed

 nonlinear mapping to normalize a source image to target image

olor appearance. The drawback of this method is the high compu-

ational time respect to other techniques. 

.2. Histogram transformation-based methods 

Reinhard et al. [12] implemented a transformation between a

ource and a target image in the l αβ color space by computing the

ean and the standard deviation for each channel. After perform-

ng the transformation, the normalized image was converted into

he original RGB color space. However, during the normalization

rocess, the uncolored regions (white) can be mapped as colored

egions due to the effect of a low-pass filter. 

.3. Iterative optimization-based methods 

Rabinovich et al. [14] compared the performance of two differ-

nt color deconvolution methods: independent component analysis

ICA) and non-negative matrix factorization (NMF). ICA is a compu-

ational method for recovering statistically independent source sig-

als (stain vectors). NMF is a mathematical method based on the

atrix decomposition of multivariate data. The problem solved by

MF is to find two non-negative matrices W and H which mini-

ize the functional: 

f ( W, H ) = 
1 

2 
‖ V − W H‖ 2 F , such that W, H ≥ 0 (6)

here V is the input matrix to decompose and the subscript F de-

otes the Frobenius norm which measures the error between the

riginal matrix V and its low rank approximation [21] . In the stan-

ard NMF algorithm, W and H are initialized with non-negative

andom values and an iterative approach was employed to con-

erge to a desired solution. In the work of Rabinovich et al. [14] ,

he overall relative error (defined as the normalized squared dif-

erence between the ground truth and the estimate) for NMF is

ower than ICA. Starting from the NMF cost function, Vahadane

t al. [15] proposed an unsupervised approach by adding a sparse-

ess regularization term on stain density map H . This method, also

alled sparse non-negative matrix factorization (SNMF), outper-

ormed the classical NMF and the SVD-based normalization pro-

osed by Macenko [11] . The main advantage of this method is the

reservation of the biological structure information of the source

mage after the stain normalization process. Finally, Zheng et al.

16] proposed a novel adaptive color deconvolution (ACD) model

or stain normalization of H&E slides. They solved a minimization

roblem through an integrated optimization in order to find the

ptimal stain weight matrix for the input histological image. The

ormalization is obtained by recombining the stain vectors of the

ource image with the stain color appearance matrix of a target.

he main limitation of this work is the quantitative metric cho-

en to validate the method. The authors computed the normalized

edian intensity (NMI) which is a measure of color constancy and
niformity, but it contains no information about the similarity of

he color appearance with the target image. 

. Materials and methods 

In this paper, an automatic and adaptive method for color nor-

alization of H&E stained images is presented. The flowchart of

he proposed normalization is shown in Fig. 1 . The SCAN algorithm

onsists of four modules: preliminary stain separation, cellular

tructures segmentation, final stain separation and image normal-

zation. The proposed method is based on an adaptive refinement

f the SVD-based approach proposed by Macenko et al. [11] using

egmentation and clustering strategies for nuclei and stroma detec-

ion. The stain density map was then estimated trying to maintain

ts physical meaning according to Beer–Lambert law. In the follow-

ng sections, a detailed description of the algorithm is provided. 

.1. Image dataset 

Our dataset consisted of 270 H&E stained tissue images taken

rom five organs (adrenal gland, breast, colon, liver, prostate) and

hree magnifications (10x, 20x, 40x). Each image had a fixed di-

ension of 1024 × 2048 pixels. The overall dataset composition

s shown in Table 1 . The image dataset, along with the manual

nnotations, are available at https://data.mendeley.com/datasets/

c878z8pm3/1 . 

.2. Preliminary stain estimation 

Starting from the original RGB image of the specimen, SCAN

erformed a white detection in order to exclude from the process-

ng all the uncolored regions (e.g. background, gland lumen, etc.). 

Simple thresholding may be ineffective to detect all white re-

ions since they often have different intensity depending on their

ize, shape and presence of artifacts. Therefore, in order to properly

egment all these regions, a series of Gabor kernels was applied to

he original grayscale image. The kernels are defined as follows: 

 ( x, y, λ, θ, ψ, σ, γ ) = exp 

(
− x 

′ 2 + γ 2 y 
′ 2 

2 σ 2 

)
cos 

(
2 πx ′ 

λ
+ ψ 

)

(7) 

here x ′ = xcos ( θ ) + ysin ( θ ), y ′ = −xsin (θ ) + ycos (θ ) , γ is the spa-

ial aspect ratio that specifies the ellipticity of the Gabor function,

 represents the phase offset, λ is the wavelength of the sinu-

oidal factor, θ denotes the orientation of the normal to the par-

llel stripes of a Gabor function and σ is the standard deviation

f the Gaussian envelope [22] . For this application, we imposed

= 1.2, ψ = 0, λ = 10, σ = 1 and eight directions ( θ ) were con-

idered to make the algorithm faster and to still reduce the noise

evel. The obtained eight filtered images were summed and nor-

alized; then a threshold equal to 90% of the image maximum

as applied ( Fig. 1 a). 

All detected white regions were removed with the aim to pro-

ess only the H&E stained structures. Then, color deconvolution

roposed by Macenko et al. [11] was applied to obtain the first

eparation between hematoxylin and eosin channels ( Fig. 1 b). 

https://data.mendeley.com/datasets/sc878z8pm3/1
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Fig. 1. Flowchart of the SCAN algorithm. (a) original image and white detection (in blue), (b) preliminary stain separation using SVD-geodesic method [11] , (c) cellular 
structure segmentation, (d) final stain separation, (e) image normalization. 
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3.3. Cellular structures segmentation 

The next step of the SCAN algorithm is the segmentation of

the cellular regions of interest: nuclei (hematoxylin) and stroma

(eosin). Firstly, the hematoxylin channel was intensity normalized

and then Wiener filtered, in order to smooth the intensity of the

nuclei. The obtained image is thresholded using an improved ver-

sion of the MANA algorithm [23] . Thresholding was firstly per-

formed by computing the probability p of each gray value in the

filtered image, then dividing the image histogram into 128 bins to

obtain a number of thresholding points T = ( 256 
bins ) · k , where k in-

dicates the k th bin. For each thresholding point, p 0 represents the

probability of having gray values equal or lower than T while p 1 is

defined as 1 − p 0 . Hence, p 0 and p 1 are related to the background

and nuclei distribution, respectively. Then, an energy function was

computed as: 

energy = −
(
σ 2 · log 

(
σ 2 

)
− p 2 0 · σ 2 

0 · log 
(
σ 2 

0 
)

− p 2 1 · σ 2 
1 · log 

(
σ 2 

1 
))
(8)

where σ 2 is the variance of the whole image, σ 2 
0 and σ 2 

1 are the

variances of the probability functions of the two classes. The op-

timal thresholding point was then found by minimizing the en-

ergy function in Eq. (8) . The result of nuclei detection is shown in

Fig. 1 c. 

In order to identify stroma regions, a k-means clustering was

applied to the image D = Eos − Hem , where Eos and Hem are the

eosin and hematoxylin channels, respectively. Then, all negative

values of D were set to zero. This channel subtraction aims to

brighten the stromal response while simultaneously darkening ev-

erything belonging to nuclei or background. The fast k-means al-

gorithm [24] was then applied with a number of clusters equal

to 2: stroma and background. The initial centroids for clustering

were respectively the pixel with the highest and lowest inten-

sity within image D . Finally, stroma pixels were defined as the

pixels belonging to the cluster with the higher mean intensity

( Fig. 1 c). 
.4. Final stain separation 

Starting from the segmentation masks of the previous step, the

CAN algorithm computed the median RGB values of nuclei and

troma within the image. Then, RGB values were converted into

D space and compared with the ones obtained with the prelim-

nary stain separation. A new color deconvolution was defined by

onsidering the OD stains extracted from the segmentation masks.

his process was repeated until the difference between the old and

ew OD stains was higher than 0.10. Finally, the stain color appear-

nce matrix W was normalized in order to have stain vectors with

nit Euclidean norm [20] . The final stain separation is provided in

ig. 1 d. 

.5. Stain normalization 

In order to normalize the image, the stain density map H should

lso be estimated. Several state-of-the-art works [ 20 , 11 , 13 ] com-

uted this unknown matrix by inverting the non-square matrix W

sing Eq. (5) , but this approach does not maintain the physical

eaning of the stain density map. In fact, the numerical inversion

ould introduce some errors in the concentration estimation (e.g.

egative values which are not physically admitted). For this reason,

e computed the first row H (1, : ) as the median of RGB triplets

eriving from the first channel of color deconvolution (hematoxylin

stimation) normalized by the first stain vector W (:, 1). This pro-

ess was repeated equivalently for the second row of H using the

econd deconvolved channel (eosin estimation). This scaled version

f stain density map was computed both for source and target im-

ge, obtaining H S and H T , respectively. Then, the normalized stain

ensity map of the source image ( H norm 
s ) was obtained using the

ollowing equation: 

 norm 
s ( j, : ) = 

H s ( j, : ) 

H RM 
s ( j ) 

H RM 
T ( j ) , j = 1 , 2 (9)

here the superscript RM denotes the robust pseudo maximum

f each row vector at 99% and j indicates the stain analyzed

first row: hematoxylin, second row: eosin). Finally, the normalized

ource image ( I norm 
s ) was obtained using the following transforma-
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Table 2 
Quantitative comparisons (rSE) for different stain separation methods. rSE HEM and rSE EOS indicate the rSE of stain estimation for 
the hematoxylin and eosin, respectively. 

Tissue 
Macenko et al. [11] Khan et al. [13] Rabinovich et al. [14] Vahadane et al. [15] SCAN algorithm 

rSE HEM rSE EOS rSE HEM rSE EOS rSE HEM rSE EOS rSE HEM rSE EOS rSE HEM rSE EOS 

Adrenal 0.0119 0.0086 0.0015 0.0042 0.0083 0.0129 0.0031 0.0027 0.0008 0.0009 
Breast 0.0086 0.0172 0.0009 0.0154 0.0053 0.0026 0.0013 0.0036 0.0005 0.0025 
Colon 0.0094 0.0071 0.0022 0.0022 0.0041 0.0086 0.0014 0.0023 0.0009 0.0011 
Liver 0.0088 0.0053 0.0030 0.0005 0.0066 0.0119 0.0024 0.0045 0.0005 0.0010 
Prostate 0.0061 0.0097 0.0051 0.0032 0.0033 0.0062 0.0012 0.0017 0.0010 0.0007 

Fig. 2. Quantitative comparison between the SCAN algorithm and the state-of-the-art methods during stain normalization. rSE global indicates the relative square error made 
for the whole image while rSE nuclei and rSE stroma represent the errors for the nuclei and stroma, respectively. 
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ion [15] : 

 norm 
s = W T · H norm 

s (10) 

 norm 
s = I 0 · 10 ( −V norm 

s ) (11) 

here W T is the target stain color appearance matrix and V norm 
s de-

otes the normalized source image in optical density space. In this

ay, once accurate stain separation was done, our color normal-

zation technique only changed the stain color appearance while

reserving the source structures. The result of this process is re-

orted in Fig. 1 e. To the best of our knowledge, SCAN is the first

tain separation and normalization method developed to detect the

rue stain intensities through cellular structures segmentation. 

.6. Performance measures 

The proposed method was compared with other state-of-the-

rt approaches for both stain separation and normalization. An

xpert pathologist (20 years of experience) generated the ground

ruth used for quantitative comparison. Specifically, the specialist

anually annotated regions of different pure stains and the me-

ian value was extracted to assembly the ground truth stain color

ppearance matrix W GT . Then, the relative Square Error (rSE) was

omputed as follow s: 

SE = 
‖ ( W − W GT ) 

T 
( W − W GT ) ‖ √ 

‖ ( W ) 
T 
( W ) ‖ · ‖ ( W GT ) 

T 
( W GT ) ‖ 

= 
‖ W − W GT ‖ 2 F 

‖ W ‖ F · ‖ W GT ‖ F 
(12) 
here ‖ · ‖ denotes the matrix trace and the subscript F indicates

he Frobenius norm of the matrix. This metric assesses the ability

f an automated method to estimate stain vectors close to ground

ruth ones and it is useful to quantitatively asses the consistency

f the stain normalization. The lower the rSE, the better the per-

ormance of the method. This error was computed to evaluate both

he performances of stain separation and normalization process. To

ssess the stain separation performance, the rSE was calculated be-

ween the stain matrix of the original image ( W GT ) and the esti-

ated color appearance matrix ( W ) at the end of the stain separa-

ion process. In this case, the rSE measure could be computed by

onsidering only the first/second column of the stain color appear-

nce matrix to evaluate the stain estimation error (rSE HEM , rSE EOS )

or hematoxylin and eosin, respectively. This metric was also used

o assess the quality of the stain normalization process by calculat-

ng the rSE using the stain color appearance of the target and the

tain matrix of the normalized image as W GT and W , respectively.

n this way, the rSE could be evaluated for the whole normalized

mage (rSE global ) or for the two types of cellular structures (nuclei,

troma) within the normalized image. 

In the last few years, several metrics have been proposed to

valuate the performance of a stain normalization method (e.g.

ultichannel Pearson correlation coefficient, quaternion structural 

imilarity index (QSSIM) [15] and NMI [16] ). Among these, Pear-

on coefficient and QSSIM can be computed only when the target

mage is the same version of the source image but acquired with a
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Fig. 3. Visual performance between the best three published methods for stain normalization and the proposed algorithm. Sub-images from different tissues are shown in 
rows while color normalization results are illustrated in columns. First column displays the original ROI while the second one illustrates the target image. Compared methods 
are presented from the third column while SCAN algorithm is shown in the last one. Results that have apparent artifacts are framed with orange boxes. 
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different scanner. On the other hand, the NMI measure is able only

to quantify the intensity degradation and it retains no information

related to target color appearance. For these reasons, the rSE pro-

posed by Vahadane et al. [15] can be considered a more robust

metric to quantitatively assess the similarity of the normalized im-

age to the target one. 

4. Results 

4.1. Stain separation performance 

The stain separation methods developed from different aspects

of the histological images were compared. Specifically, the SVD-

geodesic method proposed by Macenko et al. [11] , the separate-

transformation-based method proposed by Khan et al. [13] , and

other two unified-transformation-based methods developed by Ra-

binovich et al. [14] and Vahadane et al. [15] were involved in the

comparison. The methodologies of these approaches are introduced

in the related works ( Section 2 ). The results of the compared meth-

ods are presented in Table 2 . Our method exhibited excellent per-

formance in the color deconvolution process, surpassing all the

previously published techniques in all tissues except for the eosin
omponent in liver, where the method proposed by Khan et al.

13] reported a better result. 

.2. Stain normalization performance 

To evaluate the quality of normalization, an expert patholo-

ist chose a target image for each of the five tissues analyzed

adrenal gland, breast, colon, liver and prostate). For all the state-

f-the-art methods, a quantitative comparison was carried out by

valuating the relative square error (rSE) of the normalized im-

ge (global), nuclei and stroma (rSE global , rSE nuclei and rSE stroma ).

ig. 2 shows the comparison between SCAN and the state-of-the-

rt methods. The quantitative comparison showed that SCAN was

he best method for stain normalization. Our technique obtained a

SE lower than 50% respect to the state-of-the-art methods [11–16] .

The visual performances of the compared methods are reported

n Fig. 3 , where the results that contain typical artifacts are sur-

ounded by an orange box. SCAN reported less image color arti-

acts than existing approaches due to its robustness (at estimat-

ng true stain vectors) and appropriateness (the physical meaning

f concentration map was maintained in the estimate of matrix

 ). In fact, the approaches proposed by Vahadane et al. [15] and

han et al. [13] failed in prostate and breast tissue slices, respec-
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Fig. 4. Joint plot of rSE and average running time for computing the stain normal- 
ization, where the time is counted in second and presented in logarithmic coordi- 
nates. 
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Table 3 
Accuracy of a CNN model for breast cancer detection by varying the stain 
normalization method applied to the input images. 

Normalization method Accuracy Precision Recall F1score 

Original images 81.59% 79.78% 84.60% 82.12% 
Macenko et al. [11] 88.41% 86.95% 90.40% 88.64% 
Reinhard et al. [12] 82.98% 82.20% 84.20% 83.18% 
Khan et al. et al. [13] 89.19% 87.68% 91.16% 89.39% 
Rabinovich et al. [14] 88.67% 86.91% 91.03% 88.92% 
Vahadane et al. [15] 90.56% 90.03% 91.23% 90.62% 
Zheng et al. [16] 88.67% 87.68% 89.96% 88.81% 
SCAN algorithm 92.87% 92.33% 93.50% 92.91% 
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ively, where the cellular structures were made darker respect to

he target image. The high performances of our algorithm were

ainly due to the combination of segmentation and classification

echniques for rapid cellular structures segmentation. The useful

re-processing step of white detection, which was not based on

 simple thresholding as in other works [ 11 , 16 ] allowed to adap-

ively detect the uncolored regions (e.g. background, gland lumen,

tc.) which were removed from the analysis, with a consequent

mprovement of stain color estimation and normalization. The re-

ult of this strategy was highlighted ( Fig. 3 ) especially for the liver
issue. S  

ig. 5. Comparison in WSI normalization between the current state-of-the-art method and

y Vahadane et al. [15] , (d) stain normalization performed by SCAN. 
The joint results of the quantitative metric (rSE) and running

ime of the compared methods are presented in Fig. 4 . The pro-

essing was performed on a workstation with a 3.1 GHz quad-core

PU and 32 GB of RAM. For the SCAN algorithm, the average time

f the stain normalization was 1.67 s, which is relatively low com-

ared to other methods. The performance of the proposed method

an be graphically represented as the point at minimum distance

rom the origin in the plane of stain normalization error (rSE) vs

omputational time. This means that our method is accurate and

ast at the same time respect to state-of-the-art approaches. 

In the last few years, deep neural networks drove advances in

mage recognition, and they achieved state-of-the-art performance

n many fields of medical imaging [25] . Above all, convolutional

eural networks (CNNs) have shown promising results in several

lassification and segmentation tasks [26] . Recent studies demon-

trated the use of deep learning methods for computer-aided clas-

ification in H&E stained histopathological slices [27] . Hence, we

ave conducted experiments to evaluate the improvement of a

NN model using different methods of stain normalization. Specif-

cally, a pre-trained AlexNet [28] was applied to the Camelyon-16

ataset ( https://camelyon16.grand-challenge.org/ ) for breast cancer

etection. The results obtained are summarized in Table 3 . The

CAN algorithm was able to increase the quality of a computer-
 our algorithm. (a) original WSI, (b) target image, (c) stain normalization presented 

https://camelyon16.grand-challenge.org/
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aided diagnosis (CAD) system designed for cancer detection, im-

proving the accuracy by more than 11% compared to the use of

non-normalized images. 

The method proposed by Vahadane et al. [15] obtained better

results for the stain normalization process than other state-of-the-

art methods and for this reason, we qualitatively compared the

performance of WSI normalization between this method and our

algorithm ( Fig. 5 ). The model of Vahadane et al. [15] was solved

by alternating between the stain color appearance matrix W and

the stain density map H which optimized a well-defined cost func-

tion. However, the computational complexity of this method dra-

matically increased during the analysis of WSIs due to the large

number of pixels. This leads to an exponential increase in com-

putational time during the stain normalization: 247 s (Vahadane

et al.) vs 37 s (the proposed). In addition, WSIs typically present

a non-uniform and grayscale background, which becomes a color

artifact during the normalization process, especially for iterative

optimization-based methods [ 15 , 16 ] with a consequent worsening

of stain normalization performances. The proposed method solves

this problem with a pre-processing step of background detection

in the preliminary stain estimation. 

5. Conclusions 

Color inconsistency between different scanners and laborato-

ries is a significant issue in histopathology. Stain normalization is

able to reduce the stain variability and improve the robustness of

computer assisted diagnostic and image quantification algorithms.

In this paper we present a novel algorithm (SCAN: Stain Color

Adaptive Normalization) for rapid and accurate stain separation

and normalization of histological slides. The proposed method was

both quantitatively and qualitatively superior to the state-of-the-

art techniques. Additionally, our method was reproducible (it was

not based on different initializations of matrices W and H ), adap-

tive (it was a refinement of the SVD-based approach [11] ), robust

(it was tested on a multiscale and multi-tissue dataset), light (it

did not solve an optimization problem) and applicable to WSIs. The

normalization of the proposed method is a pixel-wise transforma-

tion; hence it can be efficiently completed by parallel computing

on CPU and GPU. 

The limitations of the SCAN algorithm are related to the input

image size and stain content: if the dimensions are too small or

if one of the two stains (H&E) is not present in the image, the

preliminary stain separation could fail because it is based on the

method proposed by Macenko et al. [11] . In fact, if a stain binds

to a few pixels of the image, the preliminary stain separation is

not able to detect the specific stain and the entire normalization

pipeline could consequently be involved with suboptimal results.

In addition, the proposed method needs an image acquired with

at least 5x magnification otherwise, with a lower resolution, the

cellular structures segmentation may fail due to the poor quality

of the image. For example, at 2x magnification (conversion factor:

4.67 μm/pixel) the cell nuclei are not visible and therefore they

cannot be accurately segmented to estimate the hematoxylin con-

centration. However, in clinical practice this is not a problem be-

cause the digital histological slices are typically acquired with a

magnification equal or higher than 10x [29] . 

The stain separation performed by SCAN is based on the Beer–

Lambert law. Hence, our algorithm is potential to be applied to

other stains that satisfy Beer–Lambert law (i.e. trichrome and

giemsa stain, periodic acid–schiff stain, alcian blue stain). Future

studies are required to test the performance of this method for

the normalization of stains that do not follow the Beer–Lambert

law (e.g. some immunohistochemical stains [30] ). In the future,

the SCAN algorithm could be integrated into deep learning frame-

works to increase the performance of CNNs designed to segment
r classify the cellular structures within the histological tissue. The

roposed approach could also be implemented for other imaging

odalities, such as fluorescence microscopy [31] or dermoscopy

32] , in which the issue of intensity variation among different im-

ges has not yet been fully solved. Our research group is cur-

ently working on a more general stain separation approach, for

xtending the application scope of the proposed color normaliza-

ion method. The importance of the stain normalization approach,

roposed in this work, could be not only the improvement of clin-

cal diagnosis in digital histopathology, but it could be a powerful

re-processing strategy to automated classification techniques for

ancer detection tasks. 
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26] J. Isaksson, I. Arvidsson, K. Åaström, A. Heyden, Semantic segmentation of mi-

croscopic images of H E stained prostatic tissue using CNN, in: 2017 Int. Jt.
Conf. Neural Networks, 2017, pp. 1252–1256, doi: 10.1109/IJCNN.2017.7965996 . 

[27] H. Sharma, N. Zerbe, I. Klempert, O. Hellwich, P. Hufnagl, Deep convolutional

neural networks for automatic classification of gastric carcinoma using whole
slide images in digital histopathology, Comput. Med. Imaging Graph. 61 (2017)

2–13, doi: 10.1016/j.compmedimag.2017.06.001 . 
28] H.-.C. Shin , H.R. Roth , M. Gao , L. Lu , Z. Xu , I. Nogues , J. Yao , D. Mollura ,

R.M. Summers , Deep convolutional neural networks for computer-aided de-
tection: CNN architectures, dataset characteristics and transfer learning, IEEE

Trans. Med. Imaging 35 (2016) 1285–1298 . 
29] A.D. Belsare , M.M. Mushrif , Histopathological image analysis using image pro-

cessing techniques: an overview, Signal Image Process. 3 (2012) 23 . 
30] T. Chen, C. Srinivas, Group sparsity model for stain unmixing in brightfield

multiplex immunohistochemistry images, Comput. Med. Imaging Graph. 46

(2015) 30–39, doi: 10.1016/j.compmedimag.2015.04.001 . 
[31] M. Salvi, U. Morbiducci, F. Amadeo, R. Santoro, F. Angelini, I. Chimenti, D. Mas-

sai, E. Messina, A. Giacomello, M. Pesce, F. Molinari, Automated segmentation

of fluorescence microscopy images for 3D cell detection in human-derived car-
diospheres, Sci. Rep. 9 (2019) 6644, doi: 10.1038/s41598- 019- 43137- 2 . 

32] C. Barata , M.E. Celebi , J.S. Marques , Improving dermoscopy image classification
using color constancy, IEEE J. Biomed. Heal. Inform. 19 (2014) 1146–1152 . 

http://papers.nips.cc/paper/2497-unsupervised-color-decomposition-of-histologically-stained-tissue-samples.pdf
https://doi.org/10.1109/TMI.2016.2529665
https://doi.org/10.1016/J.CMPB.2019.01.008
https://doi.org/10.1021/ed039p333
https://doi.org/10.1369/jhc.2007.950170
https://doi.org/10.1109/TMI.2013.2239655
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0020
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0020
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0020
https://doi.org/10.5555/3008751.3008829
https://doi.org/10.1109/TIP.2002.804262
https://doi.org/10.1186/s12938-018-0518-0
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0024
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0024
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0024
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0025
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0025
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0025
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0025
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0025
https://doi.org/10.1109/IJCNN.2017.7965996
https://doi.org/10.1016/j.compmedimag.2017.06.001
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0028
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0029
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0029
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0029
https://doi.org/10.1016/j.compmedimag.2015.04.001
https://doi.org/10.1038/s41598-019-43137-2
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0032
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0032
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0032
http://refhub.elsevier.com/S0169-2607(20)30572-1/sbref0032

