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Summary

In this thesis I will report on the effects of disorder on the superconducting properties of Iron Based Superconductors (IBSs) and on their order parameter symmetry. The research work involved measurement of critical temperature, London penetration depth, quasiparticle conductivity and surface impedance of IBS single crystals performed with a microwave resonator technique, that has been optimized for this task during this PhD project. Measurements were performed on samples of the Ni doped CaK-1144 family (CaKFe$_4$As$_4$ grown at Ames Laboratories) and of the Ba-122 family (BaFe$_2$As$_2$) with different kinds of doping (Co, K, and P grown at the the University of Tokyo and Rh at Ames Laboratories) covering all the possible typologies: electron doping, hole doping and isovalent substitution. The same samples were characterized both in the pristine state and after successive doses of ion irradiation, in order to study the modification of their properties with increasing disorder. Ion irradiation was performed at the Laboratori Nazionali di Legnaro of the Istituto Nazionale di Fisica Nucleare (INFN): 3.5 MeV proton irradiation at the CN accelerator, 250-MeV Au ion irradiation at the Tandem accelerator and-1.2 GeV Pb ion irradiation at the Piave-Alpi accelerator. The details of the irradiation experiments are determined on the basis of Monte Carlo simulations performed with precompiled codes. The measured critical temperature, London penetration depth and quasiparticle conductivity are then compared to theoretical predictions obtained solving the multiband Eliashberg equations in order to validate the pairing models and extract additional information. This comparison allows to investigate the behaviour of the superconducting gaps as a function of temperature and for increasing disorder. With this approach it has been possible first to discuss the behavior of pristine single crystals of BaFe$_2$As$_2$ with different substitutional species (K, Co and P) covering hole
and electron doping and isovalent substitution. Then the effects of disorder introduced by 250 MeV Au ions in K doped BaFe$_2$As$_2$ samples were analyzed showing that $T_c$ degradation and London penetration depth behavior due to the presence of disorder can be fully explained by the $s_\pm$ order parameter symmetry promoted by antiferromagnetic spin fluctuations. Finally it has been possible to experimentally identify, in Rh-doped BaFe$_2$As$_2$ irradiated with high doses of 3.5 MeV protons, the transition from $s_\pm$ to $s_{++}$ order parameter symmetry (previously theoretically predicted) and propose additional signatures of the transition itself.

Moreover, the experimental investigation of the London penetration depth anisotropy in CaKFe$_4$As$_4$ and it’s dependence on Ni doping and pointlike disorder was carried out, as well as a comparison of how the morphology of irradiation induced defects impacts the critical temperature degradation with increasing disorder.
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Chapter 1

Iron Based Superconductors

1.1 Context and motivation

Superconductivity is a very appealing phenomenon that can be exploited for many applications: from dissipationless transport of electricity to the possibility of producing intense magnetic fields, therefore technology strongly drives the search for materials with optimal characteristics. This interesting phenomenon was at first discovered in metallic materials that were later called conventional superconductors: their critical temperatures ($T_c$) are in the range of few K and the fundamental mechanism with which electron can couple up (pairing mechanism) to form carriers that propagate without dissipation is well explained by BCS theory [1] with phonon mediated interaction. This model was successful for every material discovered since 1911 (Hg) to the late 1970s, when some intermetallic compounds containing rare earth atoms were found to show superconductivity combined with a high quasiparticle effective mass that was incompatible with the picture of electron-phonon coupling [2]. In 1986, the first high temperature superconductor, belonging to the cuprates class, was discovered [3]. The BCS theory could not explain the high $T_c$ of these materials, that also present strong electronic correlations and spin fluctuations [4, 5]. In 2001 superconductivity was reported for MgB$_2$, an intermetallic compound with $T_c$ as high as 39 K [6]. The peculiarity of this material is the presence of two bands contributing to superconductivity [7, 8]. The most recently discovered category of superconductors is that of the so called iron-based superconductors (IBSs) [9, 10]. Although their critical temperatures are much lower than those of the cuprates, their smaller anisotropy and high critical fields have
attracted a lot of interest with respect to possible applications, in particular in the area of high-field magnets [11].

From a fundamental point of view, their discovery added a piece to the puzzle of unconventional superconductivity: these systems are characterized by multiple bands contributing to superconductivity [12, 13] (as MgB$_2$) and the pairing mechanism is non-phononic (as for the cuprates) [14]. In addition, the interplay between magnetism and superconductivity in these systems is particularly strong and intricate: the undoped, non superconductive, parent compounds are antiferromagnetic (AFM), spin fluctuations are believed to be the bosons responsible for electron pairing [15], and even the coexistence of ferromagnetism and superconductivity was observed in IBSs containing Eu [16].

Within this context, one of the main open questions regards the symmetry of the order parameter (i.e. the complex number representing the superconducting gap) that results from the combination of the multi-band nature of these materials and the coupling provided by spin fluctuations. The gap opens on different bands and, in principle, could have different characteristics on each one [17]. For example, conventional superconductors are characterized by an s-symmetric gap, whereas the cuprates are d-wave symmetric [4] and MgB$_2$ has two gaps, both s-wave symmetric [8]. In the case of the majority of IBSs, most indications point toward the presence of up to 5 gaps [18, 19] that are s-wave symmetric but with sign changing (i.e. a $\pi$ phase shift) from band to band: the so called $s_{\pm}$ symmetry [15, 20]. Unfortunately, it is very difficult to investigate the sign of the gaps experimentally, and therefore rule out the possibility of the similar, but sign preserving, $s_{++}$ symmetry [21, 22].

A very effective approach in this regard focuses on the analyses of the effects of disorder on the superconducting properties that are expected to be affected in different ways depending on the symmetry of the order parameter of the material under study [23, 24]. This is the type of study addressed in this thesis: disorder is introduced in single crystals of IBSs by ion irradiation (see Chapter 3), the superconductive properties of the samples are investigated by means of a microwave coplanar waveguide resonator (CPWR) technique (described in Chapter 2) prior and after irradiation, and the experimental data are analyzed in the context of multi-band superconductivity by means of the Eliashberg-equations approach (explained in Chapter 4).
1.2 Materials

Figure 1.1: The crystallographic structure of IBSs showing some of the families with different blocking layers. From left to right are shown the 11, 111, 122, 1111 and 32522 families. The active FeX (red and yellow spheres) planes are marked. Adapted from [25]. ©2010, Springer Nature.

Iron based superconductors (IBSs) were discovered in 2006 by the group of Hosono: the first compound was LaFePO with a $T_c$ of only 4 K [10], but a breakthrough happened only two years later with the discovery of LaFeAs(O,F) with a $T_c$ of 26 K for the optimally doped compound [9]. Since then, a large variety of systems with different structures, but based on the same building blocks, were discovered. The fundamental unit of these materials are the superconducting Fe$_2$X$_2$ planes, where X is either a pnictide (As, P) or a chalcogenide (Se, S, Te) [26]. These layers are then divided by "spacer" or "blocking" layers that, in the end, allow to construct the overall structures and define
the different "families" of IBSs [25, 27]. Examples of such families are the 11 (such as FeSe) in which there is no spacer layer, the 111 (e.g. LiFeAs) and 122 (BaFe$_2$As$_2$) where spacers are composed of single atomic species, and more complex structures, such as the 1111 (LaFeAsO), in which also the blocking layers are composed of combinations of different atoms. Some examples are given in Fig. 1.1.

For the work discussed in this thesis I have focused on the Barium containing Ba-122 and the Calcium/Potassium based CaK-1144 systems. Superconductivity in Ba-122 was discovered in 2008 [28] and the fact that good quality single crystals could be quite easily produced with intermetallic growth techniques brought them to be one of the most widely studied systems. Recently, the new 1144 family was discovered as a hybrid ordered phase between two systems of the 122 family (the Ca-122 and K-122), following the idea of considering these families also as building blocks for new ones [29]. The resulting structure is presented in Fig. 1.2: it is an alternate stack of two different 122 structures. The presence of alternate Ca and K blocking layers produces two inequivalent As sites and a breaking of the typical symmetry of the 122 family, resulting in peculiar properties of this system [30, 31].

Figure 1.2: Crystallographic structure of CaK-1144 showing the inequivalent As sites. Adapted from [32]. ©2018, Springer Nature.
1.3 Doping

In most of these families, the parent compounds (such as BaFe$_2$As$_2$ or SrFe$_2$As$_2$ for the 122 system) are not superconducting, but superconductivity can be induced by chemical substitution or by applying pressure, giving rise to rich and complex phase diagrams. To better explain how this can be done, let me consider the Ba-122 family as an example. BaFe$_2$As$_2$ is an antiferromagnetic (AFM) metal down to low temperature, and superconductivity can be induced by substituting any of the atomic species in its composition [33].

Upon doping of different species, a superconducting dome develops with a maximum of $T_c$ at the optimal doping level. In the normal state above the superconducting dome, the system is in a paramagnetic (PM) metallic state instead of an AFM one. Ba...
can be substituted by K, resulting in an increase of the hole carriers and in superconductivity up to almost 40 K for the optimally doped system (Ba$_{1-x}$K$_x$Fe$_2$As$_2$ with $x \approx 0.4$) [29]. Exchanging Fe with a transition metal (such as Co, Ni or Rh) yields an electron doped superconductor with critical temperature of about 24 K [34]. Also As can be substituted to obtain a superconductor with $T_c \approx 29$ K [35]. In this case, it is introduced an isovalent species, such as P, that does not change the carrier doping level but exerts chemical pressure. Furthermore, a superconducting state can be found also applying external pressure [36]. As clear from Fig. 1.3, the phase diagrams achieved are in all cases qualitatively equivalent, suggesting that the basic underlying physics could be the same independently on how superconductivity is obtained [27].

Figure 1.4: Phase diagrams of Ni and Co-substituted CaKFe$_4$As$_4$. Adapted from [32]. ©2018, Springer Nature.
1.4 Band structure

In the case of the 1144 family (as well as others, e.g. the 1111 [37] and 111[38]) the undoped parent compound is by itself superconducting, and chemical doping results in a reduction of $T_c$ [30]. This is clearly seen in the phase diagram of Ni- or Co-doped CaKFe$_4$As$_4$ shown in Fig. 1.4 [32]. However, the study of doped samples is also in this case extremely interesting because it induces a peculiar magnetic structure called Hedgehog spin vortex state [30, 32] and because Quantum Critical Points in the phase diagram can be revealed [30, 39].

1.4 Band structure

Figure 1.5: DFT calculated Fermi surfaces of BaFe$_2$As$_2$ for, a), 10% electron doping (approximately corresponding to optimal Co doping) and, b), 40% hole doping (optimal K doping). Blu, purple and green sheets are hole pockets whereas red and yellow ones are electron pockets. Adapted from [26]. ©2009, Elsevier.

IBSs, and in particular the 122 and 1144 families possess complex band structures and Fermi surfaces that have been investigated experimentally (mainly via Angle Resolved Photo-Emission Spectroscopy, ARPES) [40–43] and theoretically with Density Functional Theory, DFT, [44–46] with a good agreement between the two [47–49]. In these sysems multiple bands (both electron and hole like) cross the Fermi Energy, $E_F$, with a dominant contribution of the d-orbitals of iron that bond metallicly in the active layers. This fact results in Fermi Surfaces (FSs) composed of several sheets with mostly cylindrical shapes [50]. Calculated FSs for the Ba-122 family, electron and hole doped,
are shown in Fig. 1.5 in the folded Brillouin zone representation with two iron atoms per unit cell. On the Γ point at \( k=(0,0) \) are centered the hole pockets (blue, purple and green), whereas the two electron-like FSs (red and yellow) are at the M point at \( k=(\pi,\pi) \) [26].

The fact that the main contribution to the bands crossing \( E_F \) comes from the active planes makes the general shape of the FSs qualitatively similar in most compounds. The blocking layers in turn influence the height of the As sites relative to the Fe ones, changing therefore smaller details of the FSs, such as size of the pockets, their corrugation and their crossing [51]. These features therefore strongly change from one system to another, resulting in different superconducting properties. In particular, the nodal structure of the order parameter and the anisotropy of the effective mass, supercurrent and penetration depth are strongly influenced by small changes in the shape of FSs [42, 50].

### 1.5 Pairing mechanism and order parameter symmetry

In IBSs, the possibility of phonons-alone mediated Cooper pairing was quickly ruled out on the basis of their relatively high critical temperature, first principle calculations of electron-phonon coupling [12, 52] and, by isotope-effect experiments [53, 54]. However, it should be noted that electron-phonon coupling can be enhanced by an interplay with magnetism, making it a possible co-contributor to pairing in some specific cases [55, 56].

Electronic correlations are, in principle, another possible pairing mechanism: the features that IBSs share with the cuprates (in particular the presence of an AFM parent compound and of Spin Density Waves, SDW, in the phase diagram [57]) could indicate their primary role in pairing also in this newer class of materials. However, strong differences exist with the cuprates, the most evident of which is the absence of a Mott insulating state in the phase diagram of IBSs: a strong indication that electronic correlations in such systems are at most moderate [58].

The pairing mechanism that is most widely believed to be responsible for superconductivity in these systems is that of spin fluctuations, SF [12, 59]. The way they work can
be intuitively understood in a picture similar to that of phonon mediated superconductivity suggested by Fröhlich [60]. In that case an electron passing through the lattice generates a distortion (phonon) that attracts a second electron that pairs with the first forming a Cooper pair. In the case of SF, the picture is complicated by the presence of spin of the electrons and by the possible interactions (ferromagnetic or antiferromagnetic). If the first electron has spin up and the interaction is AFM, then it will polarize the surrounding spins to the down state. In order to have a spin singlet Cooper pair, the second electron needs to be in the spin down state, but it will see an unfavorable environment of other electrons with spin down. For this reason the interaction is repulsive and the Cooper pair can be formed only if the order parameter at the k-points of the two electrons have opposite sign. The importance of SF is strongly suggested by the strong magnetic features shown by these systems and by the evident interplay between magnetic signals and superconductivity. Signatures and hints of strong AFM-SF were observed experimentally in properties such as magnetic susceptibility [61], magnetic hyperfine spectrum [62], normal-state spin dynamics[63] and de Haas–van Alphen oscillations [64].

From a fundamental point of view it is important to consider that the sign of interaction mediated by SF in the case of singlet pairing (as it is in IBSs) is negative, i.e. the interaction is repulsive. However, repulsive interaction can be pairing if the the parts of the FS that are connected by the wave vector of these fluctuations are characterized by order parameters with opposite sign [15]. In the case of IBS, the wave vector of AFM-SF is $(\pi,0)$, too large to connect different parts of the same FS pocket [26]. The combination of the fermiology typical of IBSs and this type of interaction can only couple a FS located around the $\Gamma$ point with one at the M point, therefore leading to a superconducting state in which the order parameters on hole and electron bands have opposite sign. This is the so-called $s_\pm$ symmetry of the order parameter.

The details of such a systems can still vary strongly: an $s_\pm$ state can be isotropic or anisotropic, it can present nodes with different topologies (accidental, equatorial or vertical lines, loops and more) and the magnitude of the gaps can vary strongly from one particular system to another [42, 50]. A few examples are schematically shown in Fig. 1.6.

A model alternative to that of AFM-SF that received lots of attention is that of orbital fluctuations proposed by Kontani et al. [65–67] that would result in the sign preserving $s_{++}$ state. A fluctuating ordering of the d orbitals of iron, induced by the presence of
magnetic stripes, could in principle lead to an attractive pairing mechanism that would give the $s_{++}$ symmetry [68–70]. However, it seems that the strength of these fluctuations required to explain the observed characteristics of IBSs are in contrast with DFT calculations [15, 55]. This stems from the fact that their contribution to the coupling can only appear in vertex corrections, but slow orbital fluctuations are excluded by the Migdal theorem, and fast ones are included in DFT calculations that yield a too weak coupling to explain the observed properties [15]. Therefore the mechanism orbital fluctuations that would give the $s_{++}$ state, although possible, is likely to be of secondary importance with respect to the AFM-SF one that results in the $s_{\pm}$ symmetry.
Chapter 2

Experimental technique

Part of the topics discussed in this chapter were published in Ref.s \[71–74\]

2.1 Experimental setup

As stated in the introduction, this work aims to investigate the fundamental features of IBSs by looking at the effects of disorder on their superconducting properties. In particular, strong indications about the order parameter symmetry can be deduced by studying the superfluid density, $\rho_s$, of a material: its value, its temperature dependence and the way it is affected by defects. This quantity, also called superfluid stiffness, represents the density of Cooper pairs in the condensate and is proportional to the inverse squared of the London penetration depth $\lambda_L$ [75]:

$$\rho_s(T) = \frac{m^*}{\mu_0 e^2} \frac{1}{\lambda_L(T)^2},$$

(2.1)

where $m^*$ is the effective mass of the electrons, $e$ is their charge and $\mu_0$ is the vacuum magnetic permeability. This can be intuitively understood by thinking that a stronger, denser, condensate screens better external magnetic fields, and therefore has a smaller $\lambda_L$.

The analysis of the superfluid density and of the temperature dependence of its value normalized at $T = 0$ (the superfluid fraction $\rho_s(T)/\rho_s(0)$) are often carried out thanks to techniques that yield $\lambda_L$, a quantity that contains almost the same information, as
evident from Eq. 2.1. The London penetration depth can be estimated starting from measurements of optical conductivity [76], of vortex distribution in the mixed state [77, 78] and of the field of first penetration or of the lower critical field [79]. Another standard approach relies on the use of microwave radiation, and the most powerful techniques are resonant ones, since they grant very high sensitivity. In these cases $\lambda_L$ can be obtained by measuring the perturbations to the resonance of a resonator caused by the presence of the sample in the cavity in a region where the rf magnetic field has a maximum and the electrical field has a node [80–82]. In addition, in order to study how the superconducting properties of a material are influenced by the presence of irradiation-induced disorder, it is important to investigate them with techniques that are not invasive on the samples, so that measurement can be performed on the same crystals before and after each irradiation session. This is very important because different samples, although nominally similar, could have small differences that can be mistakenly attributed to the irradiation process.

In our group a technique was developed [82, 83], and I contributed to its improvement during my PhD, to satisfy these requirements and measure the London penetration depth.
depth of small single crystals of superconductors with $T_c$s ranging from about 15 K to 60 K. The experimental setup (a picture of which is shown in Fig. 2.1) consists of:

- a vacuum system that reaches $3.0 \times 10^{-5}$ mbar, equipped with vibration dampers,
- a Cryomech PT-415 pulse-tube cooler that allows to obtain a base temperature at the sample position of about 5 K (limitations on the minimum temperature are mainly due to the heat carried in by the coaxial cables),
- an Oxford temperature controller ITC503 equipped with a Cernox thermometer and two heaters that allow us to measure and control the temperature near the sample position with a 0.001 K sensibility,
- a Rohde Schwarz ZVK vector-network-analyzer that can operate up to 40 GHz,
- the measurement cell that consists of a coplanar waveguide resonator (CPWR) obtained from a YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) film of thickness of 250 nm grown on a non magnetic MgO substrate. The resonator was patterned in-house by standard optical lithography on a commercial THEVA GmbH [84] film with $T_c = 88$ K [85]. The geometry is optimized to match the impedance (50 Ω) of the measuring system and to have a resonance frequency of about 8 GHz: the central strip is 350 μm wide and each ground plane is distant from it 150 μm. The YBCO film is positioned into a brass closed structure equipped with RF launchers.

The measurement cell is mounted on a long stand so that, if needed, it can be inserted in the bore of a magnet to perform measurement with external DC magnetic field applied. Investigated samples are high quality single crystals cut and cleaved to have the shape of small platelets with the c-axis along the thickness. Typical dimensions are $2a \times 2b \times 2c = 250 \times 350 \times 10 \, \mu m^3$, with the constraints that the width $2a$ must be smaller than the width $w$ of the central strip of the resonator (see scheme in Fig. 2.2) and the thickness $2c$ must be smaller than the implantation depth of the ions used to introduce disorder in the system.

The sample under study is coupled to the CPWR by placing it with the broad face on the film at the center of the waveguide strip with a small amount of vacuum grease that ensures adhesion and good thermal contact. At this position, the electric field generated by the resonator has a node and the magnetic field has a maximum. Moreover, far from the strip edges (10 μm), the magnetic field is uniform within 5% and the only
The nonzero component is the one parallel to the film surface, and in particular to \(w\) (in the ab-crystallographic plane of the sample). The field was evaluated (right side of Fig. 2.2) using the Biot-Savart law on the current density distribution \(j_{rf}(x)\) for the center conductor of a CPWR given by [86]:

\[
j_{rf}(x) = \frac{I_{tot}}{K\left(\frac{w}{d}\right) w \sqrt{\zeta(x)}} \tag{2.2}\]

where \(x\) is the coordinate along the transverse direction, \(I_{tot}\) is the total current,

\[
\zeta(x) = \begin{cases} 
\frac{\lambda_{eff}}{w} \left[ 1 - \left(\frac{w}{d}\right)^2 \right], & 0 \leq \frac{w}{2} - |x| < \lambda_{eff} \\
\left[ 1 - \left(\frac{2x}{w}\right)^2 \right] \left[ 1 - \left(\frac{2x}{d}\right)^2 \right], & |x| < \frac{w}{2} - \lambda_{eff}
\end{cases} \tag{2.3}
\]

\(K\) is the complete elliptic integral and the effective penetration depth of the YBCO thin film is \(\lambda_{eff} = \lambda_L \coth\left(\frac{t}{2\lambda_L}\right)\). The resulting rf magnetic field produced at the sample position is the probe for the superconducting properties of the material.

An input power in the range of -20 to -40 dBm is used for the measurement, well below the nonlinearity threshold of the resonator and high enough to obtain a clean signal. The transmission coefficient \(S_{21}\) of the system composed of the resonator and sample is continuously recorded in a frequency window of about 25-50 MHz around the resonance frequency, while the system is slowly heated from the base temperature to about 20-30K
above the $T_c$ of the sample. The typical heating rate is 0.25K/min, slow enough to ensure that no thermal drift effects influence the resonance curves. As shown in Fig. 2.3, each $S_{21}(T)$ curve is fitted with a Lorentzian function ($S_{21}(f)=S_{21}^{\text{max}}/\sqrt{1+Q_L^2 \left( f/f_0 - f_0/f \right)^2}$) superimposed to a linear background to yield the resonance frequency, $f_0$ and loaded quality factor $Q_L$ of the system at a particular temperature. From $Q_L$ it is possible to calculate the unloaded quality factor, $Q_0$, as $Q_0 = Q_L/(1 - S_{21}^{\text{max}})$. Performing the temperature scan yields then the $f_0(T)$ and $Q_0(T)$ curves, an example of which is shown in red in Fig. 2.4. A second measurement is performed after the sample has been removed, giving the reference $f_0(T)$ and $Q_0(T)$ curves for the resonator alone (gray symbols in Fig. 2.4). The relative shifts $\Delta f_0/f_0$ and $\Delta(1/Q_0)$ are then computed in order to analyze the perturbations to the resonance of the resonator induced by the presence of the sample.

### 2.2 Cavity perturbation method

The response of a resonator can be characterized by the complex angular frequency $\omega = \omega' + j\omega''$, and its quality factor and resonance frequency can be expressed respectively, as [87]

$$Q_0 = \frac{\omega'}{2\omega''} \quad f_0 = \frac{\omega'}{2\pi}. \quad (2.4)$$
When a sample is coupled to the resonator, provided that it is much smaller than the cavity (as it is in our case) and therefore the electromagnetic field outside of it does not change significantly, the angular frequency shift due to the presence of the sample can be calculated as \[ \omega - \omega_0 \approx -\frac{\int V_S \left( \Delta \varepsilon E \cdot E_0^* + \Delta \mu H \cdot H_0^* \right) dV}{\int V_C \left( \varepsilon_0 E \cdot E_0^* + \mu_0 H \cdot H_0^* \right) dV} \] (2.5)

where the subscript 0 indicates that the sample is absent. The asterisks denote complex conjugates, \( V_S \) and \( V_C \) are the sample and cavity effective volumes, respectively. In our case the sample is positioned in a region where \( E \) has a node, and elsewhere \( E \approx E_0, H \approx H_0 \). By assuming that \( \omega' \approx \omega'_0 \) and \( Q, Q_0 \gg 1 \), Eqs. give:

\[ \left( \frac{f - f_0}{f} \right) + j \left( \frac{1}{2Q} - \frac{1}{2Q_0} \right) \approx -\frac{\int V_S (\mu - \mu_0) |H_0|^2 dV}{2 \int V_C \mu_0 |H_0|^2 dV} \approx -\frac{1}{2} \frac{1}{\Gamma} \chi \] (2.6)

where \( \Gamma \approx V_S/V_C \) takes into account all the geometrical factors connected to the distribution of the fields in the cavity and \( \chi \) is the complex magnetic susceptibility. In our specific case of perturbation approach, the frequency and quality factor shifts are affected in slightly different ways by the presence of the sample, therefore two geometrical factors are needed [87]. For a superconductor with non negligible losses, \( \chi \) can be
related to the complex propagation constant $\kappa$ of the rf electromagnetic wave (which in turn is related to $\lambda_L$) yielding:

$$2\frac{\Delta f_0}{f_0} = \Gamma \left\{ 1 - \Re \left[ \frac{\tanh \kappa c}{\kappa c} \right] \right\},$$  \hspace{1cm} (2.7)$$

$$\Delta \left( \frac{1}{Q_0} \right) = \Gamma' \Im \left[ \frac{\tanh \kappa c}{\kappa c} \right],$$  \hspace{1cm} (2.8)$$

where $c$ is the half-thickness of the crystal, $\Gamma$ and $\Gamma'$ are the two geometrical constants related to the effective magnetic volume of the sample in the resonator.

### 2.3 Calibration procedure

The geometrical constant $\Gamma$ and $\Gamma'$ unfortunately can not be calculated with an acceptable accuracy for the open geometry of our measurement system. For this reason their values need to be determined from a self-consistent calibration procedure that makes use of the experimental data measured above the critical temperature of the investigated sample. Above $T_c$ IBSs are metallic (although not excellent metals). For a metal, the real and imaginary parts of the propagation constant $\kappa$ are related to the classical skin depth $\delta$ by: $\Re(k) = \Im(k) = 1/\delta$. The classical skin depth is the thickness of the region in which screening currents are present when the sample is exposed to an alternating magnetic field, and is related to the resistivity $\rho$ of the sample and to the frequency of the external field $\omega$ by $= \sqrt{2\rho/(\omega \mu_0)}$, where $\mu_0$ is the vacuum permeability.

Due to the geometry of our measurement cell and to the small dimension of the investigated crystals, that can not be considered infinite in any dimension, we need to consider that the field penetrates in the metallic sample from all sides due to demagnetization effects. Therefore, instead of only the term $(\tanh k c)/k c$ in Eqs. 2.7 and 2.8, that is valid for an infinitely large slab, we consider a sum over all three dimensions of analogous terms. In addition, we notice that $\tanh z = (\sinh 2x + i \sin 2y)/(\cosh 2x + \cos 2y)$ where $z = x + iy$. With these considerations in mind one can rewrite Eqs. 2.7 and 2.8 as:

$$2\frac{\Delta f_0}{f_0} = \Gamma \left\{ 1 - \sum_1^3 A(x_i) \right\}$$

$$\Delta \left( \frac{1}{Q_0} \right) = \Gamma' \sum_1^3 B(x_i),$$  \hspace{1cm} (2.9)
Figure 2.5: Resonance frequency and quality factor relative shifts above $T_c$, induced by the presence of a Rh-doped Ba122 sample (symbols) and their fits by means of Eqs. 2.9 and 2.10 (red solid lines), as discussed in the text, the same resistivity and therefore skin depth (blue dashed line) is used for both curves.

where

$$A(x_i) = \frac{\delta \sinh(2x_i/\delta) + \sin(2x_i/\delta)}{2x_i \cosh(2x_i/\delta) + \cos(2x_i/\delta)},$$

$$B(x_i) = \frac{\delta \sinh(2x_i/\delta) - \sin(2x_i/\delta)}{2x_i \cosh(2x_i/\delta) + \cos(2x_i/\delta)}.$$  \hspace{1cm} (2.10)

At this point one can fit the experimental $\Delta f_0/f_0$ and $\Delta(1/Q_0)$ data above $T_c$ (an example is shown in Fig. 2.5) using the same resistivity for both curves and fixing the geometrical factors $\Gamma$ and $\Gamma'$. It should be noted that the temperature dependence of $\Delta f_0/f_0$ and $\Delta(1/Q_0)$ is mainly due to the temperature dependence of the resistivity, and that contributions given by the sample thermal expansion are negligible. The two geometrical factors found usually differ less than 20% from each other. The difference stems from the fact that the shift of $Q_0$ due to the perturbation is not only given by the imaginary part of the sample permittivity but also, to a much smaller extent, by its real part [87].
2.4 Measured quantities

The calibration procedure described in detail in the previous paragraph allows one to calculate the propagation constant $\kappa$ in the material in the whole temperature range. In this way one can extract from the raw experimental data information about the properties of the investigated sample. In particular one can obtain the London penetration depth $\lambda_L$ (from which the superfluid density can be calculated) and the quasiparticle conductivity $\sigma_n$. Typical results of the measurement are shown in Fig. 2.6 for the case of a Rh-doped Ba122 single crystal. In this section, the procedure to extract $\lambda_L$ and $\sigma_n$ is explained.

Employing also below $T_c$ the geometrical factors values obtained from the calibration procedure above $T_c$, Eqs. 2.7 and 2.8 can be inverted to yield the real and imaginary part of the propagation constant $\kappa = \alpha + i\beta$ over the whole temperature range. Specifically, the equations solved for $\alpha$ and $\beta$ are:

\[
\frac{\alpha \sinh(2\alpha c) + \beta \sin(2\beta c)}{c (\alpha^2 + \beta^2)(\cosh(2\alpha c) + \cos(2\beta c))} = \Re \left( \frac{\tanh(\kappa c)}{\kappa c} \right)_{\text{exp}} \tag{2.11}
\]

\[
\frac{\alpha \sinh(2\beta c) - \beta \sin(2\alpha c)}{c (\alpha^2 + \beta^2)(\cosh(2\alpha c) + \cos(2\beta c))} = \Im \left( \frac{\tanh(\kappa c)}{\kappa c} \right)_{\text{exp}} \tag{2.12}
\]

It should be noted that, at this stage, demagnetization effects (i.e. the penetration of...
fields from all sides of the sample) are disregarded: they are accounted for, unitedly with anisotropy, by the approach explained in the next section. From the obtained $\alpha$ and $\beta$ it is possible to calculate the London penetration depth and quasiparticle conductivity since they are related by [88]:

$$\kappa = \alpha + i\beta = \sqrt{1/\lambda_L^2 + i\omega\mu_0\sigma_n}$$  \hspace{1cm} (2.13)

Specifically, Eq. 2.13 can be rewritten as:

$$\sqrt[4]{1/\lambda_L^4 + \omega^2\mu_0^2\sigma_n^2} \cos \left( \frac{\arctan(\omega\mu_0\sigma_n\lambda_L^2)}{2} \right) = \alpha$$  \hspace{1cm} (2.14)

$$\sqrt[4]{1/\lambda_L^4 + \omega^2\mu_0^2\sigma_n^2} \sin \left( \frac{\arctan(\omega\mu_0\sigma_n\lambda_L^2)}{2} \right) = \beta$$  \hspace{1cm} (2.15)

that are solved numerically to yield $\lambda_L$ and $\sigma_n$. Moreover these two quantities are connected with the surface impedance of the sample $Z_s$ by [86]

$$Z_s = R_s + iX_s = \frac{i\omega\mu_0\lambda_L}{\sqrt{1 + i\omega\mu_0\sigma_n\lambda_L^2}}.$$  \hspace{1cm} (2.16)

Therefore one can use them to calculate the surface resistance $R_s$ and reactance $X_s$ as:

$$R_s = \frac{\omega\mu_0\lambda_L}{\sqrt[4]{1 + \omega^2\mu_0^2\sigma_n^2\lambda_L^4}} \sin \left( \frac{\arctan(\omega\mu_0\sigma_n\lambda_L^2)}{2} \right),$$  \hspace{1cm} (2.17)

$$X_s = \frac{\omega\mu_0\lambda_L}{\sqrt[4]{1 + \omega^2\mu_0^2\sigma_n^2\lambda_L^4}} \cos \left( \frac{\arctan(\omega\mu_0\sigma_n\lambda_L^2)}{2} \right).$$  \hspace{1cm} (2.18)

In summary, this CPWR technique allows to measure at the same time the temperature dependence of the London penetration depth, of the quasiparticle conductivity and of the surface impedance of small single crystals with $T_c$ in the range between 15 and 60 K without the risk of damaging them (because there is no need of soldering contacts onto the sample).

As previously stated, measurements of $\lambda_L$ give access to the superfluid density, but the
London penetration depth is a very interesting quantity per se, since it can give an insight on the nodal character of the superconducting gap [89], on its symmetry [90, 91], and even on the presence of quantum critical points (QCP) in the phase diagram of specific systems [39, 92–94]. The low temperature variation of its value with temperature, $\Delta \lambda_L(T \ll T_c)$, is dependent on the amount of thermally excited quasiparticles. For this reason, a fully gapped Fermi surface results in an exponential behavior, whereas a linear dependence on $T$ is obtained for the case of gaps with line nodes. If disorder is introduced in the system, a quadratic dependence on $T$ is expected in the limit of a dirty superconductor regardless the symmetry of the order parameter. In addition, for a clean superconductor, the absolute value of the London penetration depth $\lambda_L(0)$ depends only on the normal state properties, specifically on the effective mass of the carriers: $\lambda^2_L(0) \sim m^*$ [75]. Since near a quantum phase transition the effective mass is enhanced, measurements of $\lambda_L(0)$ for different values of doping of an IBS system can reveal a QCP if a peak is observed. Moreover, $\lambda_L$ is one of the two length scales of a superconductor (together with the correlation length $\xi$) and determines the properties of vortex matter in the mixed state [77].

Figure 2.7: Surface impedance of a Rh-doped Ba122 sample calculated with the procedure explained in the text from the measured $\lambda_L$ and $\sigma_n$ showed in Fig. 2.6.
Since the most important quantity obtained from our measurements is $\lambda_L$, it is worth comparing this technique with the most common alternative ones to highlight its strengths and weaknesses.

A similar approach to the one explained here is used with the tunnel diode resonator (TDR) technique [95]. In this case the rf field is generated by a coil and the sample is inserted in the middle of the coil where the magnetic field is most uniform. The tunnel diode is biased to a region in which it has a negative differential resistance, so that it compensates for the losses mostly due to the presence of the sample, resulting in a self-resonating oscillator [96]. This means that the TDR is automatically always locked exactly at its resonant frequency. The shifts of $f_0$ caused by the variation of the AC magnetic susceptibility of the sample are recorded with an extremely high precision (down to 0.1 Hz with respect to an operating $f_0$ in the range of 10 to 100 MHz). However, the fact that the system is locked to operate always at $f_0$ does not allow to measure the quality factor of the resonance, for this reason only variations of the London penetration depth with temperature ($\Delta \lambda_L(T)$) can be obtained with this technique [97], but not its absolute value ($\lambda_L(0)$) that can be determined only with coating procedures that damage the sample [98].

Another technique often used to obtain information about the superfluid density is muon spin rotation ($\mu$SR) [77]. For this technique a source of muons is obviously needed, so it is performed at dedicated facilities. Muons are implanted in the sample under study and are a local probe for the bulk properties of the materials. From their precession, dephasing and relaxation it is possible, through the application of specific models, to obtain information about the magnetic field distribution inside the sample. The superfluid density is usually obtained studying the mixed state of type II superconductors and, specifically, the vortex lattice arrangement and intervortex distance that depends on the value of $\lambda_L$. This is the most important difference with respect to the CPWR and TDR techniques that, in contrast, make use of weak magnetic fields smaller than $H_{c1}$.

It is also worth mentioning that the London penetration depth can also be calculated starting from measurements of the field of first vortex penetration $H_p$ that can be related to the lower critical field $H_{c1}$ if demagnetization effects for the specific geometry of the sample are considered [99]. Therefore, any magnetometry technique that is very sensitive to weak magnetic fields can be used to infer $\lambda_L$ [100]. One specific example that has been developed recently is the NV-centers-in-diamond magnetometry.
technique [101]. $H_p$ is measured by looking at the optically-detected magnetic resonance (ODMR) between energy levels split by the Zeeman effect in the NV centers of a diamond indicator that is positioned directly on the top of a sample. This technique, although precise, has the drawbacks of being slow, of needing very well geometrized samples and of relying also on the estimate of the correlation length from measurements of the upper critical field $H_{c2}$ [79]. In order to compare some of these techniques, test their similarities and differences, verify the agreement between their outcomes and take advantage of their complementarity, I was invited by Prof. Prozorov to the Ames Laboratories where some of these techniques are routinely employed to study with multiple techniques CaKFe$_4$As$_4$ samples [74].

2.4.1 Anisotropy of $\lambda_L$

In our geometry the applied rf magnetic field that probes the sample properties is oriented in plane and not along the c-axis, therefore the measurements yield an effective penetration depth $\lambda_L$ that is a combination of the main in-plane and out-of-plane components $\lambda_{L,ab}$ and $\lambda_{L,c}$. These two quantities can be similar or very different depending on the material, and the way they combine to give $\lambda_L$ depends on the geometry of the sample measured. Therefore, the anisotropic contributions can be deconvolved from the measured $\lambda_L$, by studying samples with different aspect ratios and analyzing how they combine.

Since the samples are small (and therefore can not be considered infinite in any direction), one should consider that the penetration of the magnetic field occurs starting from all sides of the sample due to demagnetization effects. The screening supercurrent is therefore in plane ($j_{ab}$) in a thickness $\lambda_{L,ab}$ along the c-axis from both bottom and top faces, and out of plane $j_c$ in a thickness $\lambda_{L,c}$ along the $a$ and $b$ directions from the two sides. With this in mind, and limiting to the case in which $\lambda_{L,ab} \ll c$ and $\lambda_{L,c} \ll a$, $b$, the fraction of volume penetrated by the field can be estimated as $\lambda_{L,ab}/c + \lambda_{L,c}/a + \lambda_{L,c}/b$ [82]. Thus, the penetration depth that is measured with the procedure described in the previous sections can be expressed as:

$$\lambda_L = \lambda_{L,ab} + f_s \cdot \lambda_{L,c},$$

(2.19)

where $f_s = c \cdot (1/a + 1/b)$ is the shape factor of the sample.
Figure 2.8: Measured $\lambda_L$ as a function of reduced temperature of a CaKFe$_4$As$_4$ sample (black circles) and the $\lambda_{L,ab}$ and $\lambda_{L,c}$ components (red and blue solid lines respectively) obtained with the procedure explained in the text. The inset shows the anisotropy factor $\gamma_\lambda$.

Therefore, it is possible to deconvolve the $\lambda_{L,ab}$ and $\lambda_{L,c}$ contributions from the total $\lambda_L$ measured on two samples with very different shape factors $f_s$ [82]. This procedure allows to determine the anisotropy parameter $\gamma_\lambda = \lambda_{L,c}/\lambda_{L,ab}$. This quantity can have a temperature dependence and from its features it is possible to discuss both intrinsic quantities, such as multigap character [102], nodes in the gap [103, 104] and contributions coming from disorder [105]. In Fig. 2.8 these quantities are shown for the CaKFe$_4$As$_4$ system as an example.

The possibility to obtain the in plane component of the London penetration depth is also crucial to compare the results found by different experimental techniques, since most of them yield only a measurement of $\lambda_{L,ab}$. In Figure 2.9 the CPWR results on CaKFe$_4$As$_4$ are compared to measurements performed with the TDR technique to obtain the $\Delta \lambda_{L,ab}(T)$ combined with the NV-centers-in-diamond magnetometry technique to obtain $\lambda_{L,ab}(0)$ during my stay at the Ames Laboratory in the group of Prof. R. Prozorov. The $\lambda_{L,ab}(0)$ values obtained with the two techniques are remarkably close (170 ± 20 for
CPWR and $196 \pm 12$ nm for NV) and also the temperature dependence shows an overall agreement, representing an important validation of the experimental techniques.

![Figure 2.9: Deconvolved components $\lambda_{L,ab}$ and $\lambda_{L,c}$ (red and cyan lines respectively) and anisotropy factor $\gamma_{L}$ (in the inset) from CPWR measurement on CaKFe$_4$As$_4$. The $\lambda_{L,ab}(T)$ obtained on the same material from the combination of TDR and NV measurements is shown for comparison as black circles. Adapted from [74]. ©2019 American Physical Society.](image)

### 2.4.2 Uncertainty analysis

In the present section, an analysis of the sources of uncertainty in the experimentally determined value of $\lambda_L$ is carried out for a typical case.

The uncertainty in $\lambda_L$ depends mainly on:

- uncertainty in the determination of resonance frequency and quality factor by Lorentzian fitting
- noise in the measurement
- uncertainty in the determination of the temperature during the frequency scan (heat ramp dependence)
• possible small differences in the CPWR properties due to heating and cooling
• uncertainty in the determination of the crystal thickness
• uncertainty in the calibration (determination of the geometrical factors)

The first four sources affect the value of $\Delta f/f$ and $\Delta(1/Q)$, whereas the last two the value of $\Gamma$ and $\Gamma'$ in eqs 2.7 and 2.8. Both these uncertainties then propagates to affect $\lambda_L$ by affecting first the real and imaginary part of $\tanh(kc/kc)$.

Let us now estimate one by one the sources of uncertainty for the typical measurement. The Lorentzian fits (as the ones visible in Fig. 2.3) are extremely reliable, with each fit yielding a reduced chi-squared $\bar{\chi}^2 \lesssim 1$, resulting in an uncertain on the extracted values that is negligible if compared to other sources. The noise of the measurement can be estimated by the spread of experimental data taken at the same temperature (shown in Fig. 2.10).

![Figure 2.10: Distribution of the $f_0$ and $Q_0$ values of the empty resonator taken at 6.10K ± 0.01 K. The relative variation is 2·10^{-6}% for $f_0$ and 0.05% for $Q_0$. $f_0$ is the average value of $f_0$.](image)

During the 5 seconds long frequency scan, the temperature varies of about 0.02 K
with the typical temperature ramp. The temperature is read before and after each frequency scan and the average value is assigned to the frequency and quality factor obtained during the frequency scan. The uncertainty on the temperature measurement can be considered to be ±0.01K. Measurements carried out in heating and cooling mode with the same rate yield no differences in the $f_0(T)$ and $Q_0(T)$ curves, as well as measurements carried out with lower heating rates, ensuring that the measured temperature is the sample temperature.

**Figure 2.11:** $\Delta f/f$ and $\Delta (1/Q)$ curves obtained by repeated measurements (several days apart) of the empty resonator that has been brought to room temperature between each measurement.

Due to the need to extract the sample from the system at room temperature between the measurement with the sample and the reference measurement, the CPWR properties may change slightly. However, the influence of these modifications are minor, as visible from Fig. 2.11 where $\Delta f/f$ and $\Delta (1/Q)$ curves obtained with several measurements of the same empty resonator are compared. The maximum spread of $\Delta f/f$ values is smaller than 5% and that of $\Delta (1/Q)$ is smaller than 10%. This is to be considered a worst case scenario since this spread is the result of measurements several days apart and for which the system experienced a large number of heating and cooling cycles,
whereas the real reference measurement is always done directly after the measurement with the sample. Moreover, the modifications are close to a rigid shift, therefore they do not affect the temperature dependence of $\lambda_L$, and they can be effectively accounted for during the determination of the geometrical factors in the calibration procedure, yielding a rather small influence also on the absolute value.

The uncertainty on the determination of the crystal thickness is about 0.5 $\mu$m, and in the case of particularly thin samples it can be the major source of uncertainty since it directly affects the determination of the penetration depth. In fact, at low temperature the London penetration depth is approximately $\lambda_L \approx c \cdot \frac{\Delta_1}{Q} + (2\Delta f/f - \Gamma)^2 / [\Gamma (\Gamma - 2\Delta f/f)]$.

Finally, the uncertainty related to the calibration procedure itself (and therefore on the geometrical factors) is usually negligible due to the strong constraints given by the temperature dependence of both $\Delta f/f$ and $\Delta(1/Q)$ (as visible in Fig. 2.5).

![Figure 2.12: Modifications of $\lambda_L(T)$ produced by a 10% overestimation and underestimation of the real and imaginary part of $\tanh(kc)/kc$.](image)

As stated in the beginning of this section, all the above mentioned sources of uncertainty affect the real and imaginary part of $\tanh(kc)/kc$. Their propagation is almost
straightforward, for example (as visible from Fig. 2.12), a ± 10% uncertainty in the determination of the real and imaginary part of \( \tanh(\frac{kc}{k_c}) \) propagates to produce an uncertainty in the determination of the London penetration depth absolute value of +11%/-9%, whereas the temperature dependence of \( \lambda_L \) is affected in a negligible way. In the end, by adding up all the above discussed contributions and considering the way they propagate down to the determination of the London penetration depth, we generally obtain an uncertainty on \( \lambda_L \) between 5% and 10%.
Chapter 3

Ion irradiation and disorder

The study of the effects of disorder in superconducting materials can be carried out with two different approaches: chemical substitution and irradiation [106, 107]. The former consists in exchanging an atomic species of the material with a different one during the synthesis process. This results in a modification of the potential landscape with inhomogeneities at the impurity sites, and can give access to a large variety of scattering potentials (magnetic and non-magnetic) by employing different substituents. However, this approach suffers of several drawbacks: chemical substitution can also result in the introduction of extra charge (doping), not all substitutions are possible for all compounds and it is not possible to measure the same sample without the defects, so that interpretation is subject to the problem of sample to sample variability [27].

The latter approach makes use of the interaction of energetic particles (such as neutrons, photons, ions or electrons) with solid state matter. This interaction results in the displacement of atoms from their equilibrium position and therefore in the creation of defects. The morphology and distribution of defects (and hence their scattering potential) depends on the choice of projectile particle, energy and exposure time [107, 108]. Since defects are introduced in an already existing crystal, in this case it is possible to investigate the same sample with and without defects, as well as with increasing amount of defects. Moreover, the same defect typology can be introduced in any material allowing an easy comparison [109].
Although the word defect has commonly a negative connotation, in the field of superconductivity defects are often exploited to tune the properties of a material for specific applications [110]. Defects can act as pinning centers for vortices, limiting their motion and therefore suppressing dissipation and increasing the critical current $j_c$ of a superconductor [111, 112]. High $j_c$ values are a requirement for applications such as the
3.1 Radiation damage

The interaction of energetic particles with matter results in what are known as radiation damage events [127]. The term damage is used because the crystal structure of the sample is modified as a consequence of this interaction, creating disorder in the disposition of atoms [128]. These structural changes in turn influence the properties of the target material. Since only ion irradiation was used in this work, the description of radiation damage will be here limited to the case of charged particles, although also neutrons [107] and photons [129] can modify the structure of materials.

Charged particles can transfer energy to a sample mainly through two classes of processes: electronic and nuclear ones. In the former case, the projectile deposits energy in the target material by Coulomb interactions with the electronic system, this process is quantified by the electronic stopping power \( S_e \) and dominates for heavy particles with high energy. In the latter case the projectile undergoes collisions with the nuclei that compose the crystal lattice, a process that is predominant at low energies and is characterized by the nuclear energy loss \( S_n \). When an atom is displaced from its lattice site with an energy that is sufficiently high, it can become itself a projectile for more collisions, creating a displacement cascade [130].

When the target material is a superconductor, the most interesting typologies of defects are two: point defects and columnar defects. Continuous columnar defects are
realized by high energy heavy ions if the electronic stopping power exceeds a certain threshold, about 30 MeV/µm in the case of cuprates [107], above which local melting takes place. These tracks have a diameter of a few nanometers and their core can be an amorphous insulator for ceramic materials as the cuprates [131] or a disordered metal as in IBSs [132]. Point defects, on the other hand, consist of isolated vacancies and interstitials (Frenkel pairs) and are generated most efficiently by electron irradiation [133], but also by every kind of ion irradiation where they are accompanied by more extended defects. Light ions such as H⁺ in the MeV energy range create mostly point like isolated defects together with some small clusters [134]. It should be noted that, since the projectile looses energy along its trajectory, the type of defects created in a thick sample can vary on the front and back face of the sample. If the goal of the irradiation experiment is to introduce structural disorder in a sample without additional effects such as extra charge, it is important to avoid ion implantation (the stopping of an ion inside the sample after all its kinetic energy has been transferred to the material). This is achieved simply by performing the irradiation on a sample thinner than the implantation depth.
of the employed ion (at the chosen energy) in the material as estimated by Monte Carlo simulations.

In this thesis three types of irradiation will be discussed: 3.5 MeV protons, 250 MeV Au ions and 1.2 GeV Pb ions. These cases span from the small, mainly point-like defects generated in the former case to the continuous columnar defects created in the latter, with the 250 MeV Au ions effects to be considered as intermediate: they produce defects that are linearly correlated along the ion track but discontinuous.

### 3.2 Particles accelerators

![Picture of Tandem XTU accelerator and CN accelerator tower](image)

**Figure 3.3:** Pictures of the Tandem XTU accelerator and outgoing beam pipe on the left and of the tower of the CN accelerator on the right. Courtesy of Andrea Alessio.

All irradiation experiments were performed at the Laboratori Nazionali di Legnaro (LNL) of the Istituto Nazionale di Fisica Nucleare (INFN), where several particle accelerators are open to external users upon approval of a project and allocation of beam time [135]. Proton irradiation in the few MeV range can be carried out at the CN accelerator. This machine is a Van de Graaff electrostatic device [136] about 7 m tall, that can achieve an accelerating voltage of 7 MV. On top of the accelerating tower are situated the sources of ions that can be employed: protons, deuterium, helium and nitrogen. In
the experimental hall are present seven beam lines, one of which is dedicated to our group and is equipped with a collimator, a Faraday cup to collect the charge and thus allow to measure the beam current at the sample position, and a stage where IBSs single crystals can be mounted for homogeneous irradiation. The irradiation fluence is obtained with an ORTEC 996 counter that integrates the current read by an amperometer connected to the Faraday cup. The beam at the sample position has a circular spot of about 5 mm of diameter and its homogeneity is checked using a Mylar indicator before and after each irradiation session and a quartz scintillator glass inserted in the beam line several times during the process. Typically we perform 3.5 MeV proton irradiation in high vacuum, at room temperature, keeping the beam current below \( \approx 25 \) nA to avoid heating of the sample, for a duration of several hours in order to achieve an ion fluence of the order of \( 10^{16} \) cm\(^{-2}\), necessary to induce appreciable changes in the materials properties [126]. Several small samples can be mounted together on the same sample holder on double sided adhesive kapton tape.

Heavier ions can be accelerated with the Tandem XTU machine up to few hundreds of MeV. In this case the high voltage terminal is at the center of a horizontal tank, the projectile ions enter with a weakly negative charge on one side of the tank and are attracted, gaining kinetic energy, by the terminal that can reach 14.5 MV. Here, in a region screened from electrostatic fields, the ions pass through a thin carbon film that strips them of many electrons [137] (the total charge acquired depends on the ion and energy but is of the order of 10-20 e). When they exit the terminal, they are subject to a repulsive electrostatic force that increases again their kinetic energy until they exit from the opposite side of the tank. This types of machines are called tandem because the ions are accelerated in two stages. With the Tandem XTU accelerator we performed the 250 MeV Au ions irradiation. An important limitation of tandem machines is the use of strippers that is not compatible with the reaching of particularly high energies with heavy ions such as Pb. To accelerate such ions at high energies the Piave-Alpi facility is therefore necessary.

Piave is an injector and needs a second accelerator (Alpi) to provide a beam in the experimental hall. Piave works with an electron cyclotron resonance ion source [138] that produces directly highly positively charged particles without the need of using a stripper foil. The source is positioned at a high voltage (up to 400 kV) platform that gives a first acceleration to the ions that then undergo a second acceleration step provided by a set of superconducting radio frequency quadrupole accelerating structures [139, 140]. At
3.3 – Monte Carlo simulations

To ensure that no ion implantation occurs and to estimate the amount of defects created in a specific sample, Monte Carlo simulations can be a great aid to the experiment design. Many pre-compiled codes exist that allow to obtain this kind of information, each with different features and advantages. The most commonly employed is SRIM.
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[142], mostly due to its simplicity of use, the fact that it is well benchmarked by the developers [130] and that most results in literature are obtained with it, allowing a quick comparison of data. This code can be used to obtain the implantation depth and the distribution of vacancies and interstitials along the direction of the beam inside the sample. Unfortunately it does not allow to simulate complex geometries, so its uses are somehow limited to simple systems such as single crystals and bulks. If a precise control of the geometry is needed (e.g. when considering layered or patterned systems) other codes based on the same approach, but equipped with a CAD assisted (or similar) design of three dimensional experimental setups, such as PHITS [143], are more convenient. These codes consider the target material as an amorphous mixture of atoms, disregarding effects of the crystal structure such as channeling. However, these effects are relevant only in specific cases in which the relative orientation between the beam and the crystallographic axes of the crystal is carefully selected [144]. The most important parameters that are fed to the code are the density and composition of the target material, the nature and energy of the projectile particles and the dimensions of the target. Monte Carlo simulations are always performed with a number of simulated particles high enough to ensure the statistical validity of the results. All simulations performed in this thesis were carried out using the Kinchin-Pease approach [145] for the evaluation of radiation damage in terms of displacement per atom (dpa) and assuming a displacement energy of 25 eV for all target atoms. The displacement energy is the minimum energy needed to remove an atom from its equilibrium position in a permanent way. 25 eV is the generic reference value for atoms in a solid, and its use is justified if the dpa values obtained are used for comparison between similar systems [146]. The Kinchin-Pease approach is an approximated analytical model that allows to obtain a quick evaluation of the total dpa produced in a cascade initiated by the projectile particle, by estimating the knock out energy of the first atom and disregarding the spatial distribution of the cascade. This procedure yields a reasonable estimate, unless a precision of the order of the cascade size is needed in the spatial distribution of dpa, with a great reduction of computational times [142].

In Fig. 3.5, the typical outcome of a Monte Carlo simulation, needed to set up the details of the irradiation experiment, is shown. In this case the code SRIM [142] was employed on a target of BaFe$_{1.864}$Rh$_{0.068}$As$_2$ material with 3.5 MeV protons as projectiles [126]. The normalized dpa profile as a function of depth inside the material is obtained
3.4 Defects as scattering centers

In this work, structural disorder is exploited to provide scattering centers for charge carriers. The most efficient type of defects for this goal are small ones, whereas larger defects are less efficient scatterers [107]. This is due to the transferred momentum that is larger for smaller defects and results mainly in interband scattering instead of intraband scattering. The effects of scattering on the properties of a superconductor depend on the
specific system, and in particular on the symmetry of its order parameter and on the number of bands [15, 106]. For conventional low temperature superconductors, the well known Anderson theorem states that their $T_c$, order parameter and superfluid density are not influenced by nonmagnetic scattering [147]. Magnetic impurities instead are effective in decreasing the critical temperature [148].

Figure 3.6: Expected decrease of critical temperature with increasing interband scattering for different order parameter symmetries and coupling details proposed for IBSs. Data extracted from [106].

Conversely, after their discovery it was quickly realized that the cuprates are extremely sensitive to the presence of disorder[108]. This results from the fact that nonmagnetic scattering of a Cooper pair is pairbreaking if the two points of the FS connected by the event have an order parameter with opposite signs [106]. This is true for different regions of the d-wave symmetry that characterizes cuprates, whereas in conventional systems all regions of the FS have the same sign. This also holds for IBSs with the different gaps characterized by opposite signs of the order parameter. It should be noted that the very opposite is true for magnetic scattering: it is pairbreaking on regions of the FS that have the same sign and ineffective on regions with opposite sign [106].
An additional complication arises from the multigap nature of IBSs: the effect of scattering on the gaps is to average their values [15, 106], driving them to converge to the same value. For this reason, also the $s_{++}$ order parameter is influenced by scattering, although the rate of decrease of the critical temperature is expected to be smaller than for the $s_{\pm}$ case and, more importantly, must completely flatten at the reaching of gap convergence where the system becomes equivalent to a conventional single gap one (see Fig. 3.6) [106].

In the case of the $s_{\pm}$ state, a transition to the $s_{++}$ one was predicted [23, 24, 65] with increasing nonmagnetic scattering because the two gaps need to have the same sign before reaching value convergence.

Additional effects relevant to some IBSs are related to the presence of accidental nodes in the gap. It has been shown that nonmagnetic scattering, through the above mentioned averaging process can lift the nodes recovering a fully gapped system [123, 124, 149].
Chapter 4

Theoretical model

In order to gain a deeper insight in the physics of IBSs, in this thesis measurements are accompanied by calculations that aim to reproduce the experimental data and yield additional information on the order parameter and on the coupling matrix. In the following chapter the choice of theoretical approach based on the solution of the Eliashberg equations is justified, the procedure employed to relate to the experiment is explained and the information extracted are discussed. Parts of these topics were published in Ref.s [72, 73, 126]

4.1 The Eliashberg approach

As discussed in the introduction, the most likely interaction mechanism for superconductivity in IBSs is that of antiferromagnetic spin fluctuations [12] whilst phonons alone are too weak to be responsible for the observed properties[12, 52–54]. In addition, multiple bands are present [47–49] so that several gaps open on the Fermi surfaces [40–43]. From these facts it is evident that BCS theory can not be employed to evaluate the superconducting properties of these materials: it has been shown that multiband superconductivity is incorrectly described by the BCS theory even in the weak coupling limit and that, to be employed for IBSs, it would need to be renormalized with a procedure that makes use of the Eliashberg equations [150]. An extension of BCS theory that can be applied to strong coupling, multiband, non phononic systems, is the Migdal-Eliashberg formalism [151]. The essence of Migdal’s theorem is that, to go beyond the weak coupling approximation of BCS theory, it is
sufficient to consider only one vertex correction Feynman graph that gives the single
boson scattering term contribution to the electronic self-energy [152]. This stems from
the adiabatic approximation, in which the electronic subsystem is considered not to be
sensitive to the time dependence of the ionic lattice.

Eliashberg theory, in addition, generalizes BCS theory to incorporate the Migdal the-
orem and time-dependent electron-boson interaction [153]. Therefore, differently from
BCS theory, the electron-boson coupling in the Eliashberg theory can be retarded in
time, local in space and not necessarily weak.

Since it is based on Migdal’s theorem, Eliashberg theory has the same validity con-
straints: it is necessary that \( \Lambda \Omega_0 / E_F \ll 1 \), where \( \Lambda \) is the coupling constant and \( \Omega_0 \)
is the characteristic frequency of the boson that mediates the interaction (e.g. for the
case of phonons it would be the Debye frequency \( \omega_D \)) [154, 155]. For the specific case of
IBSs, electron boson coupling (whose value is close to 1) is provided by spin fluctuations
that, in the superconducting state, are characterized by a spectral function that has the
shape of a Lorentzian function [156] peaked at a frequency \( \Omega_0 \). This characteristic fre-
quency is found to follow the phenomenological law \( \Omega_0 (\text{meV}) = 2T_c(K)/5 \) [25]. For the
systems studied in this thesis \( T_c \) ranges from about 20 K to less than 40 K, therefore \( \Omega_0 \)
is in all cases smaller than 16 meV. The Fermi level of IBSs instead is at least of the order
of 100−200 meV [157–159]. It results that the two energy scales (\( \Omega_0 \) and \( E_F \)) are not
separated by several orders of magnitude as it happens in simpler systems, but still the
regime considered is such that the approximation on which Migdal’s theorem is based
holds, and therefore the Eliashberg theory is applicable [160].

The Eliashberg approach consists in writing the Green functions matrix for electrons
and bosons in the Migdal approximation. This yields a system of equations for the com-
ponents of the self-energy that can be solved self consistently to obtain the values of
the order parameter and renormalization function [161]. In the weak coupling limit the
renormalization function goes to 1 and a non renormalized limit is retrieved (this limit
coincides with BCS if the pairing interaction has the same characteristics as the BCS
one, which is not the case for IBSs [150]).

The so obtained Eliashberg equations are still extremely complex to solve since all mo-
menta \( k \) appear explicitly. To simplify the calculations and turn the Eliashberg equa-
tions in a tool that can be useful as a support for experiments, one can try to elim-
nate the momentum dependence [152]. Fortunately, in the case of IBSs the gaps are
very weakly anisotropic [162], this means that also the interaction can be reasonably
considered momentum independent on each Fermi sheet. Therefore it is possible to substitute the \( \mathbf{k} \)-dependent order parameter and renormalization function with an average value for each Fermi sheet considered in the model. With this approach the Eliashberg equations become a set of \( 2N \) equations for the \( N \mathbf{k} \)-averaged order parameters and renormalization functions, where \( N \) is the number of bands in the model [72, 73, 82, 126].

![Figure 4.1: Angular dependence of the gap values on different Fermi surfaces from ARPES measurements for P doped BaFe\(_2\)As\(_2\). Adapted from [163]. ©2011, American Association for the Advancement of Science.](image)

The weak anisotropy of the gaps has been observed by Angle Resolved Photoemission Spectroscopy (ARPES) measurements by several groups on many IBSs systems [40, 41, 162, 163] (see Fig. 4.1 for an example). Although in some cases significant differences in the size of the gap amplitude for different Fermi surface sheets have been observed by different groups, there seems to be a consensus between most measurements that the value on an individual Fermi sheet is weakly dependent on the direction. It is important to note that this is only an indirect information about the momentum dependence of the interaction itself, but indeed supports the choice of using the averaged value of the interaction over the momentum. In fact, it has been shown that in general the interaction
can be expanded in spherical harmonics, only some of which are relevant in any specific case (usually the s-symmetric one). If one needs to consider a momentum dependent interaction, will have to keep higher harmonics with their characteristic angular dependency. This specific angular dependency would then be reflected in the calculated quantities, such as the order parameter, that would result to be anisotropic [152].

4.2 Eliashberg equations and input parameters

With the approach described in the previous section, the Eliashberg equations can be written, on the imaginary axis, as [106, 153, 164]:

\[
\omega_n Z_i(i\omega_n) = \omega_n + \pi T \sum_{m,j} \frac{\Lambda_{ij}(i\omega_n, i\omega_m)}{\sqrt{\omega_m^2 + \Delta_j^2(i\omega_m)}} + \sum_j \frac{\gamma_{ij} N}{\sqrt{\omega_m^2 + \Delta_j^2(i\omega_m)}} \tag{4.1}
\]

\[
Z_i(i\omega_n) \Delta_i(i\omega_n) = \pi T \sum_{m,j} \left[ \Lambda_{ij}(i\omega_n, i\omega_m) - \mu_{ij}^*(\omega_c) \right] \times \Theta(\omega_c - |\omega_m|) \frac{\Delta_j(i\omega_m)}{\sqrt{\omega_m^2 + \Delta_j^2(i\omega_m)}} + \sum_j \frac{\gamma_{ij} N}{\sqrt{\omega_m^2 + \Delta_j^2(i\omega_m)}} \tag{4.2}
\]

where \( \Theta \) is the Heaviside function, \( \omega_c \) is a cutoff energy needed for the numerical solution of the equations, \( \Delta_i(i\omega_n) \) and \( Z_i(i\omega_n) \) are respectively the frequency dependent order parameter and renormalization function on the \( i \)th band, \( \omega_n \) is the \( n \)th Matsubara frequency, \( \Lambda_{ij}^p(i\omega_n, i\omega_m) = \Lambda_{ij}^{ph}(i\omega_n, i\omega_m) + \Lambda_{ij}^{sf}(i\omega_n, i\omega_m) \), \( \Lambda_{ij}^s(i\omega_n, i\omega_m) = \Lambda_{ij}^{ph}(i\omega_n, i\omega_m) - \Lambda_{ij}^{sf}(i\omega_n, i\omega_m) \), are the frequency dependent coupling matrix elements that are, in principle, composed by phononic (\( \Lambda^{ph} \)) and a spin fluctuation (\( \Lambda^{sf} \)) contributions [82]. Their frequency dependence can be expressed as follow:

\[
\Lambda_{ij}^{ph, sf}(i\omega_n, i\omega_m) = 2 \int_0^{+\infty} d\Omega \omega \alpha_{ij}^2 F^{ph, sf}(\Omega)/[(\omega_n - \omega_m)^2 + \Omega^2], \tag{4.3}
\]
where $\alpha_{ij}^2 F^{ph, sf}(\Omega)$ are the spectral functions for phonons and spin fluctuations. For the case of IBSs, we neglect the phononic contributions [26, 164–166] and considered a Lorentzian shape for the spectral function of spin fluctuations in the superconducting state:

$$\alpha_{ij}^2 F^{sf}(\Omega) = C_{ij} \left\{ \frac{1}{(\Omega + \Omega_{ij})^2 + Y_{ij}^2} - \frac{1}{(\Omega - \Omega_{ij})^2 + Y_{ij}^2} \right\}. $$

Here $C_{ij}$ are normalization constants necessary to obtain the proper values of the coupling constants, $\Omega_{ij}$ and $Y_{ij}$ are the peak energies and the half-widths of the Lorentzian functions. Based on the results of inelastic neutron scattering measurements [156], we set $\Omega_{ij} = \Omega_0$ and $Y_{ij} = \Omega_0/2$, where the characteristic frequency of the AFM SF $\Omega_0$ is the one discussed previously: $\Omega_0$ (meV) = $2T_c(K)/5$ [25]. It should be noted that the spectral function used is different from the analytical expression in the normal state ($\alpha_{ij}^2 F^{sf}(\Omega) = B_{ij} \Omega\Omega_{ij} \Theta(\Omega_{max} - \Omega)/(\Omega^2 + \Omega_{ij}^2)$ [167]) that was shown to be modified in the superconducting state yielding a narrower peak [156] (an example is given in Fig. 4.2).

Figure 4.2: Spectral function for spin fluctuations in the normal (dashed black line) and superconducting (solid red line) state for the K-doped BaFe$_3$As$_2$ system. Adapted from [73]. ©2019 American Physical Society.
Theoretical model

The remaining terms in Eqs. 4.1 and 4.2 are the Morel-Anderson coulombian pseudopotential matrix elements $\mu_{ij}^*$, that can be set to zero because in IBSs are small and tend to compensate the small phononic contributions to the coupling $[15, 164–166]$, and the scattering rates from non-magnetic impurities $\Gamma_{ij}^N$.

By analytical continuation of the Green’s functions, the Eliashberg equations can be also written on the real frequencies axis $[168]$:

$$\Delta_i(\omega, T)Z_i(\omega, T) = \int_0^{\omega_c} d\omega' \Re \left( \frac{\Delta_i(\omega', T)}{\sqrt{\omega'^2 - \Delta_i^2(\omega', T)}} \right) \sum_j \left\{ \int_0^{\infty} d\Omega \alpha_{ij}^2 F_{sf}(\Omega) \right\} \left[ \left( n(\Omega) + f(-\omega') \right) \left( \frac{1}{\omega + \omega' + \Omega + i\delta^+} - \frac{1}{\omega - \omega' - \Omega + i\delta^+} \right) - \left( n(\Omega) + f(\omega') \right) \left( \frac{1}{\omega - \omega' + \Omega + i\delta^+} - \frac{1}{\omega + \omega' - \Omega + i\delta^+} \right) \right]$$

$$\left[ 1 - Z_i(\omega, T) \right] \omega = \int_0^{\infty} d\omega' \Re \left( \frac{\omega'}{\sqrt{\omega'^2 - \Delta_i^2(\omega', T)}} \right) \sum_j \left\{ \int_0^{\infty} d\Omega \alpha_{ij}^2 F_{sf}(\Omega) \right\} \left[ \left( n(\Omega) + f(-\omega') \right) \left( \frac{1}{\omega + \omega' + \Omega + i\delta^+} - \frac{1}{\omega - \omega' - \Omega + i\delta^+} \right) - \left( n(\Omega) + f(\omega') \right) \left( \frac{1}{\omega - \omega' + \Omega + i\delta^+} - \frac{1}{\omega + \omega' - \Omega + i\delta^+} \right) \right]$$

Here the Morel-Anderson coulombian pseudopotential matrix and the phonic contribution to coupling have already been set to zero for simplicity, $f(\omega) = 1/(e^{\beta\omega} + 1)$ is the Fermi distribution function while $n(\omega) = 1/(e^{\beta\omega} - 1)$ is the Bose distribution function. The principal-value integrals in (4.4) and (4.5) determines the real part of $\Delta(\omega, T)Z(\omega, T)$ and of $Z(\omega, T)$, while the imaginary part comes from the delta-function terms. It is important to note that the denominators can vanish for particular values of the energy, therefore the integrals in (4.4) and (4.5) must be treated carefully when a
4.2 – Eliashberg equations and input parameters

These two alternative versions of the Eliashberg equations are completely equivalent to each other [161], but each one can be more or less convenient to calculate observable quantities: from the former version it is possible to evaluate the London penetration depth [169], whereas the latter is suitable to obtain the quasiparticle conductivity [170]. Both sets of equations need the same input (free) parameters that, considering all the approximations discussed so far and an $N \times N$ bands model, consist of the $N \times N$ coupling constant matrix and the $N \times N$ scattering rates matrix. Fortunately, not all entries of these matrices are non-zero as a consequence of the nature of IBSs [82]. The coupling matrix has negligible diagonal components if the system is modelled with all the physically relevant (at least three for most systems) bands. This is a consequence of the fact that spin fluctuations only couple separated Fermi surfaces (interband) and that phonons can be neglected (intraband contributions) [15, 26]. Moreover, also off-diagonal elements that refer to bands with the same character (hole-hole or electron-electron) will be zero due to the fact that their Fermi surfaces are too close to each other to be coupled by AFM SF (and, as a result they do not have opposite sign of the order parameter).

Conversely, if a simplified two-band approach is employed, also intraband coupling must be included, keeping in mind that all intraband contributions represent a combination of interband terms of a more realistic model that involves all the existing bands [55, 126]. In addition, symmetric contributions such as $\Lambda_{ij}$ and $\Lambda_{ji}$ are related to each other through the ratio of the density of states on the two bands ($\nu_{ij} = N_i(0)/N_j(0)$ where $N_j(0)$ is the normal density of states at the Fermi level for the $i$-th band) that can be estimated from the size of the Fermi surfaces $k_{F,i}$ and $k_{F,j}$ [82, 171]. The resulting coupling matrices for the two and three band model are the following:

$$\Lambda_{ij} = \begin{pmatrix} 0 & 0 & \Lambda_{s f}^{13} \\ \Lambda_{s f}^{31} = \Lambda_{13}^{s f} \nu_{13} & 0 & \Lambda_{s f}^{12} \\ \Lambda_{s f}^{32} = \Lambda_{23}^{s f} \nu_{23} & \Lambda_{23}^{s f} \\ 0 & \Lambda_{23}^{s f} & 0 \end{pmatrix}$$

(4.6)

$$\begin{pmatrix} \Lambda_{s f}^{11} & \Lambda_{s f}^{12} \\ \Lambda_{s f}^{12} \nu_{12} & \Lambda_{22}^{s f} \end{pmatrix}$$

(4.7)

Regarding the scattering rate matrix, if only nonmagnetic scattering is considered (as relevant for this study), again the only pairbreaking contributions come from interband
scattering and all diagonal elements can be set to zero [106].
Disorder can be treated with two different approaches: if the level of disorder is at most moderate, the Born approximation can be employed [72], otherwise the T-matrix approach is needed [126]. The Born approximation only describes the global effect of disorder and not the details of the defects [152]. In the T-matrix approach instead it is possible to range from the Born approximation to the unitary limit of strong scattering and to consider both interband and intraband scattering [24, 106, 172]. Therefore the scattering terms can be written as

\[
\Gamma_{ij}^N = \frac{\Gamma_i(1 - \sigma)}{\sigma(1 - \sigma)\eta[N_i(0) + N_j(0)]^2[N_i(0)N_j(0)] + (\sigma\eta - 1)^2},
\]

where the generalized cross-section and normal state scattering rate are respectively

\[
\sigma = \pi^2 N_i(0)N_j(0)u^2/(1 + \pi^2 N_i(0)N_j(0)u^2), \quad \Gamma_i = n_{imp}\pi N_j(0)u^2(1 - \sigma)
\]

and \(n_{imp}\) is the impurity concentration. \(\eta\) instead controls the ratio of intra to inter-band scattering: \(v^2 = u^2\eta\), where \(v\) and \(u\) are the intraband and interband impurity potentials. The Born limit is achieved for \(\sigma \to 0\), while for \(\sigma \to 1\) the unitary limit is found. This disorder term is obtained from the more general equations 42 and 43 in [106] for \(\eta = 1\).

The difference lies in the fact that we assume the factorizability of the \(\Gamma_{ij}^N\) and \(N_j^\Delta(i\omega_n)\) terms, that is equivalent to say that there is no frequency dependence of the disorder induced scattering. The two expressions are exactly equivalent if \(N_1^\Delta N_2^\Delta + N_1^Z N_2^Z \simeq 1\), as it is verified in all the cases discussed in this work [173]. If the focus of an experiment is on the material and only low levels of disorder are introduced, the most appropriate way to model the IBS is a three-band model with disorder treated in the Born limit, whereas if the focus is on the effects of high levels of disorder then it is needed to employ the T-matrix approach and to consider a simplified two bands model in order to keep reasonable the number of free parameters to be fixed.

### 4.3 Calculated quantities

The Eliashberg equations (both on the imaginary and real axis) can be solved self consistently for the order parameters and renormalization functions at all temperatures. From these quantities calculated on the imaginary axis (\(\Delta_i(i\omega_n)\) and \(Z_i(i\omega_n)\)), it
is possible to compute the London penetration depth as [169]:

\[
\lambda_L^{-2}(T) = \left( \frac{\omega_p}{c} \right)^2 \sum_{i=1}^{3} w_{\lambda_i}^2 \pi T \times \sum_{n=-\infty}^{+\infty} \frac{\Delta_i^2(\omega_n) Z_i^2(\omega_n)}{[\omega_n^2 Z_i^2(\omega_n) + \Delta_i^2(\omega_n) Z_i^2(\omega_n)]^{3/2}}
\] (4.9)

Here \( w_{\lambda_i} = (\omega_{p,i}/\omega_p)^2 \) are the weighting factors that determine how much each band contributes to the total observable value. They depend on the plasma frequency of each band \( \omega_{p,i} \) normalized to the total plasma frequency \( \omega_p \). Since these quantities are unknown for most materials, the weights \( w_{\lambda_i} \) are considered as free parameter that can be tuned in order to reproduce at best the experimental \( \lambda_L(T) \). They must obey the constraint \( \sum_i w_{\lambda_i}^2 = 1 \).

![Figure 4.3: Temperature dependence of the gaps (upper graph) and of the single band contributions to the total superfluid density for optimally Co-doped BaFe\(_2\)As\(_2\).](image)

It should be noted that the multiplicative factor involving the plasma frequency comes from the relation \( \omega_p = c/\lambda_L(0) \) that is strictly valid only at \( T = 0 \), for a clean
uniform superconductor and if Fermi-liquid effects such as strong coupling ones are negligible [106] (this point will be discussed further in Chapter 5).

Eq. 4.9, consists of a sum of single band contributions (shown in Fig. 4.3 for an optimally Co-doped BaFe$_2$As$_2$ sample together with the temperature dependence of the corresponding gaps) without any cross terms. Such terms would represent contributions to the total superfluid density (that is proportional to $\lambda^{-2}_L$) from Cooper pairs composed of electrons located on different Fermi surfaces (and therefore located at very different $k$ points) that have a negligible probability of formation.

From the self consistent solution of the real axis version of the Eliashberg equations ($\Delta_i(\omega)$ and $Z_i(\omega)$) it is possible to determine the microwave conductivity [170]:

$$\sigma_1(\omega \to 0) = \sum_i w_i^0 \sigma_{1,i} =$$

$$= \sum_i w_i^0 A_i \times \int_0^{+\infty} d\omega \left( -\frac{\partial f(\omega)}{d\omega} \right) \left[ (\text{Re} g_i^Z(\omega))^2 + (\text{Re} g_i^\Delta(\omega))^2 \right]$$

where $A_i = N_i(0) v_F^2 e^2 \tau_i(T)$, $N_i(0)$ are the density of states on each band (often unknown, therefore the $A_i$ terms are basically composed of a scale factor multiplied by the scattering time), $\tau_i(T)$ are the temperature dependent quasiparticle scattering times, $w_i^0$ are the weights of each band, and

$$g_i^Z(\omega) = Z_i(\omega) \omega \sqrt{[Z_i(\omega)\omega]^2 - [\Delta_i^2(\omega)Z_i^2(\omega)]}$$

$$g_i^\Delta(\omega) = \Delta_i(\omega) Z_i(\omega) \sqrt{[Z_i(\omega)\omega]^2 - [\Delta_i^2(\omega)Z_i^2(\omega)]}$$

An effective scattering time can be estimated with a phenomenological modified two-fluid model [71, 174] and, assuming that $\tau_i$ follows the same temperature behavior for all bands and that all scale factors are equal ($A_i = A$), the mixing weights in Eq. 4.10 are left as the only free parameters available to reproduce the experimental data. These weights are subject to the same constraints as the ones for the London penetration depth $\sum_i w_i^0 = 1$.

The solution of the Real and imaginary axis Eliashberg equations are presented in Fig. 4.4 for the optimally K-doped BaFe$_x$As$_2$ as a comparison between the two sets of obtained quantities.
4.4 Fitting procedure

In this last section, the procedure employed to fix the free parameters left in the model (the coupling constant matrix, the scattering rates, the mixing weights and the plasma frequency) is explained. As already mentioned, in order to investigate the effects of disorder one has always to characterize a pristine sample first: let us start the discussion from this case. All the samples examined in this thesis are high quality single crystals (as indicated by their narrow superconducting transitions) for which intrinsic disorder can be considered negligible [82], especially if compared to the levels introduced by ion irradiation [72, 126]. For this reason all the scattering rates $\Gamma_{ij}$ are set to zero in the analysis of pristine samples. The remaining parameters needed to solve the Eliashberg equations are the non zero
independent elements of the coupling constant matrix (three parameters both for the two band and three band models) that are fixed with the following procedure.

- A set of $\Lambda_{ij}$ is chosen, the imaginary axis Eliashberg equations are solved self consistently at a temperature $T$ coincident with the experimental $T_c$. This step is repeated adjusting the set of $\Lambda_{ij}$ until the order parameters converge to zero.

- The equations are also solved at low temperature to check if the gap values agree well with those reported in literature measured by ARPES. If the agreement is not good, a different combination of coupling constants is chosen starting from the previous step.

- The imaginary axis Eliashberg equations are solved for finely spaced temperatures up to $T_c$ and the obtained gaps and renormalization functions are employed to calculate the London penetration depth and the superfluid density (that does not depend on the plasma frequency). The $w_i^\lambda$ weights are adjusted so that this value agrees well with the experimentally determined one. If $\rho_s(T)$ does not agree well with the experimental data, the coupling constants are varied a little going back to the first step.

- Also the $\lambda_L(T)$ calculated curve is compared to the experimental one and the plasma frequency is fixed.

The coupling constants determined by fitting the superfluid density are then used also in the real axis Eliashberg equations to obtain the $\Delta(\omega, T)$ and $Z(\omega, T)$ necessary to calculate the $\sigma_{1,i}$ terms in Eq. 4.10. As discussed in the previous section, in order to fit the quasiparticle conductivity the scattering time must be estimated. The role of inelastic scattering in IBSs can be studied with a two fluid model [174] that, despite its simplicity, gives a good insight in the properties of these materials. Furthermore, the scattering time $\tau_{TF}$ employed in the model can be related to the quantities measured with our experimental technique: $Z_s$, $\lambda_L$ and $\sigma_n$ [71].

Since the surface impedance in general can be written as $Z_s = R_s + i X_s = \sqrt{i \mu_0 \omega \sigma_1 / (\sigma_1 - i \sigma_2)}$ (where $\sigma_1 \equiv \sigma_n$), the conductivity can be expressed as:

$$
\sigma_1 = 2\omega \mu_0 \frac{R_s X_s}{(R_s^2 + X_s^2)^2},
$$

$$
\sigma_2 = \omega \mu_0 \frac{X_s^2 - R_s^2}{(R_s^2 + X_s^2)^2}.
$$

(4.11)
Then, if the normal fluid can be modeled with a Drude form (i.e. if $\omega \tau_{TF} \ll 1$), by considering that the total density of carriers is given by the sum of the normal and superconducting densities ($\rho_n$ and $\rho_s$ respectively) and that at $T = 0$ only superfluid is present, $\rho_s(0) = \rho_s(T) + \rho_n(T)$, then it is possible to write the complex conductivity as

$$\sigma_1 - i\sigma_2 = \frac{\rho_n e^2}{m^*} \frac{\tau_{TF}}{1 + i\omega \tau_{TF}} - \frac{i}{\mu_0 \omega \lambda L(T)}.$$ (4.12)

Combining Eqs. 4.11–4.12, one finally gets the two fluid estimate of the scattering time that can be calculated from the experimental data measured with our MWR technique [73]:

$$\tau_{TF} = \left( \frac{1}{\mu_0 \lambda L(0) \sigma_1} - \frac{\omega (X_s^2 - R_s^2)}{2 X_s R_s} \right)^{-1}. \quad (4.13)$$

![Figure 4.5: Scattering time $\tau_{TF}$ obtained through the two-fluid model presented in the text as a function of temperature for K, Co and P doped Ba-122. Adapted from [73]. ©2019 American Physical Society.](image)

In some cases, at low temperature the resulting $\tau_{TF}$ are affected by high uncertainty mainly due to the uncertainty on $\sigma_n$. When this is the case a smoothing procedure [73] is performed before employing $\tau_{TF}$ in Eq. 4.10. The values of of $\tau_{TF}$ obtained with this
procedure (see Fig. 4.5) are in good agreement with previously reported results [175] and, in general, at low temperature they are about two orders of magnitude larger than in the normal state [176].

Once the scattering time has been calculated, the experimental quasiparticle conductivity normalized at \( T_c \) can be fitted by adjusting only the weights \( w_i^\sigma \) (since the scale factor drops in \( \sigma_n(T)/\sigma_n(T_c) \)). The overall \( \sigma_n(T) \) can then be obtained by fixing also the scale factor \( A \) [73].

![Figure 4.6: Experimental \( T_c \) degradation as a result of 250 MeV Au ions irradiation on optimally K-doped BaFe\textsubscript{2}As\textsubscript{2} samples compared to Eliashberg calculations in order to fix the interband scattering parameter [72].](image)

When a sample with additional irradiation-induced disorder is considered, the procedure described above must be repeated, but in this case the coupling constant matrix is the same as for the pristine sample and the interband scattering rate needs to be fixed to reproduce the new (decreased) experimental \( T_c \) [72, 126]. In general multiple irradiation experiments are performed on the same sample and, since the scattering rate \( \Gamma_{ij} \) has to be proportional to the concentration of defects, and therefore to the irradiation dose, this remaining free parameter is easily fixed. An example of the experimental and calculated decrease of \( T_c \) is shown in Fig. 4.6 for optimally K-doped BaFe\textsubscript{2}As\textsubscript{2} samples irradiated with multiple doses of 250 MeV Au ions.
Chapter 5

Results

In this chapter, the results obtained on the combined experimental and theoretical study of IBSs with the approach previously discussed are presented. In Sect. 5.1, different pristine samples are analyzed and compared, with a focus on the penetration depth anisotropy in Sect. 5.1.2. The results of this section were also presented in Ref.s [73, 74]. Disorder is treated in Sect. 5.2 for the case of spatially extended defects generated by different types of ion irradiation: in Sect. 5.2.1 the similarities and differences due to defects shape are discussed and in Sect. 5.2.2 the complete experimental and theoretical approach is employed for the case of irradiation with 250 MeV Au ions. The results discussed in Sect. 5.2 can be found in Ref.s [71, 72]. Finally, in Sect. 5.3 the case of pointlike defects and small clusters introduced by 3.5 MeV protons is discussed. In the first part (Sect. 5.3.1) the effects of disorder on anisotropy are presented, whereas in Sect. 5.3.2 the case of elevated dpa levels able to modify the order parameter symmetry is examined. These results can be found in Ref.s [126, 177].

5.1 Pristine samples

As previously discussed, the study of the effects of disorder on superconducting materials needs to start from the characterization of pristine samples. In this section the analysis of differently doped Ba-122 [73] and of CaK-1144 [74] is presented, with a particular focus on the differences between hole, electron and isovalent doping in Ba-122 and on the anisotropic contributions to the penetration depth of CaK-1144. This also serves as a validation of the approach before treating the effects of scattering.
5.1.1 Ba-122 family

The critical temperature, penetration depth and quasiparticle conductivity of isovalently substituted, electron- and hole- doped Ba-122 can be all interpreted within the same framework of a multi band, $s_\pm$-wave Eliashberg model based on coupling provided by AFM-SF. To show this, samples with separate substitutions of all atomic species in the BaFe$_2$As$_2$ system (K for Ba, Co for Fe, and P for As) were studied with the experimental technique described in the second Chapter and the theoretical model discussed in the fourth.

Among the different substitutions it should be noted that the K for Ba one takes place out of the FeAs planes that support superconductivity, whereas the other two directly involve the FeAs planes. Substitution of Ba with K leads to a hole doped superconductor, whilst Co for Fe to an electron doped one. P instead is isovalent to As and does not change the doping level but increases chemical pressure.

For this study, optimally doped single crystals were employed: Ba$_{1-x}$K$_x$Fe$_2$As$_2$, Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, and BaFe$_2$(As$_{1-x}$P$_x$)$_2$ with an analyzed substitution content respectively of x=0.42, 0.075, and 0.33. The samples were grown by the FeAs self-flux method by the group of Prof. Tamegai in Tokyo and were cut and cleaved to the shape of thin plates with thickness, along the crystallographic $c$-axis, of about 10 $\mu$m and an approximate aspect ratio of 10:10:1.

The Eliashberg analysis of these three systems was carried out within the realistic three band model, where two bands support holes and one electrons for K and P substitution and viceversa for Co substitution [40, 41, 156].

The main achievement of this study consists in the coherent interpretation of multiple properties experimentally measured on several samples of the same family, covering all possible types of substitution, within the same general model. The critical temperatures, gap values as well as the temperature dependences of both the penetration depth and the quasiparticle conductivity are very satisfactorily reproduced by the calculations despite the several constraints in the model (discussed in Chapter four) resulting in a very small number of free parameters and a limited range of variability with respect to the amount of data to be reproduced. Therefore, although
in some cases the matching is not quantitatively perfect, the overall agreement with the experimental data should be considered remarkable and the approach successful.

### Critical temperature and energy gaps

The measured critical temperature (presented in Table 5.1 for the investigated compounds) is defined as the temperature at which the penetration depth diverges and the values found agree well with the literature [59, 178]. This definition is consistent with the one in the theoretical model: when the order parameters go to zero the superfluid density vanishes, corresponding to a divergence of $\lambda_L$. Also the energy gaps estimated with the Eliashberg procedure previously described reproduce well, at low-temperature, those reported in literature from ARPES measurements [40, 42, 43, 178, 179]. The imaginary axis solutions for the gaps as a function of temperature $\Delta_i(T)$ are shown in Fig. 5.1, whereas the low-temperature values on the real axis $\Delta_i^R(0)$ are reported in Table 5.1. These values coincide with those obtained by analytical continuations from the imaginary axis with the Padé approximants technique.

Table 5.1: Summary of experimental values of the analyzed quantities and of the model parameters used to reproduce the data for the three different substitution studied in the Ba-122 family: experimental critical temperature $T_c$, low-temperature value of the penetration depth $\lambda_L^{exp}(0)$, microwave conductivity at $T_c$ $\sigma(T_c)$, components of the electron-boson coupling-constant matrix $\Lambda_{ij}$, low-temperature values of the gaps on the real axis $\Delta_i^R(0)$, total plasma frequency $\omega_p$, weights of the $i$-th band contribution to the penetration depth and quasiparticle conductivity $u_{i,2,3}^\lambda$ and $u_{i,2,3}^\sigma$ respectively.

<table>
<thead>
<tr>
<th>dopant</th>
<th>$T_c$ (K)</th>
<th>$\lambda_L^{exp}(0)$ (nm)</th>
<th>$\sigma(T_c)$ ($\Omega^{-1}m^{-1}$)</th>
<th>$\Lambda_{12}$</th>
<th>$\Lambda_{23}$</th>
<th>$\Lambda_{13}$</th>
<th>$\Lambda_{ii}$</th>
<th>$\Delta_1^R(0)$ (meV)</th>
<th>$\Delta_2^R(0)$ (meV)</th>
<th>$\Delta_3^R(0)$ (meV)</th>
<th>$\omega_p$ (meV)</th>
<th>$u_{1,2,3}^\lambda$</th>
<th>$u_{1,2,3}^\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>38.7</td>
<td>197</td>
<td>1.95-10^6</td>
<td>0.00</td>
<td>0.75</td>
<td>3.37</td>
<td>0.00</td>
<td>12.0</td>
<td>5.4</td>
<td>-12.0</td>
<td>1.00</td>
<td>0.1, 0.1, 0.8</td>
<td>0.6, 0.2, 0.2</td>
</tr>
<tr>
<td>Co</td>
<td>24.2</td>
<td>165</td>
<td>0.47-10^6</td>
<td>0.20</td>
<td>0.00</td>
<td>2.72</td>
<td>0.30</td>
<td>7.2</td>
<td>-3.9</td>
<td>-7.8</td>
<td>0.20</td>
<td>0.85, 0.05, 0.1</td>
<td>0.39, 0.26, 0.35</td>
</tr>
<tr>
<td>P</td>
<td>29.0</td>
<td>160</td>
<td>1.13-10^6</td>
<td>0.00</td>
<td>7.69</td>
<td>0.70</td>
<td>0.00</td>
<td>3.8</td>
<td>10.8</td>
<td>-8.3</td>
<td>0.55</td>
<td>0.5, 0.1, 0.4</td>
<td>0.12, 0.53, 0.35</td>
</tr>
</tbody>
</table>

### Penetration depth

A comparison of experimentally determined (symbols) and calculated (solid lines) penetration depth increments $\Delta \lambda_L(T) = \lambda_L(T) - \lambda_L(0)$ for the three investigated
Figure 5.1: Imaginary axis solutions for the gaps as a function of temperature for the three compounds investigated. Adapted from [73]. ©2019 American Physical Society.

Compounds is presented in Fig. 5.2. For all systems, it was possible to achieve a very good agreement between the experimental data and the calculated one and also with literature [180]. Nonetheless, it is necessary to make a distinction between the hole doped system and the other two. In the former case, it has been possible to obtain within the model also a \( \lambda_L(0) \) value in remarkable agreement with the experimental one, i.e. \( \lambda_L^{th}(0) = 230 \text{ nm} \) and \( \lambda_L^{exp}(0) = 197 \pm 20 \text{ nm} \), by employing a value of the plasma frequency in good agreement with literature data: \( \omega_p = 1 \text{ eV} \).

Conversely, for the electron doped and isovalently substituted systems the comparison is not as satisfying. Although the temperature dependence of the penetration depth is also very well reproduced (Fig. 5.2), the theoretical low temperature values largely
5.1 – Pristine samples

Figure 5.2: Comparison between measured (symbols) and theoretical (lines) penetration depth increments, $\Delta \lambda_L = \lambda_L(T) - \lambda_L(0)$, for the three systems. Adapted from [73]. ©2019 American Physical Society.

exceed the experimental ones (even reaching almost 1 $\mu$m for the Co doped case). The experimentally determined $\lambda_L^{exp}(0)$ for the three systems are in line with the (little) data present in literature, where values around 200 nm are usually given for compounds of the Ba-122 family [181].

This discrepancy between experiments and theory was already reported for the case of Co doping and it has previously been attributed to Fermi-liquid effects that were not taken into account in the adopted model [182]. In the case of Eliashberg models though, strong coupling effects are taken into account by the presence of the renormalization functions $Z_i(i\omega_n)$, and therefore these explanations by themselves are not satisfactory. Therefore the origin of these differences is still unclear and deserves further discussion. It seems likely that the discrepancy originates from the fact that the relation between
\( \lambda_L(0) \) and \( \omega_p = c/\lambda_L(0) \) loses its validity or needs to be modified. For this reason we preferred to give the calculated \( \omega_p \) in Table 5.1 instead of \( \lambda^{th}_L(0) \) as a reference. A possible cause for this needed change of relation could lie in the fact that our model does not include vertex corrections.

From a structural point of view, it should be noted that the main difference between the cases of Co and P substitution with respect to K, lies in the involvement of atoms in the FeAs planes (responsible for the superconducting properties) that is not present in the case of K for Ba. Additionally, the three-dimensionality of the FSs is believed to be sensitive to the pnictogen height from the FeAs plane [183]. Substituting P for As reduces this parameter, whereas substitution of Ba with K does not [184]. Therefore, it is possible that the observed anomalous relation between \( \lambda_L(0) \) and \( \omega_p \) could be ascribed to the direct introduction of chemical disorder in the FeAs active layers and/or to the variation of the height of the pnictogen from these planes that in turn might influence the electronic properties. However, although this disorder could also originate carriers scattering, as discussed in the fourth chapter of this thesis in our model we need to consider the pristine optimally doped samples as free from scattering in order to keep manageable the number of input parameters.

**Quasiparticle conductivity**

The experimental and calculated quasiparticle conductivity are compared for each compound in Fig. 5.3. The curves show a very good agreement for P and Co substituted samples and a still reasonable one for K substitution, in particular if one considers that this is not an optimized fit of this experimental data by itself but that most parameters were already fixed to reproduce at best the London penetration depth curves. Noteworthy is the fact that the temperature at which the maximum of the broad peak is found (just below \( T_c/2 \)) is fairly well reproduced for all systems.

It is important to discuss the presence and nature of this peak, also in light of the fact that it has been possible to reproduce it well within the model. In fact, the observation of the so-called coherence peak allows to discuss the superconducting order parameter symmetry, being often considered evidence of a uniform gap function. A coherence peak is observed just below \( T_c \) in the quasiparticle conductivity curve of dirty isotropic \( s \) wave BCS superconductors [185], and it develops if the portions of FS probed by the experiment have gaps of similar magnitude and same sign [186]. For this reason it is
important to consider if the experimental technique employed probes the system with a large or small momentum transfer with respect to the fermiology of the analyzed compound. Due to the sign-changing $d$ wave nature of the order parameter in cuprate superconductors, no coherence peak is observed (with any technique) but rather a large one much below $T_c$ \cite{187} that develops due to the decrease of the quasiparticle density and concomitant increase of quasiparticle scattering time with decreasing the temperature.

For the case of IBSs, and specifically for the Ba-122 family, it is still unclear whether
the coherence peak is present. It was not found with NMR measurements of the relaxation rate [188, 189] but it was observed with measurements of the terahertz conductivity on Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ [186, 190]. These two contrasting results might be reconciled considering the different nature of the probes employed and the fermiology of Ba-122 compounds. NMR is a local probe that couples parts of the FS that differ by large momentum. Therefore the absence of a coherence peak supports the sign changing (s$_\pm$) extended s-wave symmetry of the order parameter in which different bands have gaps with different sign [175]. Conversely, the small momentum of photons at THz frequencies allows only to probe the zero-momentum excitations near the Fermi surface. Therefore a coherence peak can emerge because only a single sign of the order parameter (and a single gap value) is detected due to the large distance in momentum space of different sheets of the FSs on which the gap changes sign. The situation is then completely analogous to a single and uniform gap superconductor. The situation is similar for conductivity measurements with microwaves (GHz frequencies), due to the long wavelength. As a matter of fact, a hint of a coherence peak was detected with this type of technique in K doped Ba-122, although it was masked by the presence of another larger and higher peak at lower temperatures [175]. This larger peak, that was observed in several IBSs [176], could be due to the same mechanism described for the cuprates and in principle could completely cover and hide a coherence peak. In this case, it is possible to better highlight the traces of the coherence peak by subtracting a residual term in the surface resistance from the measured data [83]. In the present case, it has been possible to reproduce within the Eliashberg model, based on the s$_\pm$ symmetry, the bare untreated data and, in particular, the broad peak below $T_c/2$ that therefore is not a coherence peak (coherence effects are not taken into account by the model) that could anyways be present and hidden by it.

**Nodes in the energy gap**

Starting from the obtained experimental data it is also possible to discuss the presence of nodes in the order parameter. This is particularly important because it was suggested that large changes in the nodal topology of IBSs could be induced by very small variations in the size and corrugation of FSs, resulting in different observable behaviors [184].
5.1 – Pristine samples

Among the discussed compounds, the one for which the existence of nodes is most debated is \( \text{BaFe}_2(\text{As}_{1-x}\text{P}_x)_2 \). Nakai et al. (using NMR) [192] and Yamashita et al. (with angle-resolved thermal conductivity measurements) [193] claimed that at optimal doping this compound presents line nodes. It was also proposed (from specific heat measurements) that, with increasing doping, the system goes from fully gapped for \( x=0.32 \) to strongly anisotropic gaps and possible nodes when overdoped with \( x=0.55 \) [194]. ARPES measurements by Yoshida et al. exclude horizontal nodes but could be consistent with...
a modified $s_\pm$ order parameter with nodal loops [43, 195]. Also ARPES measurements by Zhang et al. are consistent with the presence of circular line node on the largest hole band and rule out $d$ wave character of the nodes while establishing the possibility of existence of "accidental" nodes in the extended $s$ wave pairing symmetry that are not imposed by the symmetry of the system [196].

The presence or absence of line nodes can be inferred by looking at the quasiparticle scattering rate $1/\tau$ plotted against the normalized quasiparticle density $n_p/n$ (calculated as $n_p(T) = n_{tot} - n_s(T)$ where $n_{tot} = n_s(0)$). The relation between these two quantities is expected to be linear for an $s$ wave superconductor without nodes [175] whereas for a $d$ wave-like superconductor it should be superlinear: $1/\tau \sim n_p^3$. These data are plotted in Fig. 5.4 for the three compounds studied and is compared to literature data for Ba$_{1-x}$K$_x$Fe$_2$As$_2$ measured at 28 GHz [175] and for the $d$-wave case of YBa$_2$Cu$_3$O$_{6.95}$ at 34.8 GHz [191]. It can be seen that all the doped Ba-122 compounds follow a linear trend much like that of Ref.[175] and qualitatively very different from the case of YBCO. Therefore, our data excludes the presence of node lines ($d$ wave like nodes) but nothing can be said about other nodal structures, such as nodal loops, that are consistent with the $s_\pm$ symmetry.

5.1.2 Anisotropy in CaK-1144

As discussed in the second Chapter, by comparing measurements on samples with different aspect ratios it is possible to deconvolve the $\lambda_{L,c}$ and $\lambda_{L,ab}$ contributions to the penetration depth, and then obtain the anisotropy parameter $\gamma_\lambda = \lambda_{L,c}/\lambda_{L,ab}$. It is particularly interesting to study this quantity in CaKFe$_4$As$_4$ because, being superconducting without the need of introducing doping via chemical substitution, it is possible to look at this property in a clean system and evaluate the effects of disorder introduced both by chemical substitution and ion irradiation. In this section the anisotropy of CaK(Fe,Ni)$_4$As$_4$ single crystals with Ni content of 0%, 1.7% and 3.4% will be discussed, while the effects of proton irradiation induced disorder will be treated in section 5.3.1.

All studied samples are high quality single crystals of CaK(Fe$_{1-x}$Ni$_x$)$_4$As$_4$ grown out of FeAS flux by the conventional high temperature solution technique at the Ames Laboratories by the group of Prof. Canfield. Wavelength-dispersive X-ray spectroscopy
was used to determine the doping level [197]. The samples were cut and cleaved to the shape of rectangular thin plates with thickness, along the crystallographic \( c \)-axis, variable between about 2.5\( \mu m \) and 40 \( \mu m \). Samples with different thicknesses, are fundamental to estimate the anisotropy in the material.

![Figure 5.5](image)

Figure 5.5: Anisotropy parameter \( \gamma_\lambda = \lambda_L,\lambda_{ab} / \lambda_{ab} \) for the CaK-1144 system with Ni doping levels of 0\% (blue symbols), 1.7\% (red) and 3.4\% (green).

Figure 5.5 shows the experimentally determined anisotropy of the penetration depth for all doping level analyzed. The data is shown only up to the temperatures for which all approximations discussed in Chapter two are valid (specifically the most restrictive is the requirement that \( \lambda_L,\lambda_{ab} \ll c \)). Data for the undoped material is in good qualitative agreement with the literature [198] (\( \gamma_\lambda \) is first quite constant
and then increases with increasing temperature above $T/T_c > 0.5$), although with larger absolute value. This slight difference could be due to the different techniques employed, and specifically to the different frequency regimes: at GHz frequencies the characteristic time for quasiparticle scattering is comparable to the characteristic time of the probe, resulting in a reduction of the isotropization effect of scattering and an enhancement of $\gamma_\lambda$. Ni doped samples are markedly more isotropic due to the substitution enhanced scattering. Moreover the temperature dependence of $\gamma_\lambda$ seems to change: it decreases slightly with increasing temperature for the 1.7% case and is practically constant (the system is almost isotropic) for the 3.4% case.

Table 5.2: Summary of the Critical temperatures $T_c$ and low temperature values of the $ab$ component of the penetration depth $\lambda_{L,ab}(0)$ and of the anisotropy parameter $\gamma_\lambda(0)$ for undoped and Ni doped CaK-1144 samples.

<table>
<thead>
<tr>
<th>Ni content (%)</th>
<th>$T_c$ (K)</th>
<th>$\lambda_{L,ab}(0)$ (nm)</th>
<th>$\gamma_\lambda(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>34.7</td>
<td>170</td>
<td>2.9</td>
</tr>
<tr>
<td>1.7</td>
<td>29.0</td>
<td>240</td>
<td>1.9</td>
</tr>
<tr>
<td>3.4</td>
<td>19.7</td>
<td>300</td>
<td>1.2</td>
</tr>
</tbody>
</table>

5.2 Extended defects

The presence of defects, even if with relatively low density, can be used to investigate many aspects of the physics of a superconductor. Here we focus on the modifications induced in the superconducting properties of IBSs by different types of defects produced by ion irradiation.
5.2.1 Comparison between irradiation typologies

Figure 5.6: (a) TEM image of the planar view of a 3 MeV proton irradiated BaFe$_2$(As$_{1-x}$P$_x$)$_2$ crystal. Small defects cluster are marked by yellow arrows. Adapted from [199]. ©2018 American Physical Society. (b) TEM cross sectional image of a 200 MeV Au irradiated Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ crystal. Adapted from [200]. ©2009 American Physical Society. (c) and (d) TEM Images by A. Ichinose (C.R.I.E.P.I. Kanagawa, Japan) of a 1.2-GeV Pb irradiated Ba$_{1-x}$K$_x$Fe$_2$As$_2$ crystal. The planar view (c) shows that the column’s diameter is of about 3 nm while the cross-sectional view (d) shows that straight defects are created along the ion track.
In this section a comparison between the effects on critical temperature of different types of irradiation is carried out in order to investigate the importance of defect morphology on these quantities. As discussed in the third Chapter, 3.5 MeV protons mainly introduce point defects and small cluster \cite{134}, 1.2 GeV Pb ions produce continuous columnar tracks with a metallic core \cite{132} and 250 MeV Au ions irradiation results in the formation of discontinuous but linearly correlated tracks \cite{200}. Figure 5.6 shows TEM images of the different geometries of defects.

![Figure 5.6: TEM images of defects](image)

**Figure 5.6:** TEM images of the different geometries of defects.

**Figure 5.7:** Critical temperature variation due to irradiation with 3.25 MeV protons on the left, 250 MeV Au ions in the center and 1.2 GeV Pb ions on the right, as a function of irradiation fluence for K-, Co, P-, Rh- doped Ba-122 and undoped CaK-1144 single crystals.
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**Figure 5.7:** Critical temperature variation due to irradiation with 3.25 MeV protons on the left, 250 MeV Au ions in the center and 1.2 GeV Pb ions on the right, as a function of irradiation fluence for K-, Co, P-, Rh- doped Ba-122 and undoped CaK-1144 single crystals.

**Figure 5.7** shows a comparison of the $T_c$ degradation as a function of the irradiation fluence on different materials and with different ions and energies. When looking at the different dopings of the Ba-122 family exposed to 3.5 MeV proton irradiation, it emerges the fact that when substitution acts out of the superconducting plane the system is slightly more radiation hard than if the chemical substitution involves the FeAs planes.

By looking at the three fluence scales, it is clear that fluence alone is not a good parameter if different types of irradiation need to be compared: there is a four orders of magnitude difference between the fluences needed to produce comparable $T_c$. 70
5.2 – Extended defects

Figure 5.8: Critical temperature variation due to irradiation with 3.25 MeV protons, 250 MeV Au ions and 1.2 GeV Pb ions as a function of dpa for K-doped Ba-122 single crystals. Lines are guides to the eye.

decrements between the case of protons and that of heavy ions. Interestingly both discontinuous but correlated defects and continuous columnar ones seem to have a similar $T_c$ vs fluence behavior. One would expect dpa to be a better parameter to compare systems in which disorder was introduced by different methods. However, as evident from Fig. 5.8 where the $T_c$ degradation rates of the same material due to different types of irradiation are compared, also dpa fails in capturing all the effects of ion irradiation on a superconductor. This is due to the fact that the estimate of dpa relies on the assumption that a random distribution of pointlike defects is generated, whereas from the interaction of highly energetic heavy ions the defects are strongly correlated. Moreover, the electronic stopping power (that does not directly increase dpa) plays a very important role in the interaction mechanism of energetic heavy ions.
with matter: the higher the ion energy and the heavier the ion, the more rapid is the degradation of $T_c$ with respect to the calculated dpa.

### 5.2.2 250 MeV Au irradiation of Ba$_{1-x}$K$_x$Fe$_2$As$_2$

In this section, the effects of disorder induced by 250 MeV Au ion irradiation on Ba$_{1-x}$K$_x$Fe$_2$As$_2$ single crystals are discussed, highlighting that the observed modifications of the penetration depth and suppression of $T_c$ are consistent with the s$_\pm$ phase. The single crystals employed for this study were characterized also in the pristine state as discussed in the previous section. Disorder was then introduced by 250 MeV Au ion irradiation in multiple sessions. The implantation depth of the ions into the material estimated by SRIM [142] and PHITS [143] simulations is 14.5 $\mu$m and the samples were all thinner than 10 $\mu$m. The total fluence achieved is $3.6\times10^{12}$ cm$^{-2}$, that corresponds to 72 T of dose equivalent field (the field needed to match the number of correlated tracks with fluxons) and the corresponding disorder level in dpa can be expressed as $7.6\times10^{-16}\times\Phi$, where $\Phi$ is the fluence expressed in cm$^{-2}$. A note of caution should be used here, since high energy ions create correlated defects, the use of dpa to quantify the disorder introduced in the samples has a larger uncertainty than in the case of, e. g., 3.5 MeV protons.

The measured penetration depth curves as a function of temperature for all irradiation doses are shown in Figure 5.9. Apart for decreasing the critical temperature, ion irradiation results in both an enhancement of the $\lambda_L$ values and in a modification of its temperature dependence. This set of data was analyzed with the Eliashberg approach using the same three band model (and same parameters) employed for the pristine crystals discussed in the previous section, with the addition of impurity induced scattering treated in the Born approximation. As discussed in Chapter four, the scattering rates $\Gamma_{ij}^N$ are directly proportional to the amount of defects present in the system, and therefore to the irradiation fluence. Moreover, when a three band model is considered, each non diagonal component of the scattering matrix could in principle be relevant in the modification of the observed properties. For the purpose of simplicity and to keep the number of parameters manageable, in a first approximation one can consider that only one of the interband scattering channels is responsible of the observable effects.
5.2 – Extended defects

Figure 5.9: Measured temperature dependence of the London penetration depth of $\text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2$ crystal, before and with increasing irradiation doses of 250 MeV Au ions up to a total fluence of $\Phi = 3.6 \times 10^{12} \text{ cm}^{-2}$. Adapted from [72]. ©2017, Springer Nature.

of disorder. Then it is necessary to determine which channel it is (which bands are involved). This was done by calculating the critical temperature decrease as a function of increasing scattering for each channel, and seeking agreement with experimental data by adjusting the proportionality constant between the scattering rate and the irradiation fluence (or equivalently dpa).

In Figure 5.10 this approach is shown with the upper (experimental data) and lower (theoretical calculations) scales already fixed on the only combination that gives a good agreement, identifying the scattering channel between bands 2 and 3 (scattering rate $\Gamma_{23}^N$) as the main mechanism responsible for the observed variation of properties. The proportionality constant between the fluence and scattering rate turns out to be $4.8 \times 10^{14} \text{ eV}^{-1} \text{ cm}^{-2}$.

Here it is particularly important to stress that the model employed for disorder is approximate and simplified. Not only in the fact that combined contributions by multible scattering channels were neglected, but also the finite dimensions of the defects was
5 – Results

Figure 5.10: Experimental (symbols) variations of the critical temperature of K doped Ba-122 due to 250 MeV ion irradiation as a function of fluence (upper scale) compared to the calculated variation (solid lines) as a function of the interband scattering rate $\Gamma_{ij}^{N}$ (lower scale). Blue, red and green lines represent the interband scattering channels that can cause the critical temperature suppression. The proportionality constant between the upper and lower scales has been modified until agreement between experimental and theoretical data was found. Adapted from [72]. ©2017, Springer Nature

disregarded. However, the good agreement found suggests that the observed effects can be explained effectively in terms of the pointlike defects and small clusters created by secondary particles. Therefore, either the contribution of the extended defects is of secondary importance -for the investigated properties- or they give a contribution analogous to that of small defects. Despite the already good agreement between experiment and theory, a very interesting development would be a model to obtain the carriers scattering parameters starting from a microscopic description of structural defect distributions.

In Figure 5.11 is shown the comparison between experimental and theoretical $\Delta\lambda(T)$ curves for the pristine sample and three irradiation doses. In all cases the agreement is very satisfactory and even small details such as the curvature change
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Figure 5.11: Comparison between the experimental (symbols) and calculated (lines) temperature dependence of the London penetration depth $\Delta \lambda_L(t) = \lambda_L(t) - \lambda_L(t = 0.14)$ for the pristine irradiated cases up to a total fluence $\Phi = 3.6 \times 10^{12} \text{ cm}^{-2}$. Adapted from [72]. ©2017, Springer Nature

in the highest fluence case is well reproduced. This nice agreement testifies that the three-band $s_{\pm}$ model is able to explain consistently and in detail the behavior of IBSs and the effects of disorder on their penetration depth and critical temperature.

The estimated gap values on each band (different colors) are reported in Figure 5.12 for each disorder level (different line styles in the left panel) as a function of temperature on the left panel, from the imaginary axis solution, and of disorder (with values obtained on the real axis with the Padé approximants method) on the right panel. The values obtained for the pristine material ($\Delta_1 = 12.0 \text{ meV}, \Delta_2 = 5.2 \text{ meV}$ and $\Delta_3 = -12.0 \text{ meV}$) are in good agreement with earlier data [40]. With increasing disorder the gaps tend to shrink and the smallest one changes sign at the highest fluence. Despite this sign change, the symmetry of the system remains $s_{\pm}$ because there are still gaps with opposite sign. In order to achieve the disorder induced $s_{\pm}$ to $s_{++}$ symmetry transition it is necessary to reach higher disorder levels (discussed in Sect. 5.3.2).
As a consequence of irradiation, also the surface impedance gets modified. In Figure 5.13, both the real and imaginary parts are shown as a function of temperature for the pristine compound and with increasing disorder. As visible from the plot, at and above $T_c R_s = X_s$, meaning that as expected the system conforms to the classical skin effect. Right upon entering the superconducting state, a peak in the surface reactance emerges and it is progressively increased in size by irradiation. It was pointed out that its nature can be explained by the screening of the external microwave field: the reduction of the density of quasiparticles upon decreasing temperature is not compensated immediately by the superconducting current increase [174]. The temperature at which the peak is observed depends on a combination of external conditions and properties of the material: it is mainly determined by the product $\omega \tau$ between the microwave field frequency $\omega$ and the quasiparticle scattering time $\tau$. Since disorder increases scattering, $\tau$ decreases with increasing the dose and therefore the peak shifts to lower temperature.
5.3 Pointlike defects

5.3.1 Anisotropy

The CaK-1144 samples discussed in section 5.1.2 were irradiated with 3.5 MeV protons in order to study how the penetration depth anisotropy is influenced by irradiation induced disorder.

Figure 5.14 shows the experimentally determined anisotropy of the penetration depth for the undoped samples of CaKFe\textsubscript{4}As\textsubscript{4} in the pristine state and with additional irradiation induced disorder. The qualitative behavior is not strongly influenced by this type of disorder: $\gamma_d$ increases with temperature both for the pristine and disordered cases. From a quantitative point of view the anisotropy is reduced by disorder as expected: isotropic scattering from pointlike and small defects makes the system less direction dependent.

The same considerations hold also for the case of CaK-1144 with 1.7% of Ni substitution.
Table 5.3: Summary of the Critical temperatures $T_c$, and low temperature values of the ab component of the penetration depth $\lambda_{L,ab}(0)$ and of the anisotropy parameter $\gamma_\lambda(0)$ for undoped and Ni doped CaK-1144 samples pristine and proton irradiated.

<table>
<thead>
<tr>
<th>Ni content (%)</th>
<th>Irradiation fluence (cm$^{-2}$)</th>
<th>$T_c$ (K)</th>
<th>$\lambda_{L,ab}(0)$ (nm)</th>
<th>$\gamma_\lambda(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>34.7</td>
<td>170</td>
<td>2.9</td>
</tr>
<tr>
<td>0</td>
<td>3.2x10$^{16}$</td>
<td>34.0</td>
<td>480</td>
<td>1.4</td>
</tr>
<tr>
<td>0</td>
<td>6.4x10$^{16}$</td>
<td>33.8</td>
<td>680</td>
<td>1.0</td>
</tr>
<tr>
<td>1.7</td>
<td>0</td>
<td>29.0</td>
<td>240</td>
<td>1.9</td>
</tr>
<tr>
<td>1.7</td>
<td>1.6x10$^{16}$</td>
<td>28.5</td>
<td>500</td>
<td>1.2</td>
</tr>
<tr>
<td>3.4</td>
<td>0</td>
<td>19.7</td>
<td>300</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Disorder makes the system more isotropic, and in this case the direction dipendence is almost completely lost with values of $\gamma_\lambda$ close to 1 for an irradiation fluence of $1.6x10^{16}$ cm$^{-2}$. In the pristine state the anisotropy decreases with temperature as it does (although very faintly) for the disordered case. It is interesting to note that the irradiated case of 1.7% Ni doping has a very similar $\gamma_\lambda$ profile to that of the pristine samples with 3.4% Ni doping.

From the study presented here and in Sect. 5.1.2 it emerges that substitutional and irradiation induced disorder act on the anisotropy of IBSs in different ways, possibly allowing to tune it as desired for specific applications.

### 5.3.2 Elevate disorder

In this last section, a study of the effects of high dpa levels in IBSs is presented, focusing on the experimental identification of the transition between the $s_{\pm}$ and $s_{++}$ order parameter symmetries and its validation with the Eliashberg approach. As discussed in Chapter three, this disorder induced transition was proposed as a method to identify the $s_{\pm}$ symmetry in the pristine compound [23, 24, 65, 201] and is
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Figure 5.14: Left panel: Anisotropy parameter $\gamma = \lambda_{c,l}/\lambda_{ab}$ for the undoped CaK-1144 system in the pristine state (full blue circles) and with increasing doses of proton irradiation (empty blue circles and crosses). Right panel: same quantity for the CaK-1144 system with 1.7 % Ni doping in the pristine state (full red circles) and after proton irradiation (empty red circles).

due to the tendency of the gaps to converge towards the same value when disorder is increased [24]. If the system starts with gaps that have opposite sign it is inevitable that, in order to converge to the same finite value, at least one gap has to close and reopen changing sign, thus realizing the $s^{++}$ state. Most importantly, it was proposed that the transition would have specific signatures in observable properties, and in particular in the low temperature superfluid density: at the transition it should increase, breaking the monotonous decrease expected with increasing disorder [24, 125]. Other hallmarks are also expected in the optical conductivity (observed experimentally on Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ thin films irradiated with 200-keV protons [125]) together with a weaker dependence of the critical temperature on disorder [106].

In order to observe the signature of this transition in the superfluids density, and more directly on the low temperature value of the penetration depth, a study on Ba(Fe$_{1-x}$Rh$_x$)$_2$As$_2$ single crystals was carried out with the combined experimental and theoretical approach described in the previous chapters. Disorder was introduced with multiple doses of 3.5 MeV proton irradiation that, as discussed in the third chapter, ensures that mostly isotropically distributed pointlike defects and small clusters are
introduced in the system. The total fluence reached was $2.08 \times 10^{17}$ cm$^{-2}$, equivalent to a dpa of $6.63 \times 10^{-3}$, as estimated by the PHITS [143] and SRIM [142] codes. A summary of the irradiation sessions and corresponding dpa values is given in Table 5.4.

Single crystals of optimally doped Ba(Fe$_{1-x}$Rh$_x$)$_2$As$_2$, with analyzed substitution level of $x=0.068$, that results in $T_{c0}=23.5$ K, were produced with the self flux conventional growth technique [202–204] at the Ames Laboratories by the group of Prof. Canfield. The samples were cut and cleaved to the shape of thin plates with thickness, along the crystallographic $c$-axis, smaller than the implantation depth of 3.5-MeV protons in the material, estimated to be 67 $\mu$m by Monte Carlo simulations.

As discussed in the third chapter, at high levels of disorder the Born approximation is expected to lose its validity and therefore it is necessary to treat scattering within the $T-$matrix approach. Unfortunately this largely increases the number of free parameters of the model and makes unpractical the use of a realistic three band approach, making it necessary to work with a simplified two band model.

Rh doped Ba-122 has very similar behaviors [205, 206] to the Co doped compound due to the fact that Rh and Co are isoelectronic species. Therefore, although there is a lack of literature about this specific compound, it is reasonable to assume the same electronic structure as in the Co doped case as a starting point for the theoretical modelling. In particular, for the normal densities of states ratio between the two bands at the Fermi level, $N_1(0)/N_2(0)$, is employed the same value as for the Co doped compound discussed in the first section of this chapter with the precaution to sum up the contributions of the two electronic bands of the three-band model. The procedure described in the previous Chapter to fix all input parameters was employed to reproduce the experimental data for all levels of disorder resulting in the values summarized in Table 5.4. In particular, disorder was modelled keeping the intra- to inter-band scattering ratio $\eta = 1$, as done in Ref. [125], while $\Gamma_1$ is proportional to the amount of scatterers in the system and therefore increases linearly with dpa (reaching 2.35 meV for the most irradiated case) and the generalized cross section $\sigma$ increases from 0 (Born limit, unirradiated crystal) to 0.278 going towards the unitary limit.

The bare experimental evidence for the disorder induced $s_{\pm}$ to $s_{++}$ transition is presented in Figure 5.15: the lower panel shows the low temperature values of the
Table 5.4: Summary of the parameters values employed to reproduce all experimental data: \( T_c, \lambda_L(T) \) and \( \sigma_n(T) \) for all doses of proton irradiation, i.e. for increasing disorder, here labelled both by the irradiation fluence and by the average dpa introduced in the samples. The normal state scattering rate \( \Gamma_1 \) is proportional to disorder, \( \sigma \) is the generalized cross-section that allows to move from the Born approximation to the unitary limit, \( \eta \) is intra- to inter-band scattering ratio, \( \Lambda_{ij} \) are the elements of the coupling-constant matrix and \( w_1 = w_1^\sigma = w_1^\lambda \) is the weight of band the first band contribution to both the penetration depth and quasiparticle conductivity.

<table>
<thead>
<tr>
<th>Cumulative fluence (cm(^{-2}))</th>
<th>dpa ((\times 10^{-3}))</th>
<th>( \Gamma_1 ) (meV)</th>
<th>( \sigma )</th>
<th>( \eta )</th>
<th>( \Lambda_{11} )</th>
<th>( \Lambda_{22} )</th>
<th>( \Lambda_{12} )</th>
<th>( w_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2.65</td>
<td>-0.17</td>
<td>0.98</td>
</tr>
<tr>
<td>3.2x10(^{16})</td>
<td>1.02</td>
<td>0.361</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2.65</td>
<td>-0.17</td>
<td>0.28</td>
</tr>
<tr>
<td>9.6x10(^{16})</td>
<td>3.07</td>
<td>1.08</td>
<td>0.09</td>
<td>1</td>
<td>1</td>
<td>2.65</td>
<td>-0.17</td>
<td>0.25</td>
</tr>
<tr>
<td>12.8x10(^{16})</td>
<td>4.10</td>
<td>1.44</td>
<td>0.10</td>
<td>1</td>
<td>1</td>
<td>2.65</td>
<td>-0.17</td>
<td>0.15</td>
</tr>
<tr>
<td>16.0x10(^{16})</td>
<td>5.12</td>
<td>1.81</td>
<td>0.10</td>
<td>1</td>
<td>1.2</td>
<td>2.65</td>
<td>-0.13</td>
<td>0.90</td>
</tr>
<tr>
<td>17.6x10(^{16})</td>
<td>5.63</td>
<td>1.99</td>
<td>0.14</td>
<td>1</td>
<td>1.2</td>
<td>2.65</td>
<td>-0.13</td>
<td>0.82</td>
</tr>
<tr>
<td>19.2x10(^{16})</td>
<td>6.15</td>
<td>2.17</td>
<td>0.21</td>
<td>1</td>
<td>1.2</td>
<td>2.65</td>
<td>-0.13</td>
<td>0.78</td>
</tr>
<tr>
<td>20.8x10(^{16})</td>
<td>6.63</td>
<td>2.35</td>
<td>0.28</td>
<td>1</td>
<td>1.2</td>
<td>2.65</td>
<td>-0.13</td>
<td>0.75</td>
</tr>
</tbody>
</table>

penetration depth for increasing disorder (expressed by the dpa value) with a clear drop that corresponds to the predicted increase of superfluid density. This drops identifies the \( s_\pm \) to \( s_{++} \) transition at a dpa value near 0.0046. Also the normalized critical temperature (upper panel, left scale) shows a clear change of behavior at the same value of disorder where \( \lambda_L(0) \) drops: it becomes constant and even slightly recovers. The tiny increase of \( T_c \) above dpa \( \sim 6\times 10^{-3} \) is a minor effect that might have two opposite explanations, both related to the interaction with a secondary, weak, magnetic order. If a secondary competing order, such as spin density wave, is present and has a stronger suppression rate with disorder than superconductivity itself, it could cause a \( T_c \) enhancement [207]. Conversely, also the stabilization of superconductivity by a weak local magnetic phase induced by disorder is possible and could lead to a slight enhancement of the \( T_c \) [208] (indeed, a weak magnetic signal in proton-irradiated crystals was reported [204]). However, in both cases such a feeble
Figure 5.15: a) Modification of the critical temperature (left scale) by the irradiation-induced disorder, expressed by the dpa introduced in the sample as estimated by Monte Carlo simulations. Here $T_c$ is the temperature at which $\lambda_L (T)$ diverges ($T_{c_0}$ for the pristine case). On the right scale the superconducting transition width is shown. (b) Disorder dependence of the low temperature value of the London penetration depth. The $s_\pm$ and $s_{++}$ phases are indicated by different background colors and the disorder induced transition between them has been identified by the predicted $\lambda_L (0)$ drop. Dashed lines are guides to the eye. Adapted from [126]. ©2018 American Physical Society.

effect can emerge and become visible only in a state where the pair breaking effect of disorder on the primary superconducting order is weak (such as the $s_{++}$ state) again supporting the existence of a transition from $s_\pm$ to $s_{++}$. On the right scale of the upper panel of Figure 5.15 is shown that the superconducting transition width increases linearly with irradiation dose, testifying the increase of disorder in the system.
To validate the observation of the disorder driven $s_- \leftrightarrow s_+$ transition, the Eliashberg analysis was carried out, reproducing self consistently all the measured quantities starting from the critical temperatures for pristine samples and all irradiation doses and the temperature dependence of the superfluid density. Then also the quasiparticle conductivity was reproduced without any additional input parameter by taking the same weights for the bands contributions $w_1 = w_1^\sigma = w_1^\lambda$.

Figure 5.16: Comparison between the experimental (left column, symbols) and calculated (right column, solid lines) data of the superfluid fraction (top row) and normalized quasiparticle conductivity (bottom row) for all irradiation doses. Green arrows indicate the changes across the transition.
Figure 5.16 shows the experimental data in symbols in the left column and the calculated one in solid lines in the right column. The top row shows the superfluid fraction and the bottom row the normalized quasiparticle conductivity for all disorder levels. Despite the fact that it was possible to employ only an approximate two band model and not the more realistic three band one, the comparison is extremely satisfactory. All the qualitative behaviors are captured for the whole data set and also a semi-quantitative agreement is achieved.

It can be noted that the shape of the superfluid fraction curve changes drastically twice: after the first irradiation dose (from black to red), becoming more BCS-like due to the scattering induced increased band mixing, and after the transition from $s_\pm$ to $s_{++}$ state (indicated by the arrow) with the development of a long tale of low superfluid density at high temperature. Also the shape of the quasiparticle conductivity has two drastic changes. Pristine samples show a sharp, monotonous, increase of $\sigma_n$ below $T_c$, while the irradiated system still in the $s_\pm$ state have a qualitatively different shape. A large peak develops with a maximum between 15 and 17 K and the low temperature value of $\sigma_n$ is strongly suppressed. When disorder drives the system in the $s_{++}$ state a similar behavior to that of the pristine samples is surprisingly recovered, although with lower values that also keep decreasing with increasing disorder.

Here it should be noted that the quasiparticle conductivity at 8 GHz, although related, is not coincident with the optical conductivity studied by Schilling et al.[125] to trace the $s_\pm$ to $s_{++}$ transition. In their zero frequency case they observed a peak, that they attribute to coherence effects, at all levels of disorder. They argue that it is centered at a temperature proportional to the absolute value of the smallest gap. Instead, the quasiparticle conductivity peak developes only in the disordered $s_\pm$ state and could be due to the competition between decreasing quasiparticle density and increasing quasiparticle scattering time and could be influenced by the operating frequency [176, 209].

In Figure 5.17, the 3D plots (left experimental data, right calculated) for the superfluid density (that is not normalized to the low temperature value) as a function of
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Figure 5.17: (a) Experimental data and (b) calculated data represented in a 3D surface plots and 2D color plots (insets) of $\lambda^{-2}$ (proportional to the superfluid density) as a function of both temperature and disorder (dpa). In (a) the experimental data points are added as symbols to the surface plot. In the insets the $s_{\pm}$ to $s_{++}$ transition is identified with a dashed line. The same color scale has been used for all the graphs. Adapted from [126]. ©2018 American Physical Society.

both temperature and disorder level are shown, following the example of Ref. [125]. Also in this case the agreement is remarkable, testifying that the model reproduces very satisfactorily the experimental data.

With the good agreement between the calculated and measured data in mind, it is interesting to look at the behavior of the estimated gaps as a function of temperature and disorder, shown in Figure 5.18. Remarkably, at the level of scattering corresponding to the dpa at which the signatures of the $s_{\pm}$ to $s_{++}$ transition has been identified, the smallest gap changes sign realizing the $s_{++}$ state. This is visible both on the imaginary-axis solutions on the left side of Figure 5.18, where also the temperature dependence is shown, and on the real-axis solutions at low temperature, presented on the right only as a function of disorder level. Interestingly, after the transition the gaps vary very little with increasing disorder, which is consistent with the observed $T_c$ evolution.
Figure 5.18: Left: imaginary axis solutions for the gaps as a function of temperature for the pristine sample (black lines) and after each irradiation dose (color lines). As the irradiation induced disorder increases the two gaps get closer in value and their temperature dependence is modified. Remarkably $\Delta_1$ changes sign at the scattering value corresponding to the dpa at which $\lambda_L(0)$ drops. Right: Gaps values at low temperature from the real-axis Eliashberg equations as a function of disorder, expressed as dpa. The $s_{\pm}$ and $s_{++}$ phases are indicated by different background colors. Adapted from [126]. ©2018 American Physical Society.

At last, starting from the measured data it also possible to discuss the behavior of the surface impedance $Z_s = R_s + iX_s$ of the material across the symmetry transition. This is particularly relevant because this quantity can be measured by a larger variety of experimental techniques. Its real and imaginary parts are shown in Figure 5.19 both normalized to their values at $T_c$. In the normal state $R_s = X_s$ as expected in the regime of classical skin effect. Interestingly, the normalized surface resistance at low temperature increases monotonically with disorder, not showing any signature of the transition. Conversely, the reactance drops upon passing to the $s_{++}$ state and develops a shoulder near $T = 15$ K.
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Figure 5.19: Temperature dependence of the normalized a) surface resistance ($R_s$) and b) reactance ($X_s$) for increasing dpa. The $s_{\pm}$ to $s_{++}$ disorder induced transition is indicated by the green arrows and takes place between d.p.a. = $4.10 \times 10^{-3}$ and $5.12 \times 10^{-3}$. Adapted from [177]. ©2019 Springer Nature.

In summary, by studying the response of optimally doped Ba(Fe$_{1-x}$Rh$_x$)$_2$As$_2$ single crystals to the introduction of high levels of disorder, it was possible to identify (experimentally and with the support from Eliashberg analysis) the $s_{\pm}$ to $s_{++}$ order parameter symmetry transition in its signature in the low temperature superfluid density. Moreover, the possibility to measure at the same time the quasiparticle conductivity and then obtain the surface impedance made it possible to identify new hallmarks of this transition. Specifically a recovery of the monotonous evolution of the quasiparticle conductivity with temperature observed for the pristine sample and modified to a large peak in the disordered $s_{\pm}$ state, a drop of the low temperature value of the surface reactance at the transition in contrast with the monotonous trend of the surface resistance, and the development of a shoulder below $T_c$ in the surface impedance versus temperature curve.
Chapter 6

Conclusions

In this dissertation, a combined experimental and theoretical analysis of different IBSs was presented, with a particular focus on the effects of disorder on the superconducting properties.

Experimentally, the London penetration depth, quasiparticle conductivity and surface impedance as a function of temperature was measured for several single crystals of K, Co, Rh and P optimally doped Ba-122 and Ni doped CaK-1144 in the pristine state and upon introduction of disorder via ion irradiation.

Ion irradiation with several particles and energies was performed, as part of this PhD project, at the facilities of the Laboratori Nazionali di Legnaro of INFN and was guided by Monte Carlo simulations of the irradiation process performed the with PHITS and SRIM codes.

Finally, the experimental data was analyzed within the framework of the multiband Eliashberg theory based on interaction provided by AFM-SF.

The first part of this work deals with the investigation of pristine single crystals of Ba-122 with different substitutional species (K, Co and P) covering hole and electron doping and isovalent substitution. This allowed to show that an Eliashberg model based on three bands and the $s_\pm$ symmetry of the order parameter (induced by AFM-SF) is able to explain comprehensively a large set of experimental data ($T_c$, $\lambda_L(T)$, $\sigma_n(T)$, $\Delta_i(T = 0)$) for all possible types of chemical substitution of the parent compound. From the combination of experimental data and of calculation parameters it was possible to suggest that the modification of the superconducting FeAs planes by
chemical substitution could play a relevant role in the modification of superconducting properties, in addition to the straightforward effects of charge doping. Moreover, it has been possible to discuss the nature of a wide peak observed in the quasiparticle conductivity at microwave frequencies just below $T_c/2$ and the possible presence of nodes in the gap of the P optimally doped samples. The peak in $\sigma_n(T)$ is not due to coherence effects but rather emerges from a combination of quasiparticle scattering and temperature dependent depletion of carriers. The experimental data at 8 GHz is consistent with previous experiment in ruling out the existence of line nodes but it can not rule out nor confirm other accidental nodal structures such as loops [73].

The decrease of critical temperature with increasing irradiation doses of 3.5 MeV protons, 250 MeV Au ions and 1.2 GeV Pb ions was discussed, highlighting that neither fluence nor dpa are good parameters to compare the effects on the superconducting properties of different types of irradiation induced defects (point defects or correlated ones). This is due to the fact that energetic heavy ions produce defects distributions that are spatially correlated and that electronic stopping power plays a very important role in the damaging mechanism.

The effects of moderate levels of disorder introduced by 250 MeV Au ions in K doped Ba-122 samples were analyzed experimentally and with an Eliashberg model focused on the best representation possible of the material itself and that treated disorder within the Born approximation. With this approach it was possible to achieve a remarkable quantitative reproduction of the experimental London penetration depth down to small features [72]. Moreover, the electrodynamic response of the material was studied experimentally showing a temperature and disorder dependent peak in the surface reactance caused by a competition between the temperature dependence of the screening currents and of the carrier population [71].

The anisotropy of the London penetration depth was studied experimentally for undoped and Ni doped CaK-1144 samples in the pristine state and after irradiation with 3.5 MeV protons. It emerged that substitutional and irradiation induced disorder act on the anisotropy of IBSSs in different ways: both making the system more isotropic but with opposite temperature dependences, possibly providing a way to tune the anisotropy as desired for specific applications.
Finally, the effects of elevate levels of disorder were investigated, experimentally and with an Eliashberg model focused on the accurate description of scattering, in Rh doped Ba-122 single crystals exposed to high doses of 3.5 MeV protons. In this case it was possible to identify for the first time the theoretically predicted $s_{\pm}$ to $s_{++}$ order parameter symmetry transition in its signature in the low temperature superfluid density. Moreover, new hallmarks of this transition were discovered in the quasiparticle conductivity evolution with temperature and in a drop of the low temperature value of the surface reactance [126, 177].

In summary, this work shows that the combination of microwave characterization of several superconducting properties with the possibility to reproduce all these data within the same Eliashberg model with a limited number of free parameters and to follow their evolution with disorder allows to reach a deeper insight in the fundamental properties of IBSs.
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Appendix A

Thin films

The effects induced by ion irradiation on thin films have a twofold origin: first there is the straightforward contribution from defects produced in the film by the passing ions, and second there is the contribution from the damage in the substrate that acts on the film through strain. To investigate the relative importance of these two contributions, a study on Fe(Se,Te) thin films grown on CaF$_2$ irradiated with 3.5 MeV protons was carried out in collaboration with CNR-SPIN and the universities of Genova and Salerno. In particular, different irradiation fluences up to $7.3 \times 10^{16}$ cm$^{-2}$ were used and the proton implantation depth in the substrate was modulated in some samples by the interposition of an Al foil that was 80 $\mu$m thick. The modifications on critical temperature, normal state resistivity, critical current and strain level were investigated.

FeSe$_{0.5}$Te$_{0.5}$ thin films were deposited epitaxially on oriented 001 CaF$_2$ by pulsed laser deposition by the group of Prof. Putti in Genova [211]. Five films 100 nm thick were studied: three of them (samples A, B, and C) were patterned, through standard optical photolithography and Ar ion milling etching, in the shape of nine Hall bar microbridges each, for transport measurements; whereas the other two (samples D and E) were analysed with X-ray diffraction to study the strain level.

The irradiation experiment was guided by Monte Carlo simulations with the PHITS [143] and SRIM [142] codes that allowed to determine the deceleration of the ions caused by the interposition of the Al foil, the damage level (dpa) induced in the Fe(Se,Te) film and the implantation depth of the protons in the substrate (see Fig. A.1).
Figure A.1: Implantation depth of protons (histograms) in the substrate (right regions) for the case without (a) and with (b) the Al foil interposed. On the left side of the picture a scheme of the irradiation experiment is shown. Adapted from [210]. ©2018 IOP Publishing.

Samples D and E were analysed at the University of Genova by means of the X-ray diffraction Williamson–Hall plot method [212] to determine the level of lattice microstrain in the film along the [00l] crystallographic planes. This method consists in the analysis of the breadth of the diffraction line as a function of the reciprocal interplanar spacing; they have a linear dependence and the slope of the plot is proportional to the microstrain. It resulted that the two pristine samples, as expected, have similar
Table A.1: Summary of the studied samples and the details of irradiation: presence of the interposed Al screen, irradiation fluence, average dpa introduced in the superconducting film. Samples A, B, and C were patterned for transport measurements whereas samples D and E were used for X-ray diffraction analysis.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Hall bar identifier</th>
<th>Al screen</th>
<th>Irradiation fluence (cm$^{-2}$)</th>
<th>dpa x10$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A_0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>A_0.25</td>
<td>NO</td>
<td>0.7x10$^{16}$</td>
<td>0.25</td>
</tr>
<tr>
<td>A</td>
<td>A_0.99</td>
<td>NO</td>
<td>2.8x10$^{16}$</td>
<td>9.9</td>
</tr>
<tr>
<td>B</td>
<td>B_0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>B_0.69</td>
<td>NO</td>
<td>1.95x10$^{16}$</td>
<td>0.69</td>
</tr>
<tr>
<td>B</td>
<td>B_2.27</td>
<td>NO</td>
<td>6.40x10$^{16}$</td>
<td>2.27</td>
</tr>
<tr>
<td>B</td>
<td>B_2.59</td>
<td>NO</td>
<td>7.30x10$^{16}$</td>
<td>2.59</td>
</tr>
<tr>
<td>C</td>
<td>C_0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>C_2.30</td>
<td>YES</td>
<td>2.68x10$^{16}$</td>
<td>2.30</td>
</tr>
<tr>
<td>C</td>
<td>C_4.59</td>
<td>YES</td>
<td>5.35x10$^{16}$</td>
<td>4.59</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>YES</td>
<td>2.68</td>
<td>2.30</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>YES</td>
<td>5.35</td>
<td>4.59</td>
</tr>
<tr>
<td>E</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>-</td>
<td>NO</td>
<td>5.35</td>
<td>1.90</td>
</tr>
</tbody>
</table>

amount of lattice strain, but as a consequence of the two irradiation processes they display opposite behaviours. Sample E, for which the ions implanted deeper into the substrate, exhibits a decrease in strain levels, conversely the strain in sample D (implantation near the interface between substrate and sample) increases progressively with the irradiation dose.

With these results in mind one can look at the behavior of the transport properties of
samples A (squares), B (triangles) and C (circles) shown in Fig. A.2. Transport measurements were carried out at the Universities of Salerno and Genova with a standard four probe, current biased technique, and critical current values were extracted from voltage versus current characteristics. As shown in Table A.1, samples A and B were irradiated directly by 3.5 MeV protons whereas sample C with the interposed Al foil. Therefore the implanted region in sample C is closer to the the interface between the superconducting film and the substrate, corresponding to higher microstrain levels in the film as emerged from X-ray analysis. It is evident that sample C has a completely different response to irradiation from samples A and B, even if the same dpa is introduced in the film. Its critical current $J_c$ decreases with irradiation whereas it increases for samples A and B, its critical temperature has a stronger degradation than the other samples while the $T_c$ broadenings are consistent, and also the resistivity above $T_c$ has a strong increase. From these observations it is possible to conclude that, although Fe(Se,Te) by itself is more robust against irradiation than other superconductors such as the cuprates (making it interesting for applications in radiation harsh environments, e. g. accelerators) , the delicate interplay between the film itself and the substrate needs to be carefully addressed for each application. A possibility to suppress these unwanted effects could be the use of more elastic substrates such as metallic ones.
Nomenclature

$\mu$SR  Muon Spin Rotation
AFM  AntiFerroMagnetic
ARPES  Angle Resolved PhotoEmission Spectroscopy
BCS  Bardeen-Cooper-Schrieffer
CPWR  CoPlanar Waveguide Resonator
DFT  Density Functional Theory
dpa  displacement per atom
FS  Fermi Surface
IBS  Iron Based Superconductor
INFN  Istituto Nazionale di Fisica Nucleare
LNL  Laboratori Nazionali di Legnaro
NMR  Nuclear Magnetic Resonance
NV  Nitrogen-Vacancy
ODMR  Optically Detected Magnetic Resonance
PM  ParaMagnetic
QCP  Quantum Critical Point
SDW  Spin Density Wave
Nomenclature

SF  Spin Fluctuations

TDR  Tunnel Diode Resonator

TEM  Transmission Electron Microscopy
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