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Abstract We discuss the role played by the time cor-

relation properties of stochastic sources and by model

nonlinearities in single degree of freedom energy har-

vesting systems. After transforming the state equations

into energy-angle coordinates, we apply a stochastic

projection operator technique to obtain the system power

balance equation. The latter allows to evaluate both

the magnitude of the power injected by noise into the

system as well as the harvested power, thus provid-

ing a tool instrumental for designers to optimize the

harvester. We show that for systems with modulated

(multiplicative) noise, nonlinear energy harvesters can

outperform their linear counterparts, highlighting the

physical mechanism that explains their better perfor-

mance.

Keywords Energy harvesting · white noise · colored

noise · stochastic processes · stochastic differential

equations · Fokker-Planck equation · nonlinear

oscillators

1 Introduction

The rapid development of new technologies, e.g. the in-

ternet of things paradigm, poses new challenges. Among
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many, a problem of paramount importance is how to

supply power to networks of dispersed electronic and

electro-mechanical apparatuses. Old fashioned answers,

e.g. disposable batteries, are rarely a viable solution,

because of their limited power density and life, not to

mention the often practically impossible replacement

once exhausted.

Alternative solutions have been proposed, such as

electronic systems that can wirelessly exchange not only

data but also power [1–3], or systems able to scavenge

energy from the surrounding environment [4–6]. The

second solution, known as energy harvesting, promises

the realization of self-powered systems, or at least to

expand the battery lifetime for those systems where

continuous operation without maintenance is highly de-

sirable [7,8]. Effective energy harvesting requires to de-

sign electronic or, more often, electro-mechanical sys-

tems able to collect the ambient energy where and when

necessary, being the ultimate power source electromag-

netic radiation, solar light, temperature gradients, or

mechanical vibrations. When the power source is char-

acterized by random phenomena, the corresponding en-

ergy harvester is termed stochastic.

The main limitation of stochastic energy harvest-

ing systems is the low power density of environmental

noise: however, although negligible on a macro scale, en-

vironment induced fluctuations may become significant

at the micro scale. In this case, parasitic mechanical

vibrations are particularly attractive, because of their

almost ubiquitous presence and of their relatively high

(at least when compared to other possible sources) en-

ergy density. Mechanical energy can be converted into

electric power exploiting several different physical prin-

ciples, such as piezoelectricity, electromagnetic induc-

tion or capacitance variations [9–11].



2 Michele Bonnin et al.

All these systems have in common the presence of

an oscillator as transducer, in which the autonomous

system proper frequencies have to be tuned to the spec-

tral region where most of the energy is available. As well

known, linear oscillators are pass-band filters, i.e. they

are designed to work efficiently in a narrow frequency

range centered around a specific value. Unfortunately,

the energy of ambient vibrations is typically spread over

a wide range of frequencies, with significant predomi-

nance of low frequency components, rather than being

concentrated around a single frequency. The result is a

low efficiency of the harvesting process, because only a

small fraction of the available energy can be collected.

Moreover, tuning the oscillator is not always an easy

task due to geometrical constrains. In fact minimizing

the generator to the nanoscale, the resonance frequency

tends to increase up to kHz/MHz values, for which the

vibration energy content is generally very small.

Devising solutions that increase the harvested power

is a major goal. Several authors suggested that energy

harvesters based on nonlinear oscillators can outper-

form linear ones, see e.g. [12–19]. In particular, nonlin-

ear oscillators may exhibit a wider spectral response,

and can be operated in such a way that their frequency

response matches more closely the energy spectral con-

tents available in the environment. Nonlinearities also

play a fundamental role in system with multiplicative

(modulated) noise. Multiplicative noise is ubiquitous in

nature, the simplest example being Brownian motion in

thermal environments: here amplitude fluctuations de-

pend on temperature, that in turn depends on position.

When one or more noise components are proportional

to the state of the systems, nonlinearities may amplify

fluctuations along certain directions, while dampening

others. The result is a net non null contribution to ex-

pected quantities that may alter the energy balance,

similarly to what happens to phase noise in nonlinear

oscillators [20–22]

Recently, several techniques have been developed to

investigate the dynamics and performance of energy

harvesters. When the external power source is mod-

eled by a simple periodic signal, harmonic balance tech-

niques and bifurcation theory can be applied [23–25].

Conversely, if noise is modeled as a truly random sig-

nal, stochastic calculus is needed. In [26–28] the au-

thors devise numerical schemes for finding approximate

solutions of the Fokker-Planck Kolmogorov equation,

thus allowing for the calculation of expected quanti-

ties, in particular the average harvested power. In [29–

32] stochastic averaging of energy envelope methods are

applied to find the system response and average output

power. Alternatively, average quantities can be found

by converting stochastic differential equations (SDEs)

for the state variables into systems of ordinary differen-

tial equations (ODEs) for the expected quantities. For

nonlinear systems, the ODE system is generally open,

and ad hoc techniques must be applied to achieve clo-

sure [33,34].

In this work we investigate the role that nonlineari-

ties and different types of white and colored stochastic

sources, both additive and multiplicative, play in en-

ergy harvesting systems. One of the major differences

with respect to the aforementioned works is that we

study the effect of nonlinearities not only in the restor-

ing elastic force, but also in the friction. The main find-

ing is that for state dependent noise, nonlinear fric-

tion may significantly increase the harvester power, be-

cause it may induce bifurcations from low energy states

(equilibrium points) to higher energy states (limit cy-

cles). Another major contribution is the analysis tech-

nique, which is based on the transformation to energy-

angle equations and the derivation of a reduced energy

equation using projection operators. The method can

be applied to both colored and white noise. We show

that, in general, averaging the equations is not suffi-

cient as memory effects must be taken into account.

The method here presented allows for the derivation

of a power balance equation (PBE), that can be used

to calculate the energy probability density function and

the average injected and extracted power, thus enabling

a complete characterization of the harvester’s perfor-

mance. The PBE equation may also be exploited for de-

sign purposes to determine the harvester optimal work-

ing point.

2 System modeling

Irrespective of the details on the adopted power conver-

sion mechanism, most energy harvesting systems rely

upon oscillators to convert mechanical energy into elec-

trical energy. As we consider a single DOF description,

we describe a nonlinear oscillator for energy harvesting

applications by means of the second order differential

equation

ẍ+ V ′(x) = f(x, ẋ, ξ(t)) (1)

where x is the position (state) of the oscillator, dots

denote derivative with respect to time, prime denotes

derivative with respect to the argument and ξ(t) repre-

sents the stochastic source. The second order differen-

tial equation (1) can be rewritten as a system of first

order equations{
ẋ = y

ẏ = −V ′(x) + f(x, y, ξ(t))
(2)
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Mechanical vibrations are usually limited in magnitude,

thus it is legitimate to linearize (2) around the noiseless

solution obtaining
ẋ = y

ẏ = −V ′(x) + f(x, y, 0) +
∂f

∂ξ

∣∣∣∣
ξ=0

ξ(t)
(3)

In the absence of damping f and without noise, (3)

describes a Hamiltonian system, i.e. a system with con-

stant energy. Function f(x, y, 0) collects the dissipation

terms, such as internal friction, resistance in the cir-

cuitry, and the harvesting system that subtracts energy

from the vibrating structure and converts it into usable

power. Finally, ∂f/∂ξ is a modulating function since it

is calculated for ξ = 0.

The energy of mechanical vibrations is spread over a

wide range of frequencies, suggesting to model random

vibrations as a white noise process. From the mathe-

matical point of view, Gaussian white noise ξ(t) = Ẇt

is characterized by zero expectation 〈Ẇt〉 = 0 and Dirac

delta time correlation 〈ẆtẆs〉 = δ(t − s). White noise

is a reasonable approximation in the case where the

typical time scales of the underlying deterministic dy-

namics are much larger than the noise correlation time

(quasi-white approximation).

When the quasi-white approximation does not ap-

ply, one must take into account the finite, non null

noise correlation time, and that the power of random

mechanical vibrations is concentrated at low frequency

rather than being uniformly distributed on the whole

frequency range. In this case a more appropriate model

for the noise source is represented by an exponentially

correlated process known as Ornstein-Uhlenbeck pro-

cess (OUP). OUP ξ(t) = ηt is the solution of the linear

stochastic differential equation

η̇t = −k ηt +DẆt (4)

where k is the drift coefficient, D is the diffusion con-

stant and Wt is a Wiener process, i.e. the integral of a

white noise. OUP with initial condition η0 is character-

ized by the expectation value

〈ηt〉 = 〈η0〉e−kt (5)

and by the time correlation function

R(t, t+ s) = 〈ηt ηt+s〉 =
D

k
e−k|s| (6)

The noise intensity for a process with non-negative time

correlation function is defined by the time integral

N =

∫ +∞

0

R(t, s) ds =
D

2

k2
(7)

while the noise correlation time is

τ =

∫ +∞

0

R(t, s)

R(t, 0)
ds =

1

k
(8)

We begin considering the white noise source case,

rewriting (3) as a set of stochastic differential equations

(SDEs)

dx = y dt (9a)

dy = [−V ′(x) + εff(x, y)] dt+ εnDg(x, y) dWt (9b)

where we have introduced the parameters εf and εn
(not necessarily small) to take into account friction and

noise intensity, respectively. Because noise is modulated

by function g(x, y), the problem arises whether (9) should

be interpreted as a Stratonovich or as an Itô SDE [35,

36]. For our purpose, it is convenient to interpret (9) as

an Itô SDE.

Conversely, in the case noise is better approximated

by a OUP, (3) becomes

dx = y dt (10a)

dy = [−V ′(x) + εff(x, y) + εn g(x, y) ηt] dt (10b)

dηt = −ηt
τ

dt+
D

τ
dWt (10c)

where we have rewritten (3) and (4) as SDEs and we

have introduced the new parameter D = D τ .

It is worth noticing that in the (x, y, ηt) space, equa-

tion (10) describes a diffusion process with unmodu-

lated white Gaussian noise, therefore its solution does

not depend on the stochastic calculus interpretation

being used. For analysis purposes, it is convenient to

transform (10) into an equivalent system in a reduced

space (x, y), subject to white Gaussian noise. By equiv-

alent we mean that the transformed system retains the

same statistical properties of the original system with

colored noise. The advantage of this transformation is

twofold: first it makes a direct comparison with system

(9) immediate; second the same analysis technique can

be used for both systems.

It can be shown (see [37,38]) that for short noise

correlation time, the solution of the Itô SDE

dx = y dt (11a)

dy =

[
−V ′(x) + εff(x, y) + ε2n

D2

2
g(x, y)

∂g(x, y)

∂y

]
dt

+ εnDg(x, y)dWt (11b)

is also a weak solution of (10). That is, for a specific re-

alization of the Wiener process Wt, the solutions of (10)

and (11) differ in details but retain the same statistical
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properties such as mean, variance and higher moments.

This information is sufficient for most practical appli-

cations. Therefore we shall study the Itô SDE with a

multiplicative noise source

dx = y dt (12a)

dy =
[
−V ′(x) + εff(x, y) + ε2nh(x, y)

]
dt

+ εng(x, y)dWt (12b)

where1

h(x, y) =


0 for white noise

1

2
g(x, y)

∂g(x, y)

∂y
for colored noise

(13)

3 Energy-angle representation

We are now going to rewrite the state equation (12) in

terms of energy and angle variables. Stochastic differen-

tial equations for energy and angle can thus be derived,

providing an ideal starting point for the analysis of the

power injected into the system by noise and of the ex-

tracted power.

The total energy of the system is the sum of kinetic

and potential energy components E = y2/2 + V (x).

In the undamped and noiseless limit (εf = εn = 0),

system (12) describe a Hamiltonian system that can be

transformed into energy-angle coordinates so that the

governing equations take the special form [39]

Ė = 0 (14a)

θ̇ = Ω(E) (14b)

where θ is the angle function and Ω(E) is the angu-

lar frequency. Because the Jacobian of the coordinate

transformation (x, y) → (E, θ) is regular, by the im-

plicit function theorem the coordinate transformation

is invertible for small values of εf and εn, at least lo-

cally as in general a global change of coordinates is not

guaranteed to exist.

In most practical problems, e.g. weakly nonlinear

and/or anharmonic oscillators, the old coordinates can

be expressed in terms of the new ones in the form x =

x(E, θ), y = y(E, θ). Using Itô calculus and Itô lemma

1 Without loss of generality we shall assume D = 1. Dif-
ferent values of D can be taken into account by rescaling the
noise intensity according to ε̃n = εnD = εnDτ . Therefore,
by varying the parameter εn we can investigate the influence
of both the noise diffusion coefficient D and the noise corre-
lation time τ .

[35,36] it is straightforward to derive a SDE for the

energy

dE =
[
εfaE(E, θ) + ε2nbE(E, θ)

]
dt

+ εnBE(E, θ)dWt (15)

where (for the sake of simplicity, we use x, y to denote

x(E, θ), y(E, θ))

aE(E, θ) = y f(x, y) (16a)

bE(E, θ) =
1

2
g2(x, y) + y h(x, y) (16b)

BE(E, θ) = y g(x, y) (16c)

Derivation of the SDE for the angle variable is more

involved. Two different situations can occur.

3.1 Angle equation given θ(x, y)

The SDE for the angle is easily found if the expres-

sions for x(E, θ) and y(E, θ) can be inverted to find an

explicit formula for θ(x, y). Given the function θ(x, y),

application of Itô formula and Itô lemma yields

dθ =
[
Ω(E) + εfaθ(E, θ) + ε2nbθ(E, θ)

]
dt

+ εnBθ(E, θ)dWt (17)

where

Ω(E) =
∂θ

∂x
y − ∂θ

∂y
V ′(x) (18a)

aθ(E, θ) =
∂θ

∂y
f(x, y) (18b)

bθ(E, θ) =
1

2

∂2θ

∂y2
g2(x, y) +

∂θ

∂y
h(x, y) (18c)

Bθ(E, θ) =
∂θ

∂y
g(x, y) (18d)

3.2 Angle equation given x(E, θ) and y(E, θ)

Although theoretically feasible, in many practical prob-

lems inverting the expressions x(E, θ), and y(E, θ) to

find an explicit relation for θ(x, y) may be difficult or

at least unpractical, because x(E, θ) and y(E, θ) often

involve special functions that are hard to handle.

If this is the case, one may proceed as follows. First

we observe that for the undamped, noiseless system

(εf = εn = 0), we have

ẋ =
∂x

∂E
Ė +

∂x

∂θ
θ̇ (19)
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that together with (14) yields

θ̇ = Ω(E) =

(
∂x

∂θ

)−1
y (20)

In presence of dissipation and noise, from x(E, θ)

and using Itô formula we obtain

dx =
∂x

∂E
dE +

∂x

∂θ
dθ +

1

2

∂2x

∂E2
(dE)2 +

1

2

∂2x

∂θ2
(dθ)2

+
∂2x

∂E∂θ
dEdθ (21)

so that

dθ =

(
∂x

∂θ

)−1 [
dx− ∂x

∂E
dE − 1

2

∂2x

∂E2
(dE)2

−1

2

∂2x

∂θ2
(dθ)2 − ∂2x

∂E∂θ
dEdθ

]
(22)

Equation (15), together with Itô lemma, implies

(dE)2 = ε2nB
2
E(E, θ)dt (23)

On the other hand, we expect also the angle to be an

Itô process, so that

dθ = α(E, θ)dt+ β(E, θ)dWt (24)

where α(E, θ) and β(E, θ) are unknown functions to be

determined. By Itô lemma

(dθ)2 = β2(E, θ)dt (25)

dEdθ = εnBE(E, θ)β(E, θ)dt (26)

Introducing (23)-(26) into (17) and equating the coef-

ficients of dWt we obtain

β(E, θ) = −εn
(
∂x

∂θ

)−1
∂x

∂E
BE(E, θ) (27)

Finally, we can write the angle equation (17) where

the coefficients are now given by

aθ(E, θ) = −
(
∂x

∂θ

)−1
∂x

∂E
aE(E, θ) (28a)

bθ(E, θ) = −
(
∂x

∂θ

)−1 [
∂x

∂E
bE(E, θ) +

1

2

∂2x

∂E2
B2
E(E, θ)

+
1

2

∂2x

∂θ2
B2
θ (E, θ) +

∂2x

∂E∂θ
BE(E, θ)Bθ(E, θ)

]
(28b)

Bθ(E, θ) = −
(
∂x

∂θ

)−1
∂x

∂E
BE(E, θ) (28c)

4 Reduced energy equation

The SDEs for energy (15) and angle (17) are exact, as

no approximation was introduced in their derivation,

but in general they are not easier to solve than the

original problem (12). Applying stochastic projection

operator methods, in this section we derive a reduced

SDE for the energy. Being single variable, the reduced

equation can be analyzed to obtain the marginal prob-

ability density function for the energy.

The Fokker-Planck equation (FPE) associated to

the energy-angle SDEs, whose unknown is the joint

probability density function (PDF) p(E, θ, t) of the two

variables, reads

∂p(E, θ, t)

∂t
=
(
Λ0 + εfΛεf + ε2nΛεn

)
p(E, θ, t) (29)

where we define Λ = Λ0 +εfΛεf +ε2nΛεn , and the three

operators are

Λ0p = −Ω(E)
∂p

∂θ
(30a)

Λεf p = − ∂

∂E
[aE(E, θ)p]− ∂

∂θ
[aθ(E, θ)p] (30b)

Λεnp = − ∂

∂E
[bE(E, θ)p]− ∂

∂θ
[bθ(E, θ)p]

+
1

2

∂2

∂E2

[
B2
E p
]

+
1

2

∂2

∂θ2
[
B2
θp
]

+
∂2

∂E∂θ

[
BE Bθp

]
(30c)

The stationary distribution pst for the zero-th or-

der equation ∂p/∂t = Λ0p is independent on the angle,

pst = pst(E). Imposing the normalization condition∫ Ω(E)T (E)

0

pst(E)dθ = 1 (31)

we find

pst =
1

Ω(E)T (E)
(32)

Here Ω(E) and T (E) are the oscillator angular fre-

quency and period, respectively. Thus [0, Ω(E)T (E)] is

the angle range that, in the simplest case as, e.g., for lin-

ear oscillators, corresponds to Ω(E)T (E) = 2π. How-

ever, for more complex nonlinear oscillators, different

ranges may arise because of possible parametrizations

of non circular oscillations (see later on in section 6).

The stationary distribution can be used to introduce

a projection operator P , defined through its action over

a generic function F (E, θ, t)

PF (E, θ, t) = pst

∫ Ω(E)T (E)

0

F (E, θ, t) dθ (33)
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The application of the projection operator to the PDF

yields the marginal PDF for the energy Pp(E, θ, t) =

p̂(E, t). Together with P we define the complementary

operator Q such that P +Q = I, where I is the identity

operator.

Applying the two complementary projection opera-

tors to the FPE (29) we have

∂

∂t
P p(E, θ, t) = P ΛPp(E, θ, t) + P ΛQp(E, θ, t) (34)

∂

∂t
Qp(E, θ, t) = QΛPp(E, θ, t) +QΛQp(E, θ, t) (35)

At any time instant, the solution of (35) is in the null

space of P . Because the equation is linear, a formal

solution is

Qp(E, θ, t) = etQΛQp(E, θ, 0)

+

∫ t

0

e(t−s)QΛQΛPp(E, θ, s) ds (36)

Introducing (36) into (34) gives the Mori-Zwanzig equa-

tion

∂Pp(E, θ, 0)

∂t
= PΛPp(E, θ, t) + PΛetQΛQp(E, θ, 0)

+ PΛ

∫ t

0

e(t−s)QΛQΛPp(E, θ, s) ds (37)

Without loss of generality, we can chose the initial dis-

tribution p(E, θ, 0) in the null space of Q, thus making

the second term on the right hand side of (37) null.

The last term represents a memory effect, being the

consequence of the attempt to follow the full dynam-

ics looking only at a subset of variables [20]. The full

system is Markovian, since the knowledge of the state

at a given time permits to determine the state at any

successive instant. However, if only a subset of vari-

ables is considered, the reduced system becomes non

Markovian, and keeps track of the eliminated variables

through the memory term. For the sake of simplicity,

we shall assume that the memory effect becomes very

quickly negligible, or, in other words, that the system

has a very short time memory. Under this assumption

the reduced FPE simplifies to

∂Pp(E, θ, 0)

∂t
≈ P

(
Λ0 + εfΛεf + ε2nΛεn

)
Pp(E, θ, t)

(38)

Using (30) and (31), and imposing the periodic bound-

ary conditions

p(E, 0, t) = p(E,Ω(E)T (E), t) (39)

∂p

∂θ
(E, 0, t) =

∂p

∂θ
(E,Ω(E)T (E), t) (40)

a lengthy but straightforward calculation gives

PΛ0Pp(E, θ, t) = 0 (41a)

PΛεfPp(E, θ, t) =
−1

Ω(E)T (E)

∂

∂E
[aE(E)p̂(E, t)]

(41b)

PΛεnPp(E, θ, t) =
−1

Ω(E)T (E)

∂

∂E

[
bE(E)p̂(E, t)

]
+

1

2Ω(E)T (E)

∂2

∂E2

[
B

2

E(E)p̂(E, t)
]

(41c)

where

aE(E) =
1

Ω(E)T (E

∫ Ω(E)T (E

0

aE(E, θ) dθ (42a)

bE(E) =
1

Ω(E)T (E

∫ Ω(E)T (E

0

bE(E, θ) dθ (42b)

BE(E) =

√
1

Ω(E)T (E

∫ Ω(E)T (E

0

B2
E(E, θ) dθ (42c)

As a consequence the reduced FPE (38) for the marginal

PDF p̂(E, t) is

∂p̂(E, t)

∂t
= − ∂

∂E

{[
εfaE(E) + ε2nbE(E)

]
p̂(E, t)

}
+
ε2n
2

∂2

∂E2

[
BE(E)p̂(E, t)

]
(43)

that corresponds to the reduced SDE for the energy

dE =
[
εfaE(E) + ε2nbE(E)

]
dt+ εnBE(E)dWt (44)

Notice that a reduced energy equation similar to

(44) can be obtained by direct application of stochas-

tic averaging to (15)–(17), under the hypothesis that a

time scale separation exists between the fast (the angle)

and the slow (the energy) variables [40,30,31,41,32].

This condition obviously is satisfied if εn � Ω(E) and

εf � Ω(E). Contrary to stochastic averaging, where

the time scale separation assumption is introduced since

the very beginning, our derivation based on projection

operators is exact (no approximations are made) up to

the Mori-Zwanzig equation (37). This equation can thus

be used as a starting point for further analysis, such as

the investigation of memory terms effects on the dy-

namics, e.g. short memory (but not vanishing small) or

long memory (t-model) [37].

5 Stationary marginal probability density

function and power balance equation

The averaged FPE (43) is a single variable partial dif-

ferential equation. The stationary solution p̂st(E) can
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be easily found imposing ∂p̂/∂t = 0 together with null

boundary conditions

lim
E→+∞

p̂st(E) = 0 (45)

thereby obtaining

p̂st(E) =
N

B
2

E(E)
exp

(
2

ε2n

∫
εfaE(E) + ε2nbE(E)

B
2

E(E)
dE

)
(46)

where N is a constant that can be determined imposing

the normalization condition
∫ +∞
0

p̂st(E) dE = 1.

The most probable values of the energy (mode) cor-

respond to the maxima of the stationary distribution,

that is to the solution of the equation p̂′st(E) = 0. Tak-

ing the derivative of (46), the mode are among the so-

lutions of the equation

2

ε2n

[
εfaE(E) + ε2nbE(E)

]
− 2BE(E)B

′
E(E) = 0 (47)

It is interesting to compare the mode with the equilib-

rium points of the damped, noiseless system, that are

found solving

aE(E) = 0 (48)

In general, the mode do not correspond to the equi-

librium points. Therefore, noise influences the dynam-

ics of the system in several ways. Not only it can shift

the mode with respect to the equilibrium points, but

it can also modify the stability of the solutions. For

instance, under the influence of noise a system can be-

gin to fluctuate around an unstable equilibrium point

of the deterministic system, a phenomenon known as

noise induced stability.

Another interesting phenomenon is a noise induced

phase transition, i.e. noise may generate preferred points

that do not have correspondence in the underlying de-

terministic system. These transitions correspond to a

qualitative change of the probability distribution, that

can for instance be modified from uni-modal to multi-

modal as the noise intensity is varied.

Noise induced phenomena open interesting possibil-

ities to the designer, who could in principle exploit noise

induced transitions to design devices working at op-

erating points not accessible to the deterministic sys-

tems. Another possibility would be to design systems

that work at unstable equilibrium points. Here large

deviations can be expected, as a result of the natural

tendency of the system to escape from such unstable

points, balanced by the noise that is continuously push-

ing the system towards the unstable equilibrium.

The power balance equation is obtained from (44)

by taking the stochastic expectation on both sides and

by using the zero expectation property of Itô stochastic

integral〈
dE

dt

〉
= εf 〈aE(E)〉+ ε2n

〈
bE(E)

〉
(49)

The left hand side of (49) represents the instantaneous

expected power, while the expectations on the right

hand side are the harvested and friction dissipated power,

and the power injected into the system by noise, respec-

tively. They are computed using the stationary PDF

(46)

〈aE(E)〉 =

∫ +∞

−∞
aE(E) p̂st(E) dE (50)

〈
bE(E)

〉
=

∫ +∞

−∞
bE(E) p̂st(E) dE (51)

Asymptotically, the system reaches a steady state, i.e.

an equilibrium point of the ODE (49). Such a state

corresponds to the situation where the power injected

by the noise into the system Pin = ε2n〈bE(E)〉 equals

the power subtracted from the system by the harvesting

mechanism and the internal friction Pout = εf 〈aE(E)〉.
Since the injected and extracted powers depend on the

energy level, it is in principle possible to maximize the

harvested power by properly controlling the state of the

system, thus making it possible to design a system with

an optimized working point.

6 Influence of nonlinearity and correlation time

We shall now apply the theoretical tools developed in

the previous sections to investigate the role of nonlin-

earities and noise correlation time on the power avail-

able in the harvesting system. We shall consider two

types of nonlinear behavior: The first is a nonlinear-

ity in the oscillator state equations as a consequence

of the potential energy. Potential V1(x) = x2/2, and

V2(x) = ax2/2 + bx4/4 will be considered, describing a

linear (LO) and a nonlinear oscillator (NLO), respec-

tively.

Second, we shall consider both linear and nonlinear

frictions, i.e. a simple linear friction (LF) term fa(x, y) =

−y, and a van der Pol-like nonlinear friction (NLF)

fb(x, y) = (1− x2)y.

Finally we shall assume that the noise modulation

function is g(x, y) = (1+y), implying that noise is both

additive and multiplicative. As a consequence, the ad-

ditional drift term (13) is hα(x, y) = 0 for white noise

(WDR), and hβ(x, y) = (1 + y)/2 for colored noise

(CDR). The coefficients for the complete energy SDE

(15), including the diffusion noise term, as given by

(16), are summarized in Table 1.
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Table 1 Coefficients for the full energy SDE (10). Cases of
the LF/NLF LO/NLO oscillators, WDR/CDR noise, diffu-
sion noise

LF a
(a)
E (x, y) = −y2

NLF a
(b)
E (x, y) = (1− x2)y2

WDR b
(α)
E (x, y) = (1 + y)2/2

CDR b
(β)
E (x, y) = (1 + 3y + 2y2)/2

Diffusion BE(x, y) = (1 + y)y

Table 2 Coefficients for the reduced energy SDE (44) for the
LO. Cases of LF/NLF, WDR/CDR noise, diffusion noise

LF a
(a)
E (E) = −E

NLF a
(b)
E (E) = E − E2/2

WDR b
(α)
E (E) = (1 + E)/2

CDR b
(β)
E (E) = (1 + 2E)/2

Diffusion BE(E) =
√

3E2/2 + E

6.1 Linear oscillator (LO)

First we consider an energy harvester based on a linear

oscillator. The potential energy in this case is simply

V1(x) = x2/2. Position and velocity coordinates can be

written as functions of energy and angle in the form

x =
√

2E sin θ, y =
√

2E cos θ (52)

where θ ∈ (0, 2π). Using (20) we have the angular fre-

quency Ω(E) = 1 and period T (E) = 2π for all initial

conditions2. The coefficients of the reduced SDE for the

energy (44) are easily computed through (42) and are

summarized in Table 2.

It is worth noticing that taking the stochastic ex-

pectation for bE(E) in Table 2, we find that the noise

injected power is proportional to the expected energy:

Pin ∝ ε2n〈E〉. This result is what suggested to use a

van der Pol-like friction (NLF), as the latter may give

advantages with respect to the LF case.

In presence of linear dissipation, the oscillator ex-

hibits noise induced random fluctuations around a sta-

ble equilibrium point (the origin). By converse, the NLF

LO oscillator fluctuates around a stable limit cycle.

Since the latter corresponds to a higher energy level

than the former, the noise injected power will be in-

creased.

The stationary PDFs are found from (46): The re-

sults are summarized in Table 3.

2 The corresponding phase portrait is known as isochronous
center

Table 3 Stationary reduced energy PDF for the LO. Cases
of LF/NLF, WDR/CDR noise

LF, WDR pst = N(3E + 2)
−

4εf+4ε2n

3ε2n

NLF, WDR pst = N(3E + 2)
16εf−12ε2n

9ε2n e
−

2εf

3ε2n
(3E+2)

LF, CDR pst = N(3E + 2)
−

4εf+2ε2n

3ε2n

NLF, CDR pst = N(3E + 2)
16εf−6ε2n

9ε2n e
−

2εf

9ε2n
(3E+2)

Figure 1 shows the stationary PDF pst(x, y) for the

linear oscillator with white and colored noise, obtained

through numerical integration of (9) and (10). The Euler-

Maruyama numerical integration scheme was used, with

time integration step ∆t = 20 × 10−6, and simulation

length ∆T = 105. The probability to find the system

in the state x + dx, y + dy has been computed as the

number of samples in such an interval, normalized to

the total sample number. For comparison, an approxi-

mation for pst(x, y) can be found under the hypothesis

that, because of the time scale separation, angle and

energy become independent variables. Thus it is legiti-

mate to assume pst(x, y) = pst(θ)p̂st(E). Using (32) and

remembering that E = y2/2 + V (x) we have

pst(x, y) =
1

Ω(E)T (E)
p̂st(E) (53)

Theoretical predictions given by (53) are shown in fig-

ure 2.

Figure 3 shows the marginal PDF for the energy of

a linear oscillator with white and colored noise. Sta-

tionary PDFs obtained from numerical integration of

(9) and (10) are compared with the theoretical PDFs

shown in Table 3.

6.2 Nonlinear oscillator

We choose a nonlinear oscillator characterized by the

potential energy V2(x) = ax2/2 + bx4/4 where a and

b are real, positive parameters. Position and velocity

coordinates can be written as functions of energy and

angle in the form

x =

(
4E2

a2 + 4bE

)1/4

sd(θ, k) (54a)

y =
√

2E cd(θ, k) nd(θ, k) (54b)

where sd(θ, k), cd(θ, k) and nd(θ, k) are Jacobi elliptic

functions and

k2 =
1

2

(
1− a√

a2 + 4bE

)
(55)
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Fig. 1 PDF for a linear oscillator subject to white and colored noise. Parameters are εf = 0.05 and εn = 0.10. Correlation
time for the Ornstein-Uhlenbeck process is τ = 0.25. (a) Linear friction, white noise. (b) Linear friction, colored noise. (c)
Nonlinear friction, white noise. (d) Nonlinear friction, colored noise.

Fig. 2 Theoretical prediction for the PDF of a linear oscillator subject to white and colored noise. Parameters are εf = 0.05
and εn = 0.10. Correlation time for the Ornstein-Uhlenbeck process is τ = 0.25. (a) Linear friction, white noise. (b) Linear
friction, colored noise. (c) Nonlinear friction, white noise. (d) Nonlinear friction, colored noise.

Fig. 3 Theoretical prediction for the marginal PDF for the energy of a linear oscillator subject to white and colored noise.
Parameters are εf = 0.05 and εn = 0.10. Correlation time for the Ornstein-Uhlenbeck process is τ = 0.25. Blue vertical bars
are results of numerical experiments. Solid red line is the theoretical prediction. (a) Linear friction, white noise. (b) Linear
friction, colored noise. (c) Nonlinear friction, white noise. (d) Nonlinear friction, colored noise.

is the elliptic modulus [42]. Here θ ∈ (0, 4K(E)), where

K(E) denotes the complete elliptic integral of the first

kind [42]. Using (20) we find the angular frequency

Ω(E) = (a2 + 4bE)1/4.

The coefficients of the reduced energy SDE (44) are

shown in Table 4, where k′2 = 1 − k2 is the comple-

mentary modulus [42], and In(E) denote the integral

function3

In =

∫
ndnu du (56)

Figure 4 shows the stationary PDFs for the nonlin-

ear oscillator subject to white and colored noise, com-

puted through numerical integration of (9) and (10),

respectively. The marginal energy stationary PDFs are

shown in Figure 5, where they are compared against

3 Analytical formulas in terms of complete elliptic integrals
and elliptic modulus for these integral functions are given in
the appendix.

Table 4 Coefficients for the reduced energy SDE (44) for the
NLO. Cases of LF/NLF, WDR/CDR noise, diffusion noise

LF a
(a)
E (E) = −

E

2K

(
1

k2
I2 −

k′2

k2
I4

)
NLF a

(b)
E (E) =

E

2K

(
1

k2
I2 −

k′2

k2
I4

)
+

E2

K
√
a2 + 4bE2

(
k′2

k2
I6 −

k′2 + 1

k4
I4

+
1

k4
I2

)
WDR b

(α)
E (E) =

1

2
+

E

4K

(
1

k2
I2 −

k′2

k2
I4

)
CDR b

(β)
E (E) =

1

2
+

E

2K

(
1

k2
I2 −

k′2

k2
I4

)
Diffusion BE(E) =

[
E

2K

(
1

k2
I2 −

k′2

k2
I4

)
+

E2

K

(
k′4

k4
I8 −

2k′2

k4
I6 +

1

k4
I4

)]1/2
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the theoretical prediction (46). For the nonlinear case,

we are not able to give analytical expressions for p̂st(E),

however we did integrate numerically (46) using the co-

efficients in Table 4.

We can now investigate the role of nonlinearity on

the injected and extracted power. Figure 6 shows a com-

parison between the stationary PDFs for the LO and

NLO based energy harvesting system. The upper graph

shows that in the case of linear friction, as far as the

stationary PDF is concerned there are no significant dif-

ferences between linear and nonlinear oscillators. Noise

correlation time also does not seem to play a significant

role, because the difference between the PDFs for white

and colored noise is minimal. The situation is very dif-

ferent in the case of nonlinear friction (shown below).

In the NLF case, the stationary marginal PDF for the

energy of LO is very different from that of NLO. Also,

noise correlation plays a significant role, as the PDF for

colored noise is rather different from that of white noise

of the same intensity.

Finally, figure 7 shows the power injected by noise

(both white and colored) into a linear and a nonlinear

oscillator-based energy harvesting system. The injected

power has been evaluated implementing (51) exploit-

ing the bE reported in Table 2 and the stationary PDF

in Table 3 (solid lines). The theoretical results are vali-

dated against the numerically computed injected power

evaluated from (9) and (11). Above we show the power

injected in the case of linear friction. For both white

and colored noise there is no advantage in using a non-

linear oscillator rather than a linear one (blue/red and

black/green lines are superimposed). This result can be

explained as follows: weak noise induces fluctuations

around the origin, the unique, asymptotically stable

equilibrium point, that are too small to initiate sig-

nificant nonlinear effects. In the case of linear friction,

colored noise sources provide slightly more power than

WDR sources of the same intensity.

The situation is very much different for the case of

nonlinear friction (lower figure part). Here nonlinear os-

cillators outperform linear ones for both white and col-

ored noise sources. Furthermore, energy harvesting sys-

tems with nonlinear friction perform significantly bet-

ter, by almost an order of magnitude, than those based

on linear friction.

As mentioned above, for this specific example the

better harvesting performance of the nonlinear friction

device are due to the modulated noise component. In

fact, since the power injected by noise is proportional to

the energy level, the working point fluctuating around

a limit cycle outperforms a device operated around the

origin as the former corresponds to a larger energy.

7 Conclusions

We have presented a novel procedure for reducing the

stochastic equations describing the dynamics of a sin-

gle DOF stochastic energy harvesting system subject

to white and time-correlated noise sources. After trans-

forming the state variable description into energy angle-

variables, through stochastic projection and averaging

we have obtained a power balance equation that puts

in evidence the importance of nonlinear elements and

noise correlation time on the energy harvesting perfor-

mance.

Exploiting the PBE, we have shown that nonlinear

energy harvesters subject to modulated (multiplicative)

stochastic sources can outperform their linear counter-

parts, thus opening the way to exploiting nonlinear dy-

namic analysis techniques for the possible improvement

of energy harvesting systems.

A Solution of the nonlinear oscillator

In absence of noise and for the potential V (x) = ax2/2+bx4/4
equation (2) becomes

ẋ =y

ẏ =− ax− bx3

Dividing one equation by the other, separating variables and
integrating one finds

y2

2
+ a

x2

2
+ b

x4

4
= H0

where H0 is a constant representing the energy. Solving with
respect to y and considering only the positive determination
yields

y =
√

4H0 − 2ax2 − bx4

Substituting in ẋ = y and separating variables gives the first
order differential equation

dx
√

4H0 − 2ax2 − bx4
= dt

Integrating both sides it turns out that x(t) is in fact given
by [43]

x(t) =

(
4E2

a2 + 4bE

)1/4

sd[(a2 + 4bE)1/4t, k]

where E = 4H0 represents the energy level. Differentiating
with respect to time

y(t) =
√

2E cd[(a2 + 4bE)1/4t, k] nd[(a2 + 4bE)1/4t, k]
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Fig. 4 Probability density function for a nonlinear oscillator with nonlinear potential V (x) = x2/2 + x4/4. Parameters are
εf = 0.05 and εn = 0.10. Correlation time for the Ornstein-Uhlenbeck process is τ = 0.25. (a) Linear friction, white noise.
(b) Linear friction, colored noise. (c) Nonlinear friction, white noise. (d) Nonlinear friction, colored noise.

Fig. 5 Theoretical prediction for the marginal PDF for the energy of a nonlinear oscillator with nonlinear potential V (x) =
x2/2 + x4/4. Parameters are εf = 0.05 and εn = 0.10. Correlation time for the Ornstein-Uhlenbeck process is τ = 0.25. Blue
vertical bars are results of numerical experiments. Solid red line is the theoretical prediction. (a) Linear friction, white noise.
(b) Linear friction, colored noise. (c) Nonlinear friction, white noise. (d) Nonlinear friction, colored noise.

Fig. 6 Comparison between stationary marginal PDFs of a
linear and a nonlinear oscillator subject to white and colored
noise. Parameters are εf = 0.05 and εn = 0.10. Correla-
tion time for the Ornstein-Uhlenbeck process is τ = 0.25.
Above: PDFs for a linear oscillator (LO) and a nonlinear os-
cillator (NLO) subject to both white (WDR) and colored
(CDR) noise, in the case of linear friction. Below: same as
above but for nonlinear friction.

Fig. 7 Comparison between the power injected by noise for
both linear (LO) and nonlinear (NLO) oscillator based har-
vesting system, as a function of the noise intensity. Both white
(WDR) and colored noise (CDR) are considered. Parame-
ters are εf = 0.05, noise correlation time for the Ornstein-
Uhlenbeck process is τ = 0.25. Above: Linear friction (LF).
Below: Nonlinear friction (NLF). Solid line: Theoretical re-
sults. Symbols: numerical solution of the stochastic systems.



12 Michele Bonnin et al.

B Integral functions In

The well known relationships between the squares of Jacobi
elliptic functions

k2 sd2u =nd2u− 1

k2 cd2u =1− k′2nd2u

imply that (42) can be reduced to the solution of the integrals

In =

∫ 4K(E)

0

ndnudu

For n = 2, 4 the integrals are easily computed with the help
of the Fourier series for nd2u and nd4u [44], obtaining

I2 =

∫ 4K(E)

0

nd2udu =
4E(k)

k′2

I4 =

∫ 4K(E)

0

nd4udu =
8(2− k2)E − 4(1− k2)K

3k′4

where E(k) is the complete elliptic integral of the second kind.
For larger values of n, integrals In can be computed using

a recursive relation. Following the procedure described in [45]
we find

d

du

(
ndlu sdu cdu

)
=− (l + 2)

k′2

k2
ndl+3u

+ (l + 1)
k′2 + 1

k2
ndl+1u− l

1

k2
ndl−1u

For l = n− 3

d

du

(
ndn−3u sdu cdu

)
=(1− n)

k′2

k2
ndnu

+ (n− 2)
k′2 + 1

k2
ndn−2u− (3− n)

1

k2
ndn−4u

Integrating and rearranging terms

In =
1

(1− n)k′2

[
(2− n)(k′2 + 1)In−2 + (n− 3)In−4

]
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