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Logic Synthesis of Pass-Gate Logic Circuits
with Emerging Ambipolar Technologies

Valerio TenaceMember, IEEE Andrea CalimeraMember, IEEE,
Enrico Macii, Fellow, IEEE, Massimo Poncinokellow, |IEEE,

Abstract—Emerging devices and new ultra-scaled silicon transis- margins, low static power consumption. Unfortunately, as
tors have shown disruptive electrical and functional properties transistors approached sub-nanometer lengths, most of these
that might bring digital hardware to the next level. The key benefits have progressively blurred [7], [8]. With many new

issue today concerns their integration. Even though the classical ina devi . ted b . CMOS
complementary logic style is the most intuitive option, other emerging devices experimented by process engineers,

strategies such as pass-transistors that were discarded in themay possibly lose its supremacy.
past because they did not fit Silicon MOS-FETs logic should New devices, however, also bring along new implementation

be reconsidered. Obviously, the assessment of such alternativesstyles; some of those that were discarded in the past as

requires customized CAD tools and optimization engines. The o o itaq for CMOS have now become a viable alterna-
objective of this work is to introduce a synthesis and optimization

flow for pass-gate logic circuits mapped onto emerging ambipolar tiVe. This is the case of pass-gate logic families, like the
technologies. As main contributions we propose: (i) a novel Well-known Pass-Transistor Logic (PTL) [9], which already
EXNOR-based decomposition technique that fully exploits don’t proved their efficiency for nanoelectromechanical switches
care conditions to generate compact logic function representa- (NEMs) [10], carbon nanotubes (CNTs) [11], and graphene p-

tions; (i7) a dedlcated'one-pass synthesis flow where optimization n junctions [12], [13]. A proper assessment of pass-gate logic
and technology mapping are concurrently run on a common data

structure, the Reduced Ordered Pass-Diagram. Experimental CircUits requires design tools able to cope with the complexity
results demonstrate that the proposed flow outperforms existing Of modern designs. For pass-gate logic the state-of-the-art is
synthesis tools by achieving more compact circuit representations still represented by models and algorithms that rely on Binary
with 8.5x less devices and about 8>shallower structures (on  pecision Diagrams (BDDs) [15]. In spite of the many values of
average), while still yielding lower CPU times. BDDs, BDD-based logic synthesis shows several limitations
which lead to poor design quality. As we will show in this
. INTRODUCTION work, there are many margins of improvement.

A. Research Context

With the end of the Moore’s law and the emerging of new contributions

computing paradigms, the ICT industry is called to face a big

challenge, i.e., to re-think hardware design from devices to syd2is work introduces a dedicated design flow for the logic
tems. At the lower levels of the design stack, this effort tran§ynthesis and optimization of ultra-low power pass-gate logic
lates into a search for technologies that can outperform Silicélicuits, an alternative logic style suitable for emerging am-
CMOS. In recent years, there has been significant gro\,\h}polar devices that naturally implement binate logic prim-
of new devices, such as Silicon Nanowires [1], MagnetiEVeS: EXOR/EXNOR in particular. The main contributions
Tunnel Junctions [2], Domain-Wall Nanowires [3], Graphen@re as follows:

Nanoribbons [4], and Graphene p-n Junction devices [5]. Aparll) generalize the idea of EXNOR-based pass-logic, orig-
from their astounding electro-mechanical properties, these inally proposed for graphene devices in [16], to other
devices implement new logic primitives that might enable the emerging ambipolar technologies;

design of digital circuits with intriguing characteristics. At this 2) improve the design flow by means of a new logic syn-
preliminary stage it is hard to predict which one will reach  thesis engine built upoli) a new data-structure called
massive production and therefore speculating on their large- Reduced Ordered Pass-Diagram, afi an efficient
scale integration is even more risky. We embrace the idea that, optimizer that exploits ad-hoc algorithms for redundancy
as happened for semiconductors, CAD tools will play a key removal and optimal variable ordering.

role during the sele.cti_on process [6]. I_t is therefor_e essentigl proposed one-pass logic synthesis flow enables an effi-
to enable the possibility of a fast design exploration for thgent EXOR/EXNOR decomposition that matches the circuit
assessment of different implementation strategies. This WQg10gy of the pass-gate logic. The obtained circuits achieve
points in this direction as it introduces a novel framework fQimarkable area savings with respect to those implemented
the logic synthesis opass-gate logic circuits mapped ontQyjty tree-based logic synthesis flows commonly adopted for

ambipolar technologies. PTL designs, e.g. [17].
o It is worth emphasizing that the objective is not to demonstrate
B. Motivations the superior performance of pass-gate logic style against

Static CMOS has becomeda-factostandard for VLSI circuits CMOS, nor that of directly comparing emerging technologies
implementation due to its many desirable properties: resilienagainst silicon. Other previous works served this purpose, both
to transistor scaling and supply voltage lowering, large noi$er silicon [14], and beyond-silicon devices [10], [11], [12],

Copyright (c) 2019 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TCAD.2018.2889770

|2 (a)

Front contacts
, x / Graphene layer
: /
V Graphe 5 = >

N
ne p-n junctions

EXNOR-switch | D D J -y
(XO%")".’ q y—-”j|~— -x
Near
S - ’
\ Silicon NanoWires
D S

i |
CX i )
Top view Bottom view

x y
Magnetic Tunnel Junctions Fig. 2. Graphene p-n junction, (a) 3-D view, (b) top view, (ottbm view.

Fig. 1. Example of emerging devices and their logic equivalenith an

EXNOR-switch node. as imposed by the triangular shape of the back-gates, Figure 2-

c), andD is the width of the metal gap between the back-gates,
[13]. The goal of this work is to enable an efficient synthesgssumed to bé&8nm [22]. It is worth noticing that7'(6)=1
framework for the pass-gate logic style. (i.e. 100% of carrier transmitted) when voltages applied at the
Since an exhaustive validation over all the possible ambipofe@ck-gates are concordant, i.€(S)=V(U) (n-n doping when
technologies is unfeasible, we restrict the choice to twé(U)=—V, p-p dopingV (U)=V).
relevant case studies, i.e., Silicon Nanowires [1] (SiNWhigure 3 depicts the electrical model of the p-n junction.
and graphene p-n junctions [5]. These represent the extrefi two resistorsiRc connected to pinsd and Z are the
corners of a wide spectrum of emerging devices that reflect

the same logic abstraction. SiNWs, which are still built on A Z
conventional semiconductors, are the ultimate link between

silicon and beyond-silicon circuits; Graphene p-n junctions, RC% %RC
built on a futuristic 2-D flexible substrate, represent the cutting \ 97C

line. Both show a common property, that @mbipolarity,

thereby enabling an efficient implementation of binate logic Riz(Vs,Vy)
primitives. As pictorially illustrated in Figure 1, a digital ?H{
switch controlled through the built-in EXOR/EXNOR func- C‘gUI C. ICQS

tion is efficiently implemented; the same applies for other
technologies, e.g., Magnetic Tunqel Junctions [2], Carbgrib. 3. Graphene p-n junction electrical model.
NanoTubes [18], Graphene NanoRibbons [4].
parasitic resistance of metal-to-graphene contacts. The resistor
Il. TECHNOLOGY REVIEW R4z represents thed-to-Z resistive path across the layer
A. Graphene p-n Junctions of graphene; its analytical expression i&1, = %;(9)

P . .
The graphene p-n junction (Figure 2-a) has been introducdfie® Ro = 3,> is the quantum resistance per propagating

and discussed in several works, e.g. [19], [20]. It consists B}°de, Nen is the number of excited propagating modes [21],
a graphene sheet with two metal-to-graphene contacemd andT'(9) is the transmission probability. As reported in [22],
Z, which serve as signal input and output respectively, and’@/Ues 0f 24z ranges fromRo7N = 3002, (under n-n or p-p
thick oxide layer that isolates the two back-gat§sand {7, configuration), toRorr = 1072 (p-n or n-p configuration).
from graphene. The model also integrates the coupling capacitafige be-
Exploiting the electrostatic doping, voltage potentials on tefv€en the two adjacent regions; the two lumped capacitors
minals S and U work as a control knob to tune the FermfFOnnected to the back-gatssand U, namely,Cys and Cyu,
energy (L) of the graphene sheet [21]; a positive voltagEONSISt of the series of the oxide capacitance and the quantum
shifts downE - in the valence band thereby leading to a p-typeAPacitance of the graphene sheet _

doping of the graphene region on top of the gate, Whereaé”&e electrical model of the p-n junction was implemented

negative voltage shift&~ up in the conductance band Ieading??_ Verilog-A and validated with accurate Spice simulations.
to n-type doping. When opposite voltages are concurrentydure 4 shows the variation of the junction resistance as
applied onS and U, i.e., V(S)=+V and V(U)=FV, the flnction of the voltage at the back-gates. The plot shows two
device implements the p-n junction. As described in [21fUrves: the first one (square markers) describes the resistance
under such configuration the transmission of carriers froff?€n the back-gaté’ is polarized through a positive voltage

the p-region towards the n-region follows the probabilityVa/2; Whereas the second one (circle markers) represents

_ 2 —nkrDsin?(6). ;
T(G) - ,COb (9)6 ! 0 is the angle _betw_een the 1For an exhaustive discussion on the p-n junction and its electrical model, interested
electron’s wave vectatr and the normal of the junction (£5 readers can refer to [22].
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a flat-band (state 2). WheVig¢ is high enough, the energy
barrier prevents injection of holes. Tuning the polaritylgfs

and Vpg prevents the injection of holes, thus configuring the
RFET to an n-type region.

RFETSs can be implemented with low band-gap semiconductor
materials. Small threshold voltages and high drive currents, in
both p- and n-type configurations, leads to enhanced device
characteristics: (i) lower transfer curve in the Schottky region
with respect to conventional FETSs; (i7) low OFF currents; (i:1)
high ON-OFF ratio due to drive current limited by tunneling
through the Schottky barrier [23], [24].

I1l. EXNOR-BASED PASS-GATE LOGIC
A. Pass-EXNOR Gate (PXG)

As depicted in Figure 6, a PXG is a transmission gate
enhanced with a built-in EXNOR switching function. It has
two logic pins which are fed by the input logic signals (x
andy) and twotransmission pinshat work as source (Sand
drain (D) of an evaluation signal, e.g., a ramp or a sinusoidal
signal. The switching function evaluates the Boolean EXNOR
between the logic inputs, i.ex®y; when TRUE, the PXG is
ON (low resistance path frorfi to D); when FALSE, the PXG

is OFF (high-impedance path frofto D). Different embod-
iments of the PXG are possible depending on the technology.
Figure 6 reports those for graphene p-n junctions and SiNW
RFETSs, the target of this work. The SiINW implementation
is borrowed by previous works [18], [17], which make use

of two parallel devices in order to account for the threshold-
Fig. 5. Reconfigurable SINW transistor. Schematic view (apotiraphic Voltage effect. This is not required for graphene p-n junctions,
images (b), transfer characteristics for p-FET, red marker, and n-FET, blge they behave as pure passive resistors. To notice that a PXG
marker (c) and band diagrams (d). Image credits due to [23]. shows higher expressive power if compared to CMOS gates

(one device for graphene and two for SINW with respect to

the resistance when the back-gdteis polarized through MWelve of a CMOS gate).

a negative voltage-V;,/2. Let us consider the positively-

(program gate)

y
polarized curve (square markers) whers driven by a voltage xy W_f_

. ) . . . . S D
ranging from—V;4/2 to +Vy4/2; the junction resistance is PXG | | S
high at V(S)=—Vy44/2, while it gets smaller wher/(S) xQy T~
approachestV;,/2, few hundred ohms. It is therefore clear S:;W;Y
that the p-n junction is ON (low resistance) when the two n /1\
back-gates have same polarity. e a
B. Silicon NanoWires Grapheyne

Reconflguraple S.INWS FET tran5|§tors .(RFET)’ SChematlcau}/. 6. PXG: abstract view and circuit implementation with SiN\afsd
represented in Figure 5-a and depicted in Figure 5-b, represghiisnene.

another class of dual-gate polarity controlled devices. The tW@o \yaveforms collected through the electrical Spice simu-
gates are used to control charge carrier injection over Schotfky ), of a graphene PXG are shown in Figure 7. The input

barriers. The first one, called program gate (PG), is in chargmse injected intoS passes through the PXG and reaciies
of suppressing the injection of one type of charge carrier; tb\ﬁweneverx:y.

control gate (CG) modulates the injection of the other type of
charge carrier [23]. . ]
The transfer characteristic (Figure 5-c) and the band diagrafs Unate Boolean Functions using PXGs

(Figure 5-d) show that the p-type region is achieved by drivinthe EXNOR operator (hereafter indicated @sor ®) is not

the programmable gate withp = —3V andVpg = —1V. functionally complete perés and other unate logic primitives
With such configuration the obtained barrier at the drain sidee needed to describe all possible logic functions. Figure 8
prevents the injection of electrons (states 1 to 3) [23]. As tlshows the network topologies that implement #ED/OR
Vee potential increases, the bending reduces until it reach@smitives, the logicalidentity and thecomplement.
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=] An efficient mapping of generic Boolean functions onto PXL
o | networks requiresd-hoctools for abstract modeling, proper
UV B s T ohos EXNOR decomposition, and efficient optimization. These is-
sues are discussed in the next section.
Z]
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Fig. 7. Functionality of the Pass-EXNOR logic gate.

Series connections of PXGs implement the lodi&/ D (Sym- D. Quasi-Adiabatic Computing through PXL

bol /.\)' In the example reported in Fig_ure 8 (topmost Ieml'he dynamic power consumption of a PXL circuit is the
the input pulse propagates to the outpiitboth PXGs are sum of two main contributions(i) P;,, which is the power

ON, namely, wher(x1§a2) A (x3@24). Parallel connections o\, med 1y primary inputs when charging/discharging the

of PXGs, !nstgad, |mplement the Iogﬂl:R (V). In the example input capacitance of the PXGs’ control gaté;) P.,q.;, which

:ﬁportetd |tn Frl]gur? |8 (”tght)’ Tethmlim pulse"plrolfggate_s 1Qthe power consumed due to the propagation of the evaluation
¢ oufput whenat least oneol the two parafie s 1S signal through the PXGs. The former term;,(Pis similar to

ON, namely, when(z1©&az) V (3@z4). Finally, connecting o input power consumed by CMOS gates; the latteg, ()
one of the control gate to "1’ or '0’ implements the IoglcatOIIOWS the adiabatic charging principle.

identity or thecomplement. In the examples reported in Figur
8 (bottom left), the input pulse propagates toward the outpg#
whenz; = 1 if the back-gate is fed with '1’, when; = 0 if
the back-gate is fed with '0’.

ring the evaluation-phase, the PXL network reduces to
equivalent lumped resistak., [25], [26]. The R., is

calculated as series/parallel connections of the in-to-out re-
sistance of the PXGs; each of them can assume the value

T iz Ron of Rorr depending on the input pattern. Without loss
x, 0t of generality, let's consider as an evaluation signal an ideal
| | | | @ ramp having a rise/fall-timé’. ;. The power consumed across
. X0y \ — R., can be calculated aB.,.;(t) = Re,iZ (t), with i, the
Nl N N\ \, 3 ¢ == : 7°Cy . Lo
< S Q > O - | | — current injected intoC;, the output load capacitance driven
N by the PXL network. Spice-level simulations can be used to
fo= (1 Ox) 1 (x5 O %) NG estimateR,, andic, (t) under different input patterns.
1 0 The energy dissipated acrod?., is thereby obtained by
F *1 o= O x)) V(x50 xy) . . . .
| | | | integrating the evaluation powet.,,; overT,s:
\y N\ N, Trs Trs C?Vv?2 R.,C
\ V/ (D _ D) _ 1 Vdd 5, _ tteqCi 2
& > E = /0 Reqic, (t)dt = ; R., 2 dt = T, CiViq
fe=x; fa=xs (1)

The larger thel'.;, the smaller the energyl;, ;=2R.,C; is the

break-even point at which the consumed energy equals that
obtained by using an ideal step as the evaluation signal. With
C. Pass-XNOR Logic (PXL) T,+— oo the consumed energy approaches zero, that is the

A PXL circuit [13] consists of a network of PXGs, Figure gadlgbatlc challrgmg.. . .
Series connections of PXGs form a logic path: logic pat hile a detailed discussion on the energy savings brought by

are connected in parallel from the root of the circuit (fe8d|abat|c computing on PXL'can be foynd n .[121’ [13], Wh"’.lt
S paramount to note here is that adiabaticity is a peculiar

by a clocked-power signal) to the sink (the main output): v of th te logic toool Indeed. | PXL
The clocked-power signal works as an evaluation signal t tOp_etrtB;] N | ek p;ss-ga € ofg|c (;p:) of?y. ?h ee ’hm a "
eventually reaches the output when a logic path is ON; in grgcurt the clocked-power 1S forced 1o flow through resistive
case the logic function is evaluated as TRUE, ilelogic. pths (S-to-D pathg across PXGs) never bumping into metal-
When all the logic paths are OFF, the propagation is inhibité)(?('ge Igatg ?onqgctlozs, .tthe.ﬁa?ed'.s not f%r .CMSOSt.or ?i?er
and the logic function is evaluated as FALSE, ilpgic?. static logic familles. As 1t Wil be discussed in section 1V,

the logic synthesis of PXL networks has to meet specific

2More details on the integration of PXL networks can be found in [13] constraints to preserve this feature.

Fig. 8. Unate Boolean function using Pass-EXNOR gates.
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E. Signal integrity in PXL circuits This represents a worst-case scenario that arises whenever

Since PXL circuits are resistive nets with negative gairt Pranch of a PXL circuit is shared among different output
complex topologies might suffer from signal integrity. FofOnes. Obtained results are reported in Figure 10 (right plot).
instance, deep chains of cascading gates may induce a @l integrity is retained up to fan-out 50 (degradation
negligible voltage degradation; similarly, a PXG with a tog- 107 Vaa): a larger fan-out (e.g. 100 active gates) introduces
high fan-out won't be able to propagate the evaluation signd."on negligible signal degradation (33%). To overcome this
To provide a clearer picture on these effects, we descrifgUe: @ simple and effective solution could be introducing
a parametric analysis conducted on a graphene-based P¥LUPPer limit on the maximum number of fan-out PXGs;

circuit. For what concerns voltage degradation, we set up ti§e€never such a limit is reached, branches are merged in
following simulation: different clusters. Thereby, signal integrity would be preserved

with a minimum impact on circuit size. It is worth to notice

« the evaI.uat|on s!gnal (i.e. the clockeq power) is a'squatrﬁat the same countermeasure is also adopted for BDD-based
wave with a period of 1ns and amplitude of 1.1V, srynthesis of PTL circuits [14]

« the evaluation signal is fed as input to a CMOS buffe
which serves as the driver cell; the buffer, taken from a
commercial 45nm technology library, is minimum-sized; |V PREVIOUS WORK ON EX(N)OR-BASED EXPANSION

« the output load capacitance of the PXG chain is set Ruring the last decades, research on optimal logic func-
0.6fF, which is the equivalent input capacitance of #ons representation and simplification using binate operators,
minimum sized CMOS buffer gate (the same kind dEXOR in particular, has been extensively investigated as an
buffer used as driver); answer to the growing complexity of logic circuits. Neverthe-

« all the PXGs in the chain are configured as transparéass, such techniques didn’t find much room in commercial
gates, i.e., both input signals at the back-gates have @gplications. The reason is that EXOR CMOS gates show a
same polarity (refer to the highlighted path in Figure aumber of transistors much larger than AND-OR gates. Things

for a pictorial representation); are changing with the growth of emerging ambipolar devices
« the output signal integrity is measured for different depthghich may revive those methods.
of the PXG chain. In 1990, a pioneering work by Sasao et al. [27] introduced an
algorithm for the expansion of logic functions using EXOR-
lle—e—o o o , 11 AND products, i.e., Exclusive-Sum of Products (ESOPSs). The

same was later improved by [28] which introduced a more
complex method that makes use of EXOR-AND-OR products,

g
=)
g
o

2709 309 @.e., Exclusive-Sum 01_‘ two Sum-of-Prouncts. As reported
She e in [28], area savings with respect to classical Sum-Of-Product
%O_S %0.8 (SOP) representations are in the order of 40%.

£ E Unfortunately, such methods (and their extensions) do not fit
o7 Doz PXL circuits, since all of them look for a possible insertion

s . of EXOR qperators between SOP clauses. Howeyer, a PXL

6 100 200 300 400 500 O 25 50 75 100 network is in the form ofSum-of-Products of Exclusive-Sums,
Number of cascading PXGs Fan-out where the inner part, i.e., the first primitive used during
Fig. 10. Signal integrity analysis. Cascading gates (leftd fan-out (right) Qecomposmon, Is the EXNO.R’ and no.t the AND-OR I.Ike
effects in PXL Gircuits. in [27], [28]. In other words, in a PXL circuit the constraint

is that every EXNOR should work on the primary inputs.
Figure 10 (left plot) reports the obtained results. NumbeFyeserving such topological characteristic is paramount to
suggest that even very deep chains (e.g. 500) guarantee(érexploit the expressive power of the PXGs and (ii) keep

effective propagation of the evaluation signal. adiabaticity alive. _ _
For what concerns the assessment of fan-out capabilities, ffe an example, let's consider the Boolean function
topology of the simulated PXL circuit is the following: J=z12282324, Which is expressed in the form of Exclusive-

« asingle transparent PXG driven by a minimum size 45nm M of Products (ESOP) [29]. The corresponding PXL im-
CMOS buffer, we refer to the PXG as the root PXG: plementation would be the one reported in Fig. 11.
« the root PXG drives other parallel branches, each one

made up of a single PXG (the number of branchis Ti Tll Ay
defines the fan-out). K FYoY
« B ranges from 2 up to 100. v L) L)
Two different experiments were conducted. s\ ? U1 6)
Analysis 1 only one branch oveB allows the propagation of Tl ’lc“‘l
the evaluation signal. Collected results show that the sampled
output signal is about 1.099V for all configurations, namely /A /A
signal integrity is preserved. N N fa=(12) O (x3x,)

Analysis 2 all the branchesB are active at the same time. ]
—_— Fig. 11. Example ofntra-layer connections
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As one can observe, the expressive power of PXGs is un- h
derutilized as all of them have one logic input stacked at .O%
a fixed value. Moreover, the circuit shows a break on the venn
resistive path across the PXGs; this topology prevents the True "\

. . . . branch False™
adiabatic charging of the output capacitance. As a conse- NN

guence, power consumption increases. Moreover, fabricating
intra-layer connections on monolithic graphene sheets may
result dramatically complex, hence, too costly.

Only recently, the work by Bernasconi et al. [30] demonstrated
a Boolean decomposition in the form &um-of-Products

of Exclusive-Sumshat works as follows. Given a generic
function f(x1,xa,...,zn), WhereS = (z1,x9,...,xy) is the
support-set of cardinalityv, f can be expanded according to
the (z; — p) paradigm as shown below:

f(1‘1,.732, ---7-TN) _ ($1€_B$2)f‘$1=w2 V. (f1®5'32)f|x1;£m2 (2) Fig. 12. Biconditional BDD representation of (4).

Unlike a Shannon’s decomposition that considers the expagt, and different sequences do result into different branch
sion with respect to a single variable forced to be '0’ or organizations.

1", here the co-factoring is obtained imposing the equalitP/ i .
between two variables; and z;, i.e. z; = z; O @1 # o, t is worth emphasizing that BBDDs could be adapted to

each co-factor is then AND-ed with the EXOR/EXNOR of€Present any PXL circuit implemented as shqwn in _Figure 9.
the two variables. Equation (2) can be recursively applidd Such a case, each branch ending on the logic ‘0 sink would
until the function reduces to one variable. In this case, & Omitted thus to save one device in the resulting circuit, e.g.
(z; — p) decomposition applies the equality = 1 or z; = 0, the false branch of noders, 1) in Figure 12. However, as it
which is the Shannon’s decomposition. As per the Shannoiil be shown later in the simulation section, the new abstract
expansion, also ther; — p) expansion is ruled by a pre-fixedM0del proposed in this work fits better with PXL circuits and it

global variable sequence (G-VS) used during the co-factorir%ﬁ‘tﬁerfor;ns Bt_BDDS when considering incompletely-specified
oolean functions.

process.
The above theory inspired a new abstract model for logic rep-
resentation, i.e., the Bi-conditional Binary Decision Diagrams V. THE PXL EXPANSION

(BBDD) [17], a tree-based structure that extends BDDs [18kt us consider the Boolean functidni(S) in Example IV.1.
by using nodes with two EXOR-ed control variables. ThBy following the Boolean decomposition principl¢,can be
following example gives a synthetic description of BBDDs. rewritten as in (5), being; (S1) = x1 Aza, f2(S2) = 72 Az,

Example IV.1. Given the Boolean functiorf(S), with S = f5(85) = w2 \ 73, and Sy, Sy, S € S their support-set.

(w1, 72, x3), described as: F(S) = f1(S1) V f2(S2) V f3(S3) (5)

F(S)=(x1 Ax2) V (T2 Ax3) V (z2 A Z3). (3) Eachf; function is a chain of products between primary inputs

that can be manipulated with the Boolean rule described in (6),
wheren represents the number of literals in the support set
Sy for eachf. The result is an EXNOR-expanded function.

Assuming a global variable sequence G-VSs(x2, z3,1),
the (z; — p) representation of is given by (4).

Ti—p) _ T T
F(8)Fmr) = (x1§9x2) A (9_62f9$3) A3 Fi(Sk) =z Azo Ay Ay ®)
v (m@}m) A (rzﬂ_%s) (4) =(21®22) A (32BT3) A ... (Tn1®Tn) A Tn
V (@102) A (7203) It is thereby possible to convert eagh as in (7).

Figure 12 shows the BBDD representation fpfafter the f1(S1) = (21Bx2) A o

(z; — p)-expansmn. The g_raph_ls co_mpo_sed of_a root node £2(Ss) = (#2Bas) Ay @)
through which the evaluation signal is injected into the net- - _
work, two terminal nodes indicating the value assumed by f3(S3) = (2203) A 3

the function, and four internal nodes that work as switcheBo be noted that eacl§y in (7) retains the same subset of
More in detail, as depicted in the enlargement, each interdigérals with respect te. For instance, being; = {1, z2},
node evaluates the EXNOR-switch on the two primary inputie sequencéx,,xzs) represents théocal variable sequence
associated to the node: if true, i.e. signals have the same vallieyS) for decomposingf,, wherexs is discarded since it is
the left branch (solid line in the graph) is activated, the rightot part of S;. In other words, each product term described
branch (dotted line) is active otherwise. Like classical BDDsyith (6) neglects, by construction, don't care variables. As
the selected global variable sequence has a direct effectaomonsequence, eacfy is always represented in the form
the BBDD structure and its complexity. Indeed, each levef product-of-EXNOR over the minimum number of input
is associated to two adjacent primary inputs in the G-Vi@erals. Also, the L-VS may change for eagh.
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The original functionF'(S) is then obtained by substituting Ve Ve Ve
(7) in (5) thus to obtain:

F(S) = (21®x2) Az2 V (22@23) A 23 V (22D23) A3 (8) @ @ @ @ @

X1, Xy
Equation (8) matches the PXL topology, name8um-of-
Products of EXNOR. 69
A more formal description of the PXL-expansion paradigm is @ @ @ @ @ @ o
given as followsA generic Boolean functiof'(.S) in the form !

of Sum-of-Products (SOP) is PXL-expanded by evaluating

each single product terny,(zp1,...,zpn, 1) independently; f f f
each f,, defined over its support s€t,q,...,z,n) € 5, iS
decomposed in the form of products-of-EXNOR by following (a) (b) (c)

a local variable sequence (L-¥9 along which unspecified
literals are dropped;F'(S) is finally reconstructed by OR-ing
the products-of-EXNOR.

Fig. 13. Pass Diagram representation of the function in (&rbereduction
rules (a), after Merge (b), and after Delete (c).

TABLE |
PLA TABLE OF (3)
VI. ONE-PASSPXL SYNTHESIS

A PXL design can be synthesized usin@ae-Pass Synthesis 2|y ws | F

(OPS) flow. In OPS both logic optimization and technology htl (1) 1 i

mapping are run over a common model that represents both the {f - 1701
J3 -

logic behavior and the physical structure of the circuit. This
section describes aad-hocabstract model for PXL synthesis,

the Pass Diagram(PD), along with the algorithms for itS sequence G-VS. The latter, unless otherwise specified, is

package written in the C++ programming language, Whefi¢ T eft to right. At the end of the building process, the
built-in data structures and standard libraries are exploited dgyorithm returns the finaPD.

achieve optimal performance. The algorithm generates the PD structure branch-wise, thus
_ processes the tabl& row-by-row. For each row, it first
A. Pass Diagrams (PDs) generates the correspondirgcal variable sequencé.-VS.

Given a generic Boolean functiafi(.S), its corresponding PD Differently from the G-VSintroduced earlier, the.-VS rep-

is a rooted and directed acyclic graph definedzag® UV U resents the sequence of primary inputs involved in the PXL
© U A). The internal vertexes; € V are labeled with a expansion of each brangh; of the PD structure. For instance,
function g(z,y), with {z,y} € S as the input literals and using Table | a” and a default global variable sequence G-
function ¢ as the EXNOR. Each node has one outgoingVS= {z1,z2, 3,1}, the local variable sequen¢eVs of the
edgea € A which identifies a logical AND between thefirst row f; returned byGener at eLVS is L-VS={z1, x5, 1}
predecessor and the successor node. Terminal nbdes® asws is a don't care.

with out-degree) represent the output value assumed@y Within each row, the algorithm does a comparison among pairs
whereas root node® € & with in-degree0 represent the of adjacent literals in.-VS; if polarity is the same, i.e. 1-1 or
input for the evaluation signal. Each root-to-sink path in a P®-0, the operation between the two is an EXNOR, otherwise
represents one product among EXNORs, i.e., the subfunctidhe first variable gets complemented. Resorting to the previous
fx described in SectionV; parallel paths form the OR amorxample, the first pair irf; is {1, z2} which results into the
subfunctions f;. Figure 13-a depicts the PD aof'(S) in EXNOR between:; andzs; the second pair i§zs, 1}, hence,
Equation 8. It is also worth noticing that the PD structurthe EXNOR between; and1. For f5, the first pair is{z2, x5}

can be mapped directly in Pass-EXNOR logic by replacinghich results into the EXNOR between and ;.

each node with a dedicated PXG. Each EXNOR term forms a new node that is appended to the
current pathfr. Once all literals in thé.-VSare processed, the

B. The PD build function branchfr is added to the PD. Figure 13-a shows the resulting
PD for the function (8), which is composed of six nodes (six

PDs are built using as starting point the implicant table g
the functionF'(S), also known aPLA tablein the Espresso For a PLA table with N implicants andM literals, the

environment [31]. . . L
As an example, Table | collects the implicants of the Iogi%omplexny of the proposetluild function is O(N - M).

function (3). The value of the input literals are listed in their )

respective columns, whereas the output of the logic functién Reduced Pass Diagrams

is reported in columrF'. For the sake of clarity, we also reportAs proposed in the past for BDDs, several reduction rules
the implicants of F(S) in 3 (first column). based on structural matching can also be applied to PDs. What
Algorithm (1) reports the pseudo code of thigild procedure. follows is the description of two of them tailored on the PD

It takes as an input the PLA tablE and the global variable structure:Merge and Delete.

XGs).
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Algorithm 1: Pass Diagram build function

Input: PLA Table T', Global Variable Sequends-VS
Output: Pass DiagranP D

http://dx.doi.org/10.1109/TCAD.2018.2889770

a structural tautology check is run over non-merged nodes
belonging to the two branche® and G; if positive, the
nodes gets pruned according to Rule #2 (Delete) and the

PD « 0 . .
» foreach row R € T do structure updated. The final graph is then returned to the
fre 0 calling function.

© N O 0N W

9

L — V Sr = GenerateLVS(RG-V9
foreach pair of primary inputs (y, vg) € L — V.Sgr do
if polarity(v;) == polarity(v;+1) then
| newGate< EXNOR(v;, vk)
else
| newGate« EXNOR(v;, vi)

D. Reduced and Ordered Pass Diagrams

Let us consider a Boolean functigniz,, 2, x3) whose im-
plicant table is reported in Table II.

10 end
11 fr + AddGate(newGate)
12 end
13 PD <« AddPath(f;) TABLE I TABLE Il
14 end PLA TABLE OF (10). SORTED PLA TABLE OF (10).
1 | o | 23 | F x1 | x3 | x2 | F
Algorithm 2: Pass Diagram reduction algorithm filo - 0|1 filo]o -1
Input: Pass DiagramPD f2 1 1 1 1 f2 1 1 1 1
Output: Reduced Pass Diagrai® P D
1 foreach branchB € PD do fd 1 - 1 1 f3 1 1 - 1
2 foreach branchG € PD, whereG # B do
if CheckSimilarGat 0th . . . .
: ' gce'rm::ge%‘;féff%g) e The build function returns the Boolean expression described
5 if CommonNodesAreTautologyf@hen in (]_0)_
<+ DeleteCommonNodes| _ T = 2
: e,‘m @ ® g = (v1®w3) A (7301)
2 o PD <+ UpdateNetwork(Q \Vi (151@552) A (LUQEBxg) A (1’3@1) (10)
10 end V (216w3) A (2381)
11 end

2 RPD=PD The reduced version aftdergeandDelete(between the first

and the last product terms) is described in (11).

g = (r1®z3)

\% (-1316_9@'2) AN (1‘2@133) A (1‘36_91) (11)

Rule #1 - Merge:If a nodev,, € V in a path f; has the same
parent nodes of a node, € V in a path f;, the common
nodes off; and f; can be merged. Let's now start from a different, yet equivalent, table where
For the PD shown in Figure 13-a, nodgss, 1} and {z3,1} columnsz, andzs are swapped, Table IIl. Theuild function
on the two rightmost paths have same pargmt, z3}; the made run over the new table returns a different PD, hence, a
latter can be merged thus to achieve the reduced PD showiifferent Boolean representation which is described in (12).
Figure 13-b. This topological transformation results into the _ _

g = (z1©x3) A (2381)

Boolean simplification described in (9). - h ~
V (218x3) A (333@.1’2) A (l‘g@l) (12)

vV (wléxd) AN ("Edél)

The MergeandDeleteoperations (applied on the first and last
(9) product terms) generates the expression in 13
This operation resembles an algebraic factorization and can be ~
applied on multiple nodes/branches simultaneously. 9= (xl?f”?*) B B
Rule #2 - Delete:Two or more nodesuv,, ..., v,) € V with V (103) A (23572) A (2201)
the same parent node can be deleted if, and only if, th@hich can be further minimized by a second round of op-
represent a tautology. timization using the samdéJerge and Delete (on the two
This operation is often enabled by Rule #1. For instance, afigjhtmost terms). The resulting Boolean representation is given
the merge operation on the PD in Figure 13-b, it results thiat (14)
(x3®1) V (23®1) is a tautology; the PD is thereby simplified g = (2153) (14)
as depicted in Figure 13-c. To notice that the sequence of the

two reduction rules brings to 50% cardinality reduction fronft COMparison between (11) and (14) suggests the existence
the original PD. of an optimal variable sequence that minimizes the vertex-

Algorithm 2 gives the pseudo-code of the optimization loopet cardinality of the PD (similar to BDDs). Finding such

that applieMergeandDeletefor redundancy removal; it takes@n OPtimum would require an exhaustive exploration of the
as an input the PD generated from thaild function and search space. In order to address this issue, we introduce two

heuristics that can be eventually chained in a two-stage flow.

J3XEN X =((22®ws) A (2381)) V ((22Bx3) A (£351))
=(22Dx3) A ((23D1) V (7381))

(13)

returns a reduced PD structure (RPD).
For each branch of the original PD, the algorithm searches for )

other branches that share one, or more, common nodes. FAgdictive sorting

soon as such common nodes are identified, selected pathé\n accurate analysis on PLA tables reveals the following
and G are merged according to Rule #1 (Merge). Thereafteyle of thumb: given two columns, the larger the number
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(a) Crossover

Algorithm 3: Predictive sorting algorithm
Input: PLA Table T

Output: Global Variable Sequence G-VS ¥

2 foreach columnz, € T do

B = ==

3
4

5 foreach row r € x;, do

6 if r is don’t carethen (b) Mutation
7

8

9

Random split

| #DC =#DC+1 Selected genes

end
end
_ _#DC

11 end
12 G-VS = SortBySparsity($

(c) Inversion

of adjacent literals with a specified value, either 0 or 1, the

hlgher the probability to find common nodes ar_no_ng .para”gg. 14. Pictorial representation of crossover (a), mutafinand inversion

logic paths; common nodes open Merge optimization, (c) mechanisms adopted in the proposed genetic sorting algorithm. Different

hence, more savings. In other words, the larger the numlselors/textures represent genes that belong to the same individual, as in (a),

of EXNOR operations over the same literal pairs, the larg8f diferent genes of the same individual, as in (b) and (c).

the probability to find nodes with a common parent. Ideally,

all rows should be processed with the sa@&/S; however, 5 pp generated with the proposbdild procedure. The GA

since dpn’t care.llterals alter FheVS(they are droppeq during is defined through the following parameters:

expansion), their presence is the main source of irregularity

among logic paths.

The basic idea behind predictive sorting is to arrange the

implicant table keeping in mind the observation on the position . ; L )

of don't cares. We thereby define a metric used for column a g|ven.G-.VS IS an mgiwujgal, . .

sorting. That's thecolumn sparsity (S, ), defined as follows:  ° generation: the s.e.t of |nd|V|dua_1Is of ? g!v_en popula'_uon.

Given aN x M implicant table, defined;, as thek-th input A GA repeatetjly modifies a populguo.n.of individual solutions.
_ #DCq, ,with #DC,, the number of don’t cares At each step it selects the best individuals from the current

literal, S, = — k i
in the k-th column. population and uses them as parents to generate children

Intuitively, to increase the effectiveness of a sorting alg®€longing to the next generation, i.e., an improved population.
rithm, columns with similar sparsities should be clustere§fOM generation to generation, individuals evolve to preserve
In other words, low-sparsity columns, e.g., columns witie kind, namely, the algorithm evolves toward an optimal
S,. ~ 0, should be separated by high-sparsity columrsdlution. An efficient GA requires proper evolution rules that
Tl 1 . . . .
(S, ~ 1). The proposed sorting, calle@redictive sorting, bring to convergence; we rely on the following three criteria:
arranges columns with ascending sparsity order. For instances Crossover: two selected individuals are split at a ran-
in Table Il, columnsz; andz3 have the same sparsity index ~ dom gene and then crossed with each other. Figure 14-

« genes: the atomic object that describes an individual, in
our case each input literal is a gene;
« individuals: possible solutions to the problem, in our case

S;, = S, = 0, whereasS,, = 2/3; the default G- a depicts an abstract crossover operation between two
VS={x1,x0, 23} becomes{z,zs,z2}, which, as shown in individuals. It is important to underline that individuals
(14), gets to a smaller PD. with repeating genes are not allowed in our solution.

Algorithm 3 reports the pseudo-code of the implemented Therefore, crossover is appligtf obtained individuals
routine; it takes the PLA tablg as an input and returns the ~ do not contain repeated items. Due to such limitation,

Sz, -ordered table. crossover results to be the least effective rule for gener-
It is also worth emphasizing th&redictive sortingdoes not ating best individuals.

guarantee an optimal solution, but it could be rather used ass Mutation: alter the value of a gene of the best individuals.
a lightweight strategy when CPU-time is the priority. In our formulation, a gene is altered by swapping two

randomly selected genes, as depicted in Figure 14-b.

Genetic sorting « Inversion: line the individual's gene footprint in reverse
The Predictive sortingcan’t always get improvements with ~ order (refer to Figure 14-c). This criteria is randomly
respect to the originaG-VS. Indeed, thélerge and Delete applied to all genes of an individual, or just to a subset

rules are subject not only to the sparsity of the primary inputs, ©f those.

but also to the actual polarity of the input literals. Finding thBest individuals, those used as parents, are recognized by
optimal G-VSis therefore a complex task that can be processsteans of a min-cost function we describedmas: (| D|), with
using some meta-heuristic, e.g., genetic algorithms (GAs) [32), as the vertex-set cardinality of the resulting PD.

a well known class of optimization techniques emulating thEhe pseudo code of the proposed GA is reported in Algo-
rules of natural selection. rithm 4.

We propose the use of a genetic search to find the gloladditional details of the GA algorithms are given below.
variable sequence that minimizes the vertex-set cardinality Bifst generationAs a first step, a new population is generated;
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Algorithm 4: Genetic sorting algorithm

Input: PLA Table T', Original Global Variable Sequence G-VS, Generations
MAX_GEN, Individuals I_M A X, Survival rateSr
Output: Optimal Global Variable Sequence OG-VS
G = InitGeneration(G-VS)
0OG-VS =0
repeat
Fitness =0
foreach individual I € G do
| Fitness[I] = Build(T, I)

http://dx.doi.org/10.1109/TCAD.2018.2889770

(a) PXL node

Yy
Si-NWs x {ﬁyax
‘ o
v x
I Graphene
y

© ® NG WN P

end (b) T-MUX node
BestIndividuals < SelectBest(Fitness,Sr)
G = NextGeneration(BestIndividuals)
10 OG-VS = BestIndividuals[0] Si-NWs )—0/ R
11 until until generation < MAX_GEN, —x * |-— x xﬁ X
@ R
NC PC
given the maximum number of allowed individuals (7 AX) Negative positive Graphene
the first generation is obtained by randomly scrambling the  co-factor (N¢)  co-factor (PC) —x x
original G-VS. At the beginning, the G-VS can be assumed y# y;
to be the variable order as it appears in the original PLA
NC PC

table description or, alternatively, the one that comes after the
Predictive sorting.

Fitness function & best individual3he PD structure for each
individual of a given generatioff is obtained with théui | d
function (please refer to Algorithm 1). The fitness index, whicin Figure 15-(b). The adopted synthesis flow consists of a
describes the distance between the current individual and fhist stage where each benchmark is processed with the ABC
best solution achieved so far, is represented by the total numtze [33]; the resulting Verilog description is then processed
of nodes of the PD. TheSel ect Best sub-routine takes using the BBDD-package [34] in order to obtain a reduced
those individuals with a fithess value close to the best on%;ordered BBDD structure with a single leaf node. Finally,
the parameteSr, also calledsurvival rate, is assumed to bea dedicated TCL script parses the BBDD and generates the
an upper bound to the fitness index, e.g.Sif = 0.1 then Spice netlist. This flow represents the state-of-art for Pass-
only the best 10% individuals will be selected. Transistor-Logic (PTL) circuits.

Local best & next generatioThe best individual is selectedMulti-level (ML) + AIG : a standard multi-level design flow

to represent the optimal solution found in the current gefer CMOS gate libraries. The And-Inverter Graph (AIG) is
eration. The next generation is then obtained by applyiriige abstract model through which both open-source logic
crossover, mutation and inversion transformation till reachiraptimizers ABC and commercial synthesis tools operate. It
I_MAX individuals. is worth emphasizing that AlG-based flows cannot be used
The process stops when the maximum number of generatidpspass-gate logic circuits; indeed, the output is a multi-level
MAX_GEN is reached; here’s where the optimal re€d- generic netlist for standard gates. Each standard cells is then
VSis returned. “virtually” implemented with both graphene p-n junctions and
SiNWs RFETs. We introduce AIGs solely as a benchmark to
guantify how close to commercial CMOS tools the proposed
) synthesis flow is. Indeed, as discussed in the first section of
A. Experimental Setup the paper, implementing CMOS-like gates results to be quite
In order to validate the proposed OPS flow and quantify thieefficient.

savings with respect to state-of-art synthesis methods, tlither packages for logic synthesis tailored on SiINW tech-
section presents a comparison among three different desigiogies are available. Most notably, tiMiGthy synthesis
implementation frameworks: tool relies on majority-inverter graphs (MIGs) mapping and
PXL + Pass Diagram The method presented in this papemptimizations strategies [35]. However, we decided to not
Each benchmark, originally described using the Espresso Piklude MIGthy circuits in our experimental comparison for
format, is processed with the proposed OPS flow; the lattevo reasons: (i) the MIG data-structure is derived from
returns a Spice netlist where each node of the reducedckassical AIG circuit representations, therefore they can be
ordered PD is mapped as shown in Figure 15-(a). considered as a sub-class of ML circuits; (i) each node in
Tree-of-MUXs (T-MUX) + BBDD : A T-MUX circuit can be a MIG is represented by a 3-input majority gate, where inputs
seen as a pass-gate circuit with a tree-structure implementeddoyinections are not primary inputs but intermediate results
MUXes; as for the PXL, an evaluation signal flows through theomputed in some previous logic levels. As discussed in
PXG paths eventually reaching the output. Due to its topologyection V, methods for multi-level logic decomposition do
a T-MUX circuit is well modeled by a BBDD. Indeed, eacmot apply to PXL circuits.

node in the BBDD represents a MUX driven by an EXOR he experiments have been run on a set of open-source bench-
operator between two primary inputs. Such nodes are mappedrks from the LGSynth91 suite [36]. Within each circuit, in-
with two p-n junctions or with four Si-NWs, as describedo-out and register-to-register combinational logic cones are

Fig. 15. Technology mapping for PXL and T-MUX implementations.

VIIl. SIMULATION RESULTS
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TABLE IV Concerning the CPU usage, Figure 16 shows a comparison
SYNTHESIS RESULTS OBTAINED WITH THE PROPOSED TECHNIQUE between executlon tlmes for the syntheSIS Of PXL (Clrcle)
HIGHLIGHTED NUMBERS REPRESENT SELECTED RESULTS . . . L.
and T-MUX (triangular) circuits. It is important to note that

Pl po‘ PT W?;i(l)dpt& ?V?t(-)pt Nod:;e(ggtviivrfgs - Nodesesrg:ﬁgs - a fair comparison between the two would require applying
misext § 7 32 122 68 64 588 56 1765 the same sorting technique for both implementations, which
e | oo 15 ol ossl 1o 1004 IS unpractical as BBDDs do not have such a feature. For
5298 17 20 70 250 187 >187 - a7 535 that reason, only the build&reduce steps are accounted here.
oW B oma e e Zm By e 2% Numbers are normalized with respect to the fastest benchmark,
e 5 B] b S WS o %5 G4 M sext (2.4 ms). The generation of PXL algorithms requires
51494 14 25 283 1634 1191 1046 1217 942 20901 18x less time (on average); significant achievements are
foe’is PR BT (e U i 1129 obtained with the largest circuit, namely th&3207. 1: 22
table5 17 15 554 6372 4989 >4989 -| 4070 18420 CPU-time reduction. This proves the scalability of the process.
Kol | 43 45 ou 114 413 Saise | 3ooe 281 Indeed the execution time of the proposed algorithms does not
255;5 1;1 22 lgf; ;25% §2§E EEZ?? ) igig iggg scale with circuit complexity, but it_is rather affected by the
51196 32 32 1120 9603 7805 7298 6.50 6560 1505 amount of don't care states; the higher the number of don’t
‘S‘j;—'afge 38 3 1009 Jarsr Labenioa0 asd e 1263 cares in the circuit description, the faster the computational
bigkey ~ |486 421 615] 34885 25229 24316 3.62 22633 1029 time. This characteristic is peculiar of the proposed method
SI32071 1700 790 1000 e ot o3ra o - and does not apply to other synthesis strategies based on

decision diagrams.
extracted and synthesized. The netlists obtained through tt PXLAT-MUX
three implementation frameworks are then built with minimum ;¢

and equally sized PXGs; this gives us the opportunity tc.E

use the number of devices (graphene p-n junctions or SiNV 'g'lo‘l

transistors) as a metric for area comparison. Both PDs an«

BBDDs models involved in the logic synthesis are reducec=2 10

and ordered using the techniques illustrated in Section VI-CZ

for PXL, or the optimizations provided in the official BBDD

package.

Normalize
=
OH

10°
B. On the efficiency of PXL synthesis NS g
Y . Y Q®+Q®+Q®p§£ﬁ@ -@6‘1166%&\9?5@6\@? S,@v’bg% VQD‘O\’D/\&%,&%&Q&‘O\&@Q
Table 1V reports an overview of the benchmarks; columns (el el MR S R U AR g

Pl and PO collect the total number of primary inputs and
primary outputs, whereas colunthreports the total number
of implicants, i.e., the rows of the PLA table.

The first analysis concerns the efficiency of the OPS flois described earlier, the effectiveness of the sorting algorithms
for PXL circuits. For the sake of clarity, Table IV shows thénave been quantified and selected with the following rationale:
vertex-set cardinality of the PD at each stage of the synthesisthe first place, Predictive sorting is applied; if it is able to
flow. The columrBuild & Opt. refers to Algorithm 1 (column reduce the cardinality of the PD then the network is annotated.
w/o opt) and Algorithm 2 (columnv/ opt); columnPredictive  Otherwise, the Genetic sorting algorithm is applied. The moti-
sorting shows the results after Algorithm 3; colun@enetic vation lies in the fact that it is high likely that Predictive sorting
sorting after Algorithm 4. Reported savings are computedill be able to perform a reasonable amount of reduction with
with respect to optimized PXL circuits (colunw opt). Total an effortless computation, thus drastically reducing execution
savings for each optimization step represent the effectivendisses. Experimental results show that predictive sorting suc-
of each algorithm. Numbers in bold highlight the final outcomeeeds for 11 benchmarks over 21 (highlighted numbers in
of the optimization process. Indeed, the GA might be byolumn Predictive), with an average improvement of about
passed in order to save CPU time using a straightforwa27% (average over the bold numbers in coluRradictive
policy: if Predictive sorting brings to some optimization, thewf table 1V). However, there are benchmarks for which the
annotate the netlist; run Genetic sorting otherwig@ther Predictive sorting fails, e.g.abl e5 andapex1. This is when
elaborate policies might result more efficient. the Genetic sorting comes into play. Parameters like population
As can be seen from columBuild & Opt., the optimization dimensions and maximum generations are empirically defined
routines (Mergeand Delete) give substantial savings: 21.7%n order to achieve a reasonable trade-off between savings and
on the total number of gates. Only the benchma@id gets execution time. For benchmarks with less than ten thousand
no improvement. It represents a specific class of circuits fBIXGs (refer to columiPD in Table V) the use of a population
which the proposed rules show weaker; indeed, its PLA taldé 40 individuals with the maximum number of generation set
consists of a diagonal of 1s (one entry per row). This singular 50 has proven to be effective; for larger benchmarks, best
distribution prevents any reduction (bdtherge and Delete). results are obtained with 20 individuals that evolve over a

Fig. 16. Normalized CPU time required for building & optimize.
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maximum of 20 generations. Collected numbers clearly show TABLE V

that the proposed GA substantially reduces each circuit witPYNTHESIS RESULTS COMPARISON BETWEERXL, T-MUX, AND ML
tot | t t . f b t 110/ Th | t DESIGN FLOWS REPORTED NUMBERS REFER TO THE TOTAL AMOUNT OF
a total gate count saving of abou 6. The only exception DEVICES NEEDED FOR EACH BENCHMARK

is 064 which, as previously described, cannot be optimized

by construction, whereas the maximum yield is for §&10 s rpabhene oW ransistors -
benchmark (about 34%). Clearly, such level of optimizatiopmisext | 0.523 64 126 122|128 252 122
064 0.984 130 644 196 260 1288 196
misex2 0.74 151 350 154 302 700 154
. . s298 0.789 177 596 238 354 1192 238
% Genetic @ Predictive s510 0.826 274 1250 468 548 2500 468
s820 0.707 575 1266 522 1150 2532 522
3 s400 0.772 574 556 270 1148 1112 270
10 s1488split | 0.587 1018 1204 1130 2036 2408 1130
s1494 0.587 1046 1204 1130 2092 2408 1130
10? s953 0.834 1021 2222 872 2042 4444 872
@ apex3 0.867 3112 11166 2976 6224 22332 2976
o 10t table5 0.323 4070 1866 2640 8140 3732 2640
g k2 0.831 3939 9664 3822 7878 19328 3822
S 10° apex1 0.831 4054 10696 3862 8108 21392 3862
z apex5 0.949| 4852 40620 1842 9704 81240 1842
o, 5713 0.846| 4917 6364 752 9834 12728 752
10 s1196 0.732 7298 6664 2014 14596 13328 2014
too_large 0.636 9736 1950 606| 19472 3900 606|
1072 seq 0702| 13761 12380 3710 27522 24760  371d
bigkey 0.988| 24316 420874 12096 48632 841748 12094
NS s13207.1 0.986 83740 912446 8024 167480 1824892 8024
S S N T S i Total 168825 1444108 4744() 337650 2888216 4744
q8+ %QQ}Q&% N @6%%®+0®;\'\(’:\:5 q/i & ;»@ B SR PNG s °"®t7§i;o>®
=)

high number of don't cares. On the other hand, ML circuits
Fig. 17. CPU time: Predictive sorting vs. Genetic sorting. result to be more efficient than both PXL and T-MUX due to
comes at a CPU time cost. Figure 17 reports the executithi¢ possibility of cascading common sub-expressions. Indeed,
times required to perform both Predictive (square mark) ahégher differences are recorded with benchmarks having more
Genetic (circle mark) sorting per benchmark. Over the entifeat one thousand cells, whereas for smaller circuits PXL is
set of experiments, the heuristic approach performs beg#pable to match, if not improve, the ML outcomes, e.g.,the
achieving a 255xspeedup. However, if we neglect largess510 design. However, the proposed PXL+PD synthesis gets
circuits, i.e., bi gkey and s13207. 1, the ratio falls to a close to ML much more than T-MUX+BBDD does (please
50x factor. If, on the one hand, those results demonstra®fer to rowTotal in Table V).
that Predictive sorting is an affordable solution to PD redu&igure 18 shows the maximum circuit depth for the obtained
tion, on the other hand they suggest that there is room faetworks. PXL networks are, on average, aboutshallower
an improvement of the Genetic algorithm. Intuitively, largethan T-MUX networks; this translates into lower propagation
circuit descriptions require higher computational efforts whegtelays and thus improved performance. This characteristic
applying reduction rules. Therefore, a possible enhanceméntcorrelated to the structure of the two implementations.
lies in the exploitation of massive parallel computations whetadeed, it is well-known that depth of tree-like structures
each pool of processes explores a limited portion of ttgsows linearly with the number of input variables, whereas
solution space. PXL structures use the minimum number of PXG gates for
each branch, thus dropping unnecessary inputs. Although ML
circuits are clearly shallower than T-MUX ones, PXL networks
outperform multi-level circuits with a 23% smaller depth. This
Table V shows a comparison between PXL, T-MUX, and Miynderlines once again that there are margins to improve the
circuits mapped onto graphene PXGs and Si-NWs RFETggic synthesis when dealing with other classes of circuits, e.g.,
PXL circuits are those obtained with the sorting rationalge pass-gate logic, for which depth is a key design metric.
described in Section VII-B. As discussed in Section III-E, the maximum fan-out represents
The PXL implementations show 85ess devices with respectan important aspect for the reliability of PXL networks. The
to the T-MUX counterparts. The best results are achievggnthesized circuits have a maximum fan-out of 6.87 (average
by circuits whose implicant table contains a larger numbgger all the benchmarks), where ts@3207. 1 reaches the
of don’t cares. ColumnS reports the percentage of don'thighest value, 19. Given the signal integrity analysis shown
cares over all the PLA entries; circuits with — 1 show jn Figure 10, we can state that all the graphene-based PXL

the largest savings (e.gbi gkey with S = 0.988 leads to circuits operate within the safe region (fan-out50).
17x less devices with respect to T-MUX), while those with

S — 0 results in unchanged or worse performance (e.%, i

t 0o_| ar ge with S = 0.636 requires about 5more devices D+ Performance analysis

than its T-MUX implementation). Those results are due talthough the effectiveness of the adiabatic charging principle
the higher expressive power of the PXL-expansion whidias been demonstrated in other previous works [37], [13], in
allows to efficiently represent incompletely-specified Booleathis section we briefly discuss the power gains brought by the
functions with fewer EXNOR gates, especially those with proposed synthesis algorithm. Due to the lack of a free and

C. Comparison to SoA synthesis flows
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open-source SINW device model, we focus our investigation

Maximum depth (# of gates)
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VIIl. CONCLUSIONS
on PXL circuits composed of graphene-based PXGs. THi¢ this paper we described a novel synthesis and optimiza-

tion flow for pass-logic devices tailored on emerging device
technologies, graphene p-n junctions and SiNWs in particular.
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Fig. 19. Power-delay product of considered benchmarks.

3]
plot of Figure 19 shows the power-delay product (PDP) foi4]

PXL (darker bars) and T-MUX circuits (lighter bars); numbers

refer to the average over all the benchmarks reported ifg]

TableV (columnGraphene). The PDP is measured through
Spice-level simulations using the Verilog-A model introduce
in [26]. The clocked-power is a ramp signal with a varying
rise/fall transition timeT;., as to simulate different working

conditions (refer to Section Ill for additional details). [7]

On average, PXL circuits have about 12ocwer PDP with
respect to T-MUX counterparts (best case is 158X, =

20ps). In terms of power, PXL circuits show 1.3jower [8]
consumption that T-MUX circuits; the largest savings argg,

observed for benchmak298 (7.5x), wheread oo_| ar ge

and s953 have shown smaller savings (74.5% and 56.8%

respectively). For what concerns the propagation delays, P
circuits are 2.18xfaster than T-MUX circuits; that's another
advantage of the synthesis algorithm which produces m

re
regular and less deep topologies (please refer to the bar ¢ 1aiLI]'[

reported in Figure 18).

(2]

Experimental results demonstrate that the proposed methodol-
ogy is capable to outperform state-of-art synthesis tools when
E dealing with incompletely-specified Boolean functions. As a
final remark, this work enables the logic synthesis of a new
class of complex devices built with cutting-edge emerging
technologies.
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