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Abstract: Majority carrier depletion has been proposed as a method to suppress the dark current
originating from quasi-neutral regions in HgCdTe infrared focal plane array detectors. However,
a very low doping level is usually required for the absorber layer, a task quite difficult to achieve
in realizations. In order to address this point, we performed combined electromagnetic and
electric simulations of a planar 5 × 5 pixels miniarray with 5 `m-wide square pixels, assessing
the effect of the absorber thickness, its doping level in the interval #� = [1014, 1015] cm−3,
and temperature in the interval 140K – 230K, both in dark and under illumination. Looking
for a trade-off, we found that the path towards high-temperature operation has quite stringent
requirements on the residual doping, whereas a reduction of the absorber thickness helps only
moderately to reduce the dark current. Under illumination, inter-pixel crosstalk is only slightly
cut down by a decrease of temperature or absorber doping in the considered intervals, whereas it
gets more effectively reduced by thinning the absorber.

© 2020 Optical Society of America

1. Introduction

Among the several possible choices for the realization of large format, state-of-the-art, infrared
(IR) photodetectors based on two-dimensional focal plane arrays (FPAs) of pixels, the II-VI
alloy HgCdTe offers outstanding performances and great versatility [1–5]. However, particular
technical and design adjustments are needed, in order to reduce the dark current without employing
expensive and heavy cryogenic cooling systems [6–8]. In view of obtaining room-temperature
operation, different solutions for High Operating Temperature (HOT) detectors [9–14] have
been developed, e.g. considering =B= barrier detectors [15–17] or with fully-depleted double-
layer planar heterostructures [18] with appropriate composition and doping profiles. The latter
approach, in particular, is potentially suitable to suppresses the Auger carrier generation [8,18–20],
and when combined with the adoption of Hg1−GCdGTe absorbers with fine-tuned compositional
grading, it has recently been indicated as a method to optimize the quantum efficiency (QE) [21].
In advanced IR imaging systems conceived for civilian and military applications, the spatial

resolution greatly depends on the density of pixels per unit area [1–3, 6, 22–26]. Very small
values for the pixel pitch % are often considered in order to obtain diffraction-limited optical
systems fulfilling the Nyquist criterion [25,27–30], namely ≈ 3 `m for the mid-wavelength IR
band (MWIR, wavelength _ ∈ [3, 5] `m) and ≈ 5 `m for the long-wavelength IR band (LWIR,
_ ∈ [8, 14] `m). In these conditions, the inter-pixel crosstalk [24] can become a limiting factor
especially when planar structures are considered, and the importance of keeping it as low as
possible cannot be neglected (in the present work, with inter-pixel crosstalk wemean the electrical
response of a FPA pixel when an IR beam illuminates another pixel of the array, excluding any
contribution from the read-out integrated circuit).



Fig. 1. (a) The 3D miniarray under investigation. CP and NN indicate respectively
the central (CP) and the nearest neighboring (NN) pixels. (b) The doping distribution
#� − #� shown in a two dimensional (2D) cutplane at center pixel, with a sketch of
the illumination as a narrow Gaussian beam focused on the central pixel from below.
(c) The Hg1−GCdGTe composition profile G along the vertical I-cutline at miniarray
center shown in (b), with an indication of the ?-doped region extension.

In a recent work [31] based on combined electromagnetic and electrical simulations, we
assessed the role of majority carrier depletion as a method suitable for cutting down the diffusive
inter-pixel crosstalk due to lateral carrier diffusion in planar FPAs operated in reverse bias, besides
obtaining a substantial reduction of dark current. However, this goal was obtained considering
a very low value for doping concentration #� in the HgCdTe absorber (#� = 1014 cm−3) and
an operating temperature ) = 140K. Still considering the same detector [31] and extending the
simulation plan up to ) = 230K, the present work assesses how large is the expected increase of
dark current when the initial stringent requirement on #� is relaxed, also investigating whether
it is possible to compensate the effect with a reduction of absorber thickness Cabs. In addition,
by numerical simulations under illumination, we describe how the inter-pixel crosstalk and
quantum efficiency are affected by ) , #� , Cabs, and reverse bias +abs. Therefore, after a short
description of the detector in Section 2 and a review of the computational methods in Section 3,
the obtained results are presented and discussed in Section 4. Finally, Section 5 summarizes the
main outcomes of this study.

2. Detector structure and illumination conditions

In Ref. [31] we considered a small modification of an epitaxial structure described in the
literature [21], known to be able to cut down the dark current by suppressing Auger generation
via detector majority carriers depletion. This choice was motivated by our intention to show that
majority carrier depletion is also helpful in decreasing the diffusive inter-pixel crosstalk.

Fig. 1 shows the photodetector structure, with the definitions of the central (CP) and the nearest
neighboring (NN) pixels. Above a CdTe substrate, a wide-bandgap =-Hg0.6Cd0.4Te layer, doped
with donor concentration #� = 5×1017 cm−3, is followed by a low donor-doped, narrow-bandgap
HgCdTe absorber layer, and by another wide-bandgap Hg0.6Cd0.4Te layer above, with the same
low donor concentration. Regarding the absorber layer thickness Cabs, we considered two variants:
the original value employed in Ref. [31], Cabs = 5 `m (variant A), and a thinner variant B with
Cabs = 2.5 `m. As anticipated in Section 1, for both variants we explored the effect of absorber
donor doping, varying its concentration in the interval #� ∈ [1014, 1015] cm−3, avoiding to
investigate more challenging values #� < 1014 cm−3 , whose achievement is possible although
difficult [21, 32] (in Ref. [31] the value chosen for #� was 1014 cm−3).
Considering this heterostructure, a planar 5 × 5 miniarray with 5 `m-wide square pixels was

defined by simulating an ion implantation, yielding a ?-= junction at a depth of ≈ 2.5 `m from



the bias contact. The absorber layer was given a graded composition, varying the Cd mole
fraction from G = 0.25 to G = 0.19, from its lower to its upper interface. Even for low reverse
bias, the quasi-electrical field ensuing from the compositional grading helps in sweeping-out
the photogenerated minority carriers (holes) from the low donor-doped absorber, before they
diffuse laterally contributing to crosstalk [33]. The bias contacts were connected to the ?-doped
regions through a square metallic layer partly extending over a 0.3 `m thick CdTe passivation
layer that covers the upper face of the FPA. The HgCdTe properties were described taking into
account their composition, doping, and temperature dependence according to the models reported
in Ref. [29]. The Shockley-Read-Hall (SRH) recombination processes were modeled as in
Ref. [34] considering a lifetime around 100 `s, neglecting instead trap-assisted or band-to-band
tunneling processes [35–37]. Fermi-Dirac statistics and incomplete dopant ionization were taken
into account, with activation energies for HgCdTe alloys estimated according to [38, 39].
The detector was simulated in dark and under illumination, considering for the latter case

a narrow Gaussian beam illuminating the array from below, with the beam axis orthogonal to
the detector horizontal plane GH, centered on the miniarray CP and focused on the illuminated
face. The beam power flux profile is Φ(A) = Φ0 exp

(
−2A2/F2

0
)
, where Φ0 is the optical power

flux along the beam axis, A is the radial distance from the beam axis and F0 = 2.5 `m is the
beam waist radius. It must be noticed that Φ(A) never goes to zero, hence the beam tail partially
illuminates also the CP neighboring pixels.

3. Modeling method

The detector performace was investigated by combined electromagnetic (optical) and electric
three-dimensional (3D) simulations performed employing a commercial numerical simulator by
Synopsys [40], composed by a TCAD section to design the detector, an ElectroMagnetic Wave
(EMW) solver, and an electron transport solver (SDEVICE), here employed in the drift-diffusion
approximation. The EMW section was employed to obtain the solution of the electromagnetic
problem under monochromatic illumination, which in turn provides the absorbed photon density
�opt (number of absorbed photons per unit volume and time) as the divergence of the time-averaged
Poynting vector 〈 ®(〉 [41–44]

�opt (_=) = −
®∇ · 〈 ®((_=)〉
ℎ2/_=

. (1)

Here ℎ is the Planck constant, 2 is the light velocity in vacuum, and the material complex refractive
index is included in ®( through Maxwell equations as shown e.g. in Ref. [29], Eqs. (8-10)). The
optical generation rate distribution �opt into the FPA due to interband optical absorption is given
by�opt (_=) = [�opt (_=), where the quantum yield [, defined as the fraction of absorbed photons
which are converted to photogenerated electron-hole pairs, was assumed to be unitary.

For all the considered wavelengths _= ∈ [2, 12] `m of the illuminating IR radiation, the
absorber and the transition regions compositional grading profiles were discretized to staircases
of # = 30 sublayers with uniform complex refractive index =A + 8^, evaluated according to
each sublayer Hg1−GCdGTe composition ( [29], Table I), as described in detail in Ref. [45].
Since a fine _-sampling is important to describe and keep into account the rich resonance-like
phenomenology especially around the cutoff-wavelength [29, 45], the _ interval was sampled
considering 84 distinct _-points: this implies that 84 distinct electromagnetic simulations in
order to explore all the considered IR spectrum with enough detail.
The computational box includes air layers located above and below the miniarray, and the

optical boundary conditions (BC) along all the sides of the box are absorbing (this is obtained
with convolutional perfectly matching layers [46]). With this approach, the EMW block was able
to solve the electromagnetic problem by a full-wave approach, according to the Finite Differences
Time Domain (FDTD) method and discretizing the miniarray into a Yee grid of ≈ 3.4 × 106



elements [47, 48].
The electrical problem was solved within the drift-diffusion approximation, as outlined e.g.

in Ref. [29, 49–51]. Electric contacts were treated as Ohmic with zero resistance, where
charge neutrality and equilibrium were assumed. Ideal Neumann BCs were applied to the outer
boundaries of the array, and the drift-diffusion equations were solved by the Finite Box (FB)
method, setting the desired temperature and reverse-biasing the detector from 0V to −0.5V,
applying the same voltage to all the pixels. Electrical simulations were obtained considering Auger
and SRH as generation-recombination (GR) processes, neglecting instead radiative processes.
Extensive discussion about this important point can be found in Ref. [52] and references therein.
At the moderate reverse bias considered in the present work, the band-to-band, trap-assisted
tunneling and impact ionization may be safely neglected [34–36].

The electrical problem was first solved in dark, obtaining the dark current �dark,8 , expected to be
very similar for all the pixels (the subscript 8 marks the 8-th pixel). When the FPA is illuminated,
�opt (_=) enters as a source term in the current continuity equations, providing the current �8 (_=)
collected by all the pixels, from which the photocurrent follows as �?ℎ, 8 (_=) = �8 (_=) − �dark,8 .
The external quantum efficiency is defined as

QE8 (_=) =
�?ℎ, 8 (_=)
@#phot,8 (_=)

, (2)

where @ is the elementary charge and #phot,8 is the photon flux impinging the 8-th pixel illuminated
face. To this end, the detector in Fig. 1 was discretized into ≈ 0.95× 106 elements with a meshing
tool which generates a denser grid in regions where gradients of current density, electric field,
free charge density and material composition are present.

The ratio C8 between the photocurrent collected by the electrical contacts of the 8-th pixel and
of the CP,

C8 (_=) =
�?ℎ, 8 (_=)
�?ℎ, CP (_=)

, (3)

can be regarded as a possible definition of the total inter-pixel crosstalk. Considering the
NNs, CNNs (_=) depends on carriers photogenerated in the CP diffusing to the neighboring ones
(yielding a diffusive crosstalk,DNNs (_=)), but it also depends on carriers directly photogenerated
in the NNs by the illuminating Gaussian beam tail [29] (optical crosstalk). The latter can be
defined as

ONNs (_=) =

∫
+NNs

�opt (G, H, I;_=) 3G 3H 3I∫
+CP

�opt (G, H, I;_=) 3G 3H 3I
, (4)

where +CP,NNs is the CP (NNs) volume. Regarding the diffusive inter-pixel crosstalk DNNs,
following the approach described in a previous work [53], it can be approximated as

DNNs ≈ CNNs − ONNs, (5)

and the figures of merit �dark, QECP (_=), and DNNs (_=) provide together an evaluation of the
expected detector performance as function of several geometrical, compositional and illumination
parameters.

4. Results and discussion

First we present the results of simulations obtained in dark, for variants A and B, discussing
the effect of absorber thickness, doping concentration, and temperature. Then, we discuss the
effect of these quantities on the detector performance under illumination, simulating its optical
and electrical response when a narrow Gaussian beam illuminates the miniarray as described in
Section 2.
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Fig. 2. Variant A, ) = 140K, +bias = −0.5V: band diagrams in reverse bias along
a vertical I-line at miniarray center, calculated with (a) #D = 1014 cm−3 and (b)
#D = 1015 cm−3. The narrow bandgap absorber is in 5 ≤ I ≤ 10.
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carrier depletion

Fig. 3. Variant A, ) = 140K,+bias = −0.5V: electron (=), hole (?) and intrinsic density
(=8) along a vertical I-line at miniarray center, calculated for (a) #D = 1014 cm−3 and
(b) #D = 1015 cm−3. In panel (b), the absorber region depleted from majority carriers
(electrons) in practice disappears.

4.1. Simulations in dark

Considering the variant A (characterized by thicker absorber) as a reference, we begin the analysis
comparing the detector characteristics in dark for #� = 1014 cm−3 and #� = 1015 cm−3 at
the operating temperature ) = 140K, driving the detector from equilibrium to reverse bias
(+bias = −0.5V applied simultaneously to the bias contacts).

Fig. 2 shows the band diagram in reverse bias along a vertical I-cutline at miniarray center.
When #� increases, bands become flatter in a large part of the absorber, and quite steeper in
a 1 `m thick region close to the bias contact, above the absorber. For #D = 1014 cm−3, the
moderate steepness of the conduction and valence band (CB, VB) is sufficient to efficiently
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Fig. 4. Variant A, ) = 140K, +bias = −0.5V: (a) magnitude of the electric field,
and (b) Auger and SRH generation rates along a vertical I-line at miniarray center,
calculated for #D = 1014 cm−3 and #D = 1015 cm−3. For #D = 1 × 1014 cm−3, the
suppression of Auger generation is well evident (blue dashed line in panel (b)), whereas
for #D = 1 × 1015 cm−3 the effect in practice disappears (red solid line).

deplete it from majority carriers at least in its upper part, as visible in Fig. 3(a). This mechanism
gets substantially reduced as soon as the donor doping increases to #D = 1015 cm−3, Fig. 3(b):
carrier depletion is limited to a narrow region 10 / I / 10.5 outside the absorber, that in practice
is not depleted. This happens because the electric field is very close to zero throughout the
absorber, as visible in Fig. 4(a) for I ∈ [5, 10] `m (solid line), differently from the case for
#D = 1014 cm−3 (dashed line).
Detector performance is expected to worsen considerably in response to an increase of the

detector donor doping, at least for what regards dark current. Infact, the latter is expected to
increase, since Auger generation is no more suppressed by carrier depletion, as visible in Fig. 4(b):
for #D = 1014 cm−3 (dashed line) the Auger generation is decreased by 1 order of magnitude in
the absorber first three microns and by several order of magnitudes in the last two microns with
respect to the case for #D = 1015 cm−3.

A possible remedy to compensate for the detrimental effect of higher #� could be to consider
a thinner absorber, i.e. the variant B. In Fig. 5 the electric field (panel (a)), and SRH and Auger
generation rates (panel (b)) are plotted, calculated in the same calculation conditions (dark,
) = 140K, and +bias = −0.5V) as for the case with the thickest absorber (variant A). However,
comparing Fig. 4 and Fig. 5, we can see that the carrier depletion effect disappears as soon as #�
increases by 1 order of magnitude, no matter which variant (A or B) we are considering.

In summary, although very challenging values of absorber residual doping seem unavoidable in
order to efficiently exploit the Auger suppression effects, a reduction of absorber thickness (variant
B) is helpful to curtail the dark current. Fig. 6(a) shows the dark current density �dark = �dark/0
(where 0 = 5 `m×5 `m is the pixel area) for variants A and B, and their shape is consistent with
remarks made about Figs. 2–5: for the lowest value of #� , when +bias increases from zero to
−0.5V the dark current density increases to a maximum value around 20mV, then it progressively
decreases for increasing reverse bias, confirming a behavior observed by other groups [8, 21]
and caused by the progressive absorber carrier depletion. However, it is worth noting that, when
#� increases to 1015 cm−3, this behavior almost disappears, irrespective of which variant is
considered: carrier depletion becomes a marginal effect, and �dark saturates to a value 2 orders of
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Fig. 5. Same quantities shown in Fig. 4, but for the variant B. Also in this case, for
#D = 1014 cm−3, the suppression of Auger generation is well evident, disappearing for
#D = 1 × 1015 cm−3. The low bandgap absorber lies in 5 ≤ I ≤ 7.5.
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Fig. 6. (a) Dark current density for ) = 140K, #D = 1014 cm−3 and #D = 1015 cm−3,
for the two considered variants of Cabs. (b) Comparison among dark current density at
+bias = −0.5V, for several values of #D, and for both variants A (Cabs = 5 `m) and B
(Cabs = 2.5 `m).

magnitude higher.
In order to characterize the temperature behavior of this kind of detectors, we repeated the

simulations in dark for ) = 180K and ) = 230K, the latter a much less demanding temperature
in terms of cooling equipement characteristics. In order to compare the combined effects of
temperature, #� doping, and absorber thickness, Fig. 6(b) reports the value of the dark current
density at +bias = −0.5V, for several values of #� in the considered interval, for the two extreme
cases ) = 140K and 230K, and considering both variants A and B. The most prominent variation
of �dark is against #� and ) : when #� increases by 1 order of magnitude, �dark increases by 2
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Fig. 7. The dark current density for+bias = −0.5V, as function of ) and #� , for variant
A (a) and variant B (b).

orders of magnitude when ) = 140K, and a little less when ) = 230K, for both variants A and
B. The considered increase of ) makes �dark to increase by 1 order of magnitude for all values of
#� and Cabs. Instead, the variation of dark current with Cabs is smaller: halving the absorber, �dark
decreases approximately by a factor between 2 and 3, depending on #� and ) .
Starting from these results, it is possible to find e.g. which pairs (#� , )) provide the same

dark current density, as done in Fig. 7, for both absorber thickness variants A and B. The
figure (and similar ones, obtained further extending the variation domain) may be employed, for
example, to find what is the temperature decrease required to obtain the same dark current with a
higher doping. The figure can be useful when it is necessary to look for compromises, in case
very-low-doping requirements are too difficult to fulfill.

4.2. Simulations under illumination

Aiming at assessing the electro-optic combined effects of #� , ) , and Cabs, electromagnetic
(FDTD) and electrical (FB, drift-diffusion) simulations have been performed still considering
#� ∈ [1014, 1015] cm−3, ) ∈ [140, 230] K, for both absorber variants A and B, where the
illumination is a monochromatic Gaussian beam with _ = 5 `m, whose characteristics have been
described in Section 2. Before discussing the simulation results in the considered parameters
space, we can make some general remarks about the QECP spectrum, calculated according to Eq. 2
for the thickest absorber case and #� = 1014 cm−3 (one of the cases), considering ) = 140K
and ) = 230K, and shown in Fig. 8(a). Defining the cutoff as the wavelength _2 for which the
QECP is half of its maximum, Fig. 8(a) indicates that _2 ≈ 9 `m for ) = 140K, and it decreases
to _2 ≈ 7.5 `m for ) = 230K. Each spectrum consists of 84 _-points, therefore it represents
the result of 84 distincts electromagnetic and electrical simulations: the time needed to obtain
each spectrum on our multi-core computational facilities is more than 40 hours, justifying the
choice to perform the systematic simulation campaign across the parameter space just for a single
wavelength. The choice _ = 5 `m derives from the spectra shape in Fig. 8(a): it is a _-value at
the upper limit of the MWIR band, well below _2 for both values of ) .

The quantitative effect of ) , #� and Cabs on the diffusive inter-pixel crosstalk DNNs, the figure
of merit that singles out the diffusion effects under illumination, can be seen in Fig. 8(b). The
parameter that most efficiently acts on DNNs is the absorber thickness: when halving Cabs, the
crosstalk DNNs approximately decreases by a factor of four. The behavior is reasonable, since
the probability that photogenerated carriers are collected by the CP, before they diffuse laterally
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Fig. 8. (a) The CP and NNs spectral QE for the described Gaussian beam illumination
centered on the CP for the variant A and #� = 1014 cm−3, and (b) the diffusive
inter-pixel crosstalk, simulated for the two considered variants A and B, for ) = 140K
and 230K, with reverse bias polarization (+bias = −0.5V).

towards the NNs, is supposed to increase when Cabs decreases, just for geometrical reasons, as
pointed out and investigated in depth in Ref. [53].

A reduction of DNNs when #� decreases by 1 order of magnitude is visible for both variants
A and B (the variation is more substantial for the thicker absorber) and for all temperature
values: when #� decreases, the carrier depletion becomes more efficient (Fig. 3), and a not
negligible electric field is present in a wider region of the absorber (see Fig. 4 and Fig. 5). Still in
agreement with considerations in [53], when #� decreases, carrier depletion and the resulting
more extended electric field helps in sweeping out the photogenerated carriers before they diffuse
laterally. Regarding the behavior of DNNs with ) , Fig. 8(b) shows that, when increasing ) , the
crosstalk DNNs increases for all the considered values of #� and Cabs, a behavior due to the
reduction of �?ℎ, CP, that increases a little the ratio �?ℎ,NNs/�?ℎ, CP, the dominant term in Eq. 5.

5. Conclusions

We simulated a HgCdTe-based MWIR planar 5 × 5 pixels FPA with 5 `m-wide square pixels,
considering a small modification of a literature example, assessing the effect of the absorber
doping, its thickness and the effect of temperature, both in dark and under illumination. It is
found that, when ) increases from 140K to 230K, the dark current increases 1 order of magnitude,
whereas it decreases by 2 orders of magnitude in case #� decreases from 1015 cm−3 to 1014 cm−3.
In view of looking for trade-offs in case very-low-doping requirements are too difficult to fulfill,
we assessed the effect of the absorber thickness, but when reducing Cabs from 5 `m to 2.5 `m
the dark current decreases only by a factor of ≈ 3: the benefit is only moderate. The present
simulations indicate that, at least for this class of detectors, the path towards room-temperature
operation has quite stringent requirements on the residual doping.

Differently from the behavior in dark, under the considered Gaussian illumination the inter-pixel
crosstalk is found to increase only moderately when the temperature and absorber residual doping
increase in the considered intervals, whereas it can be reduced by more than a factor of three
when the absorber thickness is halved.
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