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Abstract―This paper presents an overview of the concepts, 
features and methods used in model-based approaches for the 
determination of the bidding zones in multi-regional 
interconnected networks. The main aspects are discussed on the 
basis of a set of selected articles taken from the scientific 
literature. The solution schemes are mainly based on clustering 
algorithms. The main conclusions are that no prevailing solution 
emerges, and that further insights are needed, also with the 
incorporation of specific knowledge taken from the nature of the 
problem in the solution methods and indicators.   

Index Terms–bidding zones, clustering, locational marginal 
process, power transfer distribution factors, zonal prices. 

I. INTRODUCTION 

The current European electricity market design is based 
on a zonal approach, where cross-zonal trades and exchanges 
are limited according to available transfer capacities 
calculated by the Transmission System Operators (TSOs), 
while internal trades inside bidding zones are considered as 
unrestricted. A properly designed bidding zone configuration 
is hence a key enabler factor for achieving system security 
and market efficiency. 

For this reason, the Commission Regulation (EU) 
1222/2015 of 24th July 2015, also known as Guideline on 
Capacity Allocation and Congestion Management (CACM) 
[1], established a European framework for assessing the 
efficiency of the existing Bidding Zone Configuration and, 
when relevant, for reviewing this configuration. 

When a Bidding Zone Review process is launched, 
involved TSOs are requested to deliver a proposal on the 
methodology to be applied in the assessment as well as a set 
of alternative configurations to be considered and compared 
to the current one. 

For the latter task, two main methodologies (or a 
combination of them) have been identified up to now [2]: 
• Expert-based approach: TSO’s expert can define 

alternative configurations according to their knowledge as 
well as according to actual data and future expectations. 

• Model-based approach: dedicated algorithms are 
developed in order to identify alternative configurations. 

The first approach allows TSOs to deliver acceptable 
results in a timely manner and to include all their expert 
knowledge in an easy way. Relevant data and results included 
in the ENTSO-E triennial Bidding Zones technical report [3] 

and in the Ten Year Network Development Plan [4] (or in 
similar national reports) are considered in this method. 

The second approach allows to identify (in a highly 
automated way) the most suitable configuration according to 
a predefined objective function or measure of quality. Less 
degrees of freedom are left to the expert, improving external 
acceptability (even if transparency for “non-technical” 
Stakeholders could be endangered, since some algorithms 
could be perceived as “black boxes”). 

Several model-based methods have been proposed in the 
literature: the goal of this paper is then to explore and discuss 
proposed solutions, trying to identify a subset of most 
promising solution to be considered for the Italian Power 
System case (according to the relevant ARERA guideline 
[5]). 

The discussion on the data and solution methods is based 
on 31 articles selected from the scientific literature.  

The next sections of this paper are organized as follows. 
Section II refer to the input data in terms of the features and 
time intervals used for the analysis. Section III recalls the 
metrics used in the studies. Section IV discusses the solution 
methods, with specific focus on the clustering algorithms. 
The last section contains the concluding remarks. 

II. INPUT DATA 

A. Main input features  
The main features used in the reviewed literature are the 

Locational Marginal Prices (LMPs) and the Power Transfer 
Distribution Factors (PTDFs) [6][7] of relevant CBCO1s (Fig. 
1). The details are indicated in Table I. Other features used in 
a limited number of contributions include: 
• Available Transmission Capacity (ATC) 
• Principal Component Analysis (PCA), to perform data 

compression on the initial data (e.g., LMPs)   
• Sensitivity of the nodal power injections (SNPI) 
• Electrical parameters (EL_PAR)  
• Transmission Congestion Distribution Factors (TCDF) 
• Nodal price differences (NPDs), or nodal marginal costs  
• Power injections responsible of the loop flows (PILF) 

 

                                                             
1 A CBCO represents a combination of a Critical Branch (the element on 

which the flow is being monitored) and of a Critical Outage (the simulated 
contingency after which the flow on the CB has to be verified). 



Electrical parameters, sensitivities, ATC and power 
injections are technical inputs used to construct solution 
schemes related to the network structure. NPDs are used in 
[11] together with network information. The TCDFs are 
defined by using the results of the full AC power flow instead 
of the DC power flow considered to assess the PTDFs. The 
PTDFs are generally limited to the most congested CBCOs, 
and in [21] are weighted by using congestion rate factors. 
Weighting factors are also used in [14] on the basis of the 
importance of the nodes (depending on load and generation) 
to obtain more similar sizes of the zones. A composition of 
electrical and geographical distances is used in [25] and [26]. 

In the LMP context, the PCA has been applied by 
rescaling the data to get the average hourly zonal prices equal 
to unity, and further transforming the data to operate with the 
correlation matrix [24]. In this way, the interdependencies 
among the data are considered [23]. However, with the PCA 
transformations the physical meaning of the entries is lost. 

 
 

TABLE I. MAIN INPUT FEATURES 
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[8] √         
[9] √         
[10] √         
[11]        √  
[12]      √    
[13] √         
[14] √         
[15] √         
[16] √         
[17] √         
[18] √         
[19] √         
[20]  √        
[21]  √        
[22]         √ 
[23] √  √       
[24]   √       
[25]      √    
[26] √         
[27]      √    
[28]     √     
[29]  √        
[30]  √        
[31]  √        
[32] √         
[33]    √      
[34]    √      
[35]    √      
[36] √         
[37]       √   
[38] √         

B. Time intervals 
The determination of the bidding zones is based on the 

analysis of the power system operation during a given time 
horizon, carried out with a certain time step. In the literature 
references reviewed, the longest time horizon considered to 
represent the features is one year for nine articles, while other 
two articles conduct the analysis over one month. 
Furthermore, fifteen articles carry out one-shot analysis on a 
specific system solution. The typical time step (resolution) 
used for the analysis is one hour (15 minutes in one 
reference). Moreover, nine articles adopt a scenario approach. 

With respect to the time intervals, one-shot calculations 
seem to be very limited, especially to study power systems 
with high penetration of renewable energy sources (RES), 
and in case the bidding zone review has a large geographical 
scope. When scenarios are considered, load profiles are 
typically used, but also information on RES infeeds has to be 
incorporated in an accurate way [11].  

For large systems, the computational burden of carrying 
out a long-term analysis in which the details of the power 
system operation are considered may become very high. In 
practical applications, case-by-case identification of the best 
compromise between time horizon/resolution and 
computation time is needed. 

 
Fig. 1.  Partitioning of the input features in the contributions. 
 

III. METRICS 

The formulation of the solution methods generally 
requires the adoption of a metric or distance to compare the 
entries with each other. Fig. 2 shows the partitioning of the 
choices made in the reviewed literature. Table II indicates 
more detailed information. The Euclidean distance is the most 
used in the solution algorithms (even though it is not largely 
prevailing as in other clustering applications). Other metrics 
have been tested, such as boolean-based, electrical distance, 
fuzzy membership, log-likelihood, Manhattan distance, 
spectral distance, and the Ward criterion. The variety of 
metrics adopted indicates the plurality of attempts to create 
dedicated frameworks of analysis.  

Specific metrics and indicators are used also for validation 
of the results. In this case, general-purpose metrics used for 
clustering validity assessment are typically adopted. It is of 
particular interest to introduce metrics that take into account 
the nature of the problem, i.e., technical and economic 
aspects of the bidding zone partitioning, such as the 



generation costs, redispatch costs, potential of market power, 
and violation of network security considered in [9]. 

 

 
Fig. 2.  Partitioning of the different distances/metrics in the contributions. 

 

TABLE II. METRICS USED 
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[8]      √   
[9]      √   
[10]        √ 
[11]       √  
[12]  √       
[13]   √      
[14]   √      
[15]   √  √    
[16]   √  √    
[17]   √      
[18]   √      
[19]   √      
[20]  √       
[21]   √      
[22]   √      
[23]   √      
[24]   √      
[25]  √       
[26]   √      
[27]       √  
[28]   √      
[29]        √ 
[30] √        
[31]      √   
[32]        √ 
[33]      √   
[34]      √   
[35]    √     
[36]   √      
[37]   √      
[38]   √      

 

For the clustering methods, regardless of the feature used 
as input, the clustering validity assessment has to be carried 
out starting by using the same features for all the methods to 
be compared. For example, the analysis on the same system 
can be conducted with LMPs or PTDFs as features, obtaining 
in both cases the vectors containing the allocation of each 
node to a cluster. For the comparisons, the clustering validity 
indices have to be computed in both cases by using the same 
feature (either the LMP or the PTDF) to calculate the relevant 
distances. 

IV. SOLUTION METHODS  

The most used solution methods are unsupervised 
clustering approaches (Fig. 3), especially with the classical 
methods k-means and hierarchical clustering (HC). Other 
solution schemes have also been proposed (Table III), such as 
the BubbleClust algorithm, Consensus clustering, Fuzzy c-
means (FCM), Genetic algorithm, Geographical clustering, 
Hierarchical clustering, k-medoids, Price differential 
clustering (PDC), Spectral clustering, Tabu search embedded 
algorithm (TSEA), a Two-step algorithm, ATC-based 
changing partitions, as well as a Network partition scheme 
(NPS) not based on clustering. 

The main aspects concerning the methods used refer to: 
• Network topology: the nodes belonging to the same price 

zone must be electrically connected. However, in general 
the original clustering methods do not incorporate 
topology-based constraints. The physical connection of the 
zones is guaranteed in the geographical clustering [18] and 
in the NPS [20]. Information on the topology (i.e., 
incidence and adjacency matrices) can be exploited in the 
spectral clustering. In HC it is possible to analyse the final 
dendrogram that indicates the sequential aggregation of the 
entries and the corresponding value of the variable used in 
the linkage criterion. The introduction of network topology 
constraints requires either a post-processing of the 
clustering results, or the modification of the standard 
clustering algorithms. The latter is easy to be implemented 
in HC to condition the merging of a pair of clusters [14]. In 
[25] the medoids are CBCOs determined in such a way 
that their terminals do not belong to the same zone. 

• Number of clusters: in most methods it has to be defined a 
priori. In NPS it is defined in an initial pre-optimisation 
phase. In PDC and TSEA it depends on a user-defined 
input threshold on the difference between average LMPs. 
In the geographical clustering the number of clusters 
depends on the CBCOs with higher probability of 
congestion. 

• Initialisation of the clusters or zones: this is a crucial 
point that may heavily impact on the effectiveness of the 
solution process. Random initialisations are rather 
ineffective. In HC all the nodes are the initial clusters. 
With k-means some improvements in the centroid 
definition are possible by maximising the geographic 
distance [31]. 



 
Fig. 3.  Partitioning of the solution methods in the reviewed contributions. 

 

TABLE III. SOLUTION METHODS 
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[8]    √           
[9]    √           
[10]      √         
[11]           √    
[12]    √   √        
[13]      √         
[14]      √         
[15]       √      √  
[16]2       √      √  
[17]   √            
[18]   √  √     √     
[19]   √            
[20]         √      
[21] √              
[22]      √         
[23]       √        
[24]       √        
[25]        √       
[26]      √ √ √       
[27]           √    
[28]       √    √    
[29]      √         
[30]      √         
[31]       √        
[32]  √    √         
[33]      √         
[34]      √         
[35]   √            
[36]       √        
[37]              √ 
[38]            √   
 

                                                             
2 The objective is the characterisation of the zonal prices to support 

transmission system planning and generation investments, without 
determining the partitioning into network zones. 

Possible issues in the results include: 
• The creation of small clusters, not acceptable as bidding 

zones because of high market power. This may happen in 
PDC and TSEA for small values of the threshold [18], and 
in general for all methods if there is no explicit check 
during the solution process.  

• The possible instability of the borders of the bidding areas 
during time. This may be reduced with multi-scenario 
analyses, with the application of a consensus algorithm 
[32], or with the use of sensitivities of the nodal power 
injections with respect to the power flows in the congested 
CBCOs [33]. 

The methods indicated below have been able to show 
solutions to the formation of bidding zones. However, all 
methods have their drawbacks. The most common one is that 
the physical connection of the nodes belonging to the same 
cluster has to be verified a posteriori (with the exception of 
handling the network topology as indicated before). Some 
other drawbacks are summarised as follows: 
• BubbleClust: approximations of the load and generation 

levels appear in the construction of the generation shift key 
matrix used to pass from zonal injections to power flows, 
and the same matrix is undefined for self-sufficient zones.  

• Consensus: the computational burden increases with 
respect to a single clustering method, and the creation of 
the bidding zones needs a careful comparison among the 
clusters formed by the clustering method considered. 

• FCM: dependence of the result on the choice of the initial 
centroids and on the parameter (fuzzification level). 

• Genetic algorithm: need for suitable initialisation (initial 
clusters with connected nodes), difficult implementation of 
the crossover operator to avoid losing the node connection, 
while an efficient implementation of the mutation operator 
allows swapping the cluster only for nodes located at the 
border of two clusters. The use of a penalty factor to make 
it difficult to merge non-connected nodes during the 
solution process slows down the process and cannot 
guarantee the final connection of the nodes in all zones.  

• Geographical: only the case with cross-border congestion 
has been studied [18]. High dispersion of the LMPs in the 
same cluster may be found, bringing ineffective economic 
signals. 

• Hierarchical: computation times higher than k-means and 
k-medoids, possible scalability limits due to the use of the 
pair-to-pair comparison [26], and congested lines not 
always located at the borders of the zones [39]. 

• k-means: dependence of the result on the choice of the 
initial centroids, difficult implementation of the node 
connection requirement.  

• k-medoids: dependence of the result on the choice of the 
initial medoids, difficult implementation of the node 
connection requirement.  

• NPS: the nodes without generators are not considered, so 
the method is not suitable to be used for a market with 
generation offers and demand bids, and the zone definition 
does not take into account the evolutions in time. 



• PDC: in the application to time series of data, an efficient 
determination of the threshold is needed.  

• Spectral: challenging choice of the threshold used to form 
the graph, and need for the application of a clustering 
algorithm (e.g., k-means) applied to the most significant 
eigenvectors of the incidence matrix. 

• TSEA: sensitivity of the results to the threshold, and low 
stability of the zones in time [38]. 

• Two-step: the formation of too many subclusters in the 
first step may slow down the second step [15][16].  

V. CONCLUDING REMARKS 

This paper has presented an overview of the solution 
methods considered in the literature for the partitioning of the 
interconnected power system into distinct bidding zones. 

From the analysis of the literature, no dominant solution 
algorithm emerges. The solution techniques mainly include 
clustering algorithms adapted to the specific problem, and 
other customised algorithms that exploit the knowledge of the 
network topology, constraints and operating conditions. In 
general, the network-based information is particularly 
important, so as to make it impractical to use any clustering 
algorithm in its classical version. In fact: 
1. The classical clustering algorithms do not include 

mechanisms to verify the physical connection among the 
network nodes, with the exception of the PDC, in which 
the node connection is explicitly checked before merging 
the nodes that satisfy the price difference criterion. If a 
classical clustering algorithm is used, the physical 
connection of the nodes can be verified a posteriori, with 
the drawback that the number of clusters may change with 
respect to the predefined number (if any). If the 
computational code of the clustering algorithm is 
available, the node connection check can be included in a 
customised version of the solver [40]. In this case, the 
incorporation of this check may be easier for 
agglomerative clustering algorithms (such as HC) than for 
centroid-based algorithms such as k-means. Moreover, the 
use of penalty factors for pairs of nodes physically not 
connected, aimed at avoiding the merging of these nodes 
during the clustering process, does not appear generally 
satisfactory to guarantee the creation of separate zones, 
making it necessary to carry out a final check. 

2. There is no clear-cut criterion for the definition of the 
input value for the number of clusters (when it is directly 
requested) or for the threshold to be used when the number 
of clusters is not included among the input data. The 
definition of the (optimal) number of clusters is a known 
issue for the clustering applications, and there is no unique 
solution. For a large number of nodes, the available 
techniques (e.g., depending on the parametric analysis of 
specific indicators when the number of cluster changes) 
could lead to numbers of clusters too high with respect to 
the number of zones reasonably acceptable for the system. 
Regulatory authorities and TSOs could provide indicative 
ranges of the number of zones. In this way, it would be 
possible to drive the solution methods to the definition of 

an acceptable number of clusters, bearing in mind that the 
number of clusters is not necessarily equal to the number 
of bidding zones (that can be confirmed after a post-
processing check, to take into account specific situations 
such as refinements due to the merging of excessively 
small clusters into larger zones, or to reshaping the zones 
to take into account the transnational borders). 

3. Some algorithms require the initialisation of the entries in 
the clusters or of the centroids. In these cases, a random 
initialisation of the entries is inappropriate, as the nodes 
included in the same cluster could be located anywhere, 
without respecting the connection of the zones. Better 
solutions could maintain the zone connection in the initial 
conditions. This aspect needs to be further investigated. 

 
Further studies are needed to provide insights in different 

directions, namely: 
• The check of the convenience to adopt LMPs, PTDFs of 

the most congested CBCOs, or other choices, as the input 
data for the solution procedures. 

• The use of information on the network structure and 
operation coming from extended modelling of the power 
system, taking into account the approximations in the 
power system models that may be useful without limiting 
the effectiveness of the results [41][42], and the issues 
depending on network topology and in particular to 
topology changes over time. 

• The extension of the solution methods applied to other 
algorithms available in the literature, provided that these 
algorithms are able to easily incorporate the characteristics 
of the problem under analysis, mainly to keep the 
connection of the nodes belonging to the same zone, as 
well as the possibility of applying effective initialisations. 
Further research is needed to formulate and implement 
methods that embed both the computational effectiveness 
of viable clustering algorithms and the knowledge of the 
power system domain to define appropriate features and 
constraints. 

• The identification of the most suitable method also 
depends on desired properties of the final bidding zone 
configuration (e.g., the consideration of the physical 
borders between countries, the criterion to define robust 
price zones, and the incorporation of system-based 
security constraints). 

• The effectiveness of the methods depends on the data 
structure, and on the definition of suitable indicators that 
represent also problem-related aspects. The definition and 
testing of dedicated metrics and indicators that incorporate 
the nature of the problem in a more specific way (e.g., the 
minimum size of the zones, also depending on the 
consideration of market power aspects [40]). 

• The assessment of the possible benefits of alternative 
metrics (e.g., the Minkowski distances as a generalisation 
of the Manhattan and Euclidean distances, or the 
Mahalanobis distance used in an extended framework that 
takes into account also the correlations between random 
time series of the relevant variables, or others [43]). 
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