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Abstract—Transmission network vulnerability (TNV) assessment is a key issue in power 

systems to identify the vulnerable components against accidents or malicious threats. 

Recently, constructing the topological vulnerability indices, particularly extended 

topological indices, is a popular method to evaluate the network vulnerability. However, the 

topological vulnerability indices cannot reveal the mechanism of fault propagation. To 

overcome the shortcomings, this paper proposes a new method to assess the TNV through 

the cascading faults graph (CFG) based on fault chains, which is a statistical graph that 

comprehensively considers the physical, operational and structural features of electrical 

networks. Based on the complex network theory (CNT), the scale-free properties of the CFG 

are revealed through simulations on various transmission networks by corresponding the 

degree distribution of the CFG; then, the model constancy of the CFG is analyzed. Resorting 
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to the CFG, a set of indices from the CNT is used to identify the vulnerable branches of 

transmission networks. Illustrative applications are applied to the IEEE 39-bus and 118-bus 

test systems to demonstrate the effectiveness of the proposed method. 

 

Index Terms—Network vulnerability, topological vulnerability indices, fault propagation, cascading faults 
graph, scale-free. 

SYMBOLS 
L  Set of branches (i.e., lines, transformers) in a transmission network, L ={…,Lj,…} , dim{ L }=NL. 

B  Set of nodes (i.e., buses) in a transmission network, dim{ B }=NB. 

W  Set of nodes connected with generators, W ={…,Wh,…}, W BÌ , dim{W }=NW. 

D  Set of nodes connected with the load, D ={…,De,…}, D BÌ , dim{ D }=ND. 

∆  Threshold for the total load shedding. 

iΛ  Total load shedding of fault chain i. 

iL  Set of branches in fault chain i, iL ={…, i
jL ,…}, iL LÍ , dim{ iL }=ni. 

iC  Fault chain i, ( , , )i i i in ΛC L= . 

i
jα  Loading assessment index of branch j in the generation process of fault chain i, jL LÎ . 

0
jf  Power flow of branch j under normal operation, jL LÎ . 

i
jxf Power flow of branch j during contingency x in the generation process of fault chain i,  jL LÎ . 

M
jf  Flow limit of branch j, jL LÎ . 



i
dxP  Active power withdrawal of the load bus during contingency x in the generation process of 

fault chain i, d BÎ .  

i
zxδ  Load shedding percentage in the zth island during contingency x in the generation process of 

fault chain i.  

i
xZ   Number of islands during contingency x in the generation process of fault chain i. 

i
xP  Net active power injection. 

i
xB  Susceptance matrix. 

i
xθ   Phase angle of bus voltages. 

min
hP Lower bound of the generated power of generator h, hw WÎ . 

max
hP Upper bound of the generated power of generator , hw WÎ . 

i
hxP   Generated power of generator j during contingency x in fault chain i generation process, 

hw WÎ . 

i
xS  Minimal load curtailment during contingency x in the generation process of fault chain i. 

iT  Contingency set in the generation process of fault chain i, iT ={Lj}, dim{ iT }=1Ú0, jL LÎ . 

V  Set of vertices in a graph, dim{V }=NL. 

E  Set of edges in a graph, dim{E }=Nq. 

G  A cascading faults graph, { , }G V E= . 

h



 Mapping function to convert a fault chain iC  into a graph ig , i.e. ( )i iF Cg = , ig GÍ . 

iV  Set of vertices in ig , iV ={…, i
jL ,…}, dim{ iV }=ni, iV L= . 

iE  Set of edges in ig , iE ={…, i
qe ,…}, 1

i i i
q j je L L += , q = j, dim{ iE }=ni-1. 

qα  Weight of edge qe  in cascading faults graphG , qe GÎ . 

r  Power exponent of cumulative distributions. 

R2 Fitting effect of the power law. 

l  Number of considered branches in the graph variation operation.  

h eW D
xX  Electrical distance between a pair of generator Wh and load De under contingency x. 

E0Network efficiency under normal operation. 

Ex Network efficiency under contingency . 

xE¢ Percentage of network efficiency under contingency x, w.r.t. normal operation. 

I. INTRODUCTION 

RANSMISSION network vulnerability (TNV) assessment is necessary for transmission system 

operators to identify the vulnerable components against accidents or malicious threats. The TNV 

is commonly evaluated using two methods: 1) time domain simulation [1] and 2) vulnerability 

indices (VI) [2]. Currently, in constructing the VIs, two aspects are relevant: 1) structural indices 

based on the topology of transmission networks and complex network theory [3], and 2) operative 

indices based on the steady or transient operation of power systems [4][5].  

( )F 

x

T 



Many studies in structural indices based on the complex network theory can be classified into 

two categories: pure topological methods [6]-[10] and extended topological methods [3][12]-[14]. 

The first category employs pure topological metrics to analysis the TNV, such as average path 

length [6], betweenness [7], centroid [8] and degree [9]. Some metrics have been applied to actual 

power grids, for instance the European power grid [6] and the North American power grid [10]. 

However, these methods only depend on pure topological metrics and neglect the physical 

characteristics of the power grids. Hence the assessment results fail in apprehending real responses 

of power grids and are inaccurate [11]. To overcome these problems, many scholars proposed the 

extended topological methods by capturing and integrating specific physical behaviors of power 

grids into the complex network method. For instance, in [12], the hybrid flow betweenness is 

defined by considering the actual path of power flow and the transmission capacity of lines. The 

centrality in [13] is redefined by the maximum flow from the generator nodes to the load nodes. 

Reference [3] introduces flow paths, line flow limits and gen/load bus distribution into the complex 

network method.  

In addition to the structural indices, there are vulnerability indices derived from the steady-

state or transient simulation of power grids. In [4], the static performance index (via optimal power 

flow) and dynamic performance index (via transient stability) are proposed to rank critical nodes. 

References [15][16] considers the protection system failure to assess the power system 

vulnerability.  

However, these VI-constructing methods still have problems. First，the VIs only give the 

ranks of branches and cannot identify the fault propagation mechanism. Secondly, the VIs cannot 

distinguish the roles of transmission branches under cascading failure [17][18]. For example, some 

transmission branches can easily spread their fault to other transmission branches and cause a 



blackout with high probability. In contrast, others are more easily affected by a propagated fault.  

Therefore, in this paper, we solve the aforementioned limitations by employing directed graphs 

based on the following considerations. First, the direction of an edge in a directed graph can reflect 

the route of information, such as the flow of currents in a water net and fault propagation path in 

transmission networks. Secondly, the nature of the criticalities of vertices can be easily identified. 

For instance, high out-degree vertexes are critical for spreading information whereas high in-

degree vertices are critical for receiving information. 

To use the directed graphs to evaluate the TNV, we construct a statistical graph, called the 

cascading faults graph (CFG), which comprehensively considers the physical, operational and 

structural features of electrical networks. The CFG can reveal the scale-free properties of the nature 

of fault propagations of the transmission network by translating the electrical physical network 

into the relationships of branches in cascading failures; whereas the traditional complex network 

methods study the scale-free properties by correlating the drop of system demand (or network 

efficiency) and the removed branches.  

In this work, we first generate fault chains to reflect cascading paths. Next, we map the fault 

chains into a CFG. Then, based on the complex network theory, we study the CFG in terms of its 

characteristics and relevant indices are performed. Finally, the indices are used to identify the TNV 

in the IEEE 39-bus and 118-bus systems as application examples.  

II. CASCADING FAULTS GRAPHS: MODEL AND METHOD 

CFGs are direct-weighted graphs derived from fault chains. They are created, based on 

complex network theory, from the perspective of the load redistribution for networks in the fault 

propagation process. The direction of the CFG identifies the paths of the fault cascades, whereas 

its weight reflects the probability of propagation of a fault. Therefore, the cascading failure of a 



given network can be graphically and intuitively represented.   

A. Cascading failures 

   The occurrence and propagation of cascading failures depend on several factors, which include 

internal factors such as the types and locations of fault components, settings of automations (e.g. 

protections and controls), dynamic and transient features of equipment, pre-fault system operation 

conditions and external factors [19], such as load variances, emergency management plans and 

skills of system operators.  

At present, there are two catalogues of methodologies to study cascading failures: static 

methods and dynamic methods. For the static methods, power-flow-based models have been a 

main method to study the cascading failures because of its efficiency, simplicity and scalability. 

For instance, OPA models study cascading failures by using the optimal power flow to analyze the 

load changes of the entire network [20][21]. The CASCADE model [22] and Manchester model 

[23] are proposed based on AC power flows. However, the DC power flow is the most widely used 

method to analyze cascading failures because of its exceptional convergence and stability, and 

computational simplicity [17][24]. The main features of these models focus on topological 

structures [25] and system overload from the perspective of the complex network theory [26][27]. 

In addition, stochastic models such as Markov chain [28] and Monte Carlo [29] are also developed 

to simulate cascading failures, which regard the fault features of components and protections as 

distribution functions.     

By contrast, the dynamic methods focus on the dynamics of cascading failures such as 

oscillations and transients, angular stability, and frequency stability. Reference [30] analyzes the 

interrelationship of different mechanisms through a dynamic simulation by considering protection 

systems. Reference [1] employs PSAT (power system analysis toolbox) to simulate the transient 



behaviors of cascading failures. In [31], the voltage and current stresses of individual elements are 

exploited to determine the sequence of failures. In general, the study of the dynamics of cascading 

failures depends on time-domain simulation tools [32] incorporated into static models, for example, 

optimal power flow [33]. Thus the dynamic methods are more comprehensive, but they require 

much longer simulation time and immense computational burden. Therefore, the dynamic methods 

are not suitable for the analysis of system vulnerability, particularly from the statistic viewpoint, 

which involves many times of simulations. 

B. Fault chain generation method 

As a media connecting equipment in the power system, the transmission network has notably 

fast dynamics/transients, compared to rotating devices. In other words, the transmission network 

per se can usually be considered static components in cascading failure studies. In addition, this 

paper focuses on understanding the nature of the transmission network in the cascading failure 

through the load redistribution mechanism; thus, the static model is used and the following 

simplifications are made: 1) the dynamic/transient stability features of generators or load are not 

considered; 2) only static behaviors of the network are considered; 3) the protections and 

controllers of electronic devices or generators are ignored; and 4) only protections related to the 

transmission branch are modeled. 

Based on the above simplifications, the studies of cascading failures can be investigated by 

static models through the fault chains. A fault chain [34][35] is a set of multiple branches that are 

cut off one after another in a certain order, which eventually causes an outage. When a branch 

fails, it is likely to cause overload in other branches, which trips one or more new branches and 

results in cascading failures. Hence, a fault chain can record a chain reaction process of a fault 

propagation path in a transmission network. 



To create a fault chain, the generation method must address two key issues: 

(a) How to define a set of branches caused by tripping current selected branches.  

(b) How to determine the end of a fault chain. 

Branch loading assessment index: to solve the issue (a), we propose a branch loading 

assessment index (BLAI) to identify possible fault branches to form a fault chain from the 

perspective of load transfers. To construct the BLAI, three main factors are considered. First, when 

a branch fails in an electric network, the transmitted power over it will be redistributed in the 

network and may increase the flow in other branches and even cause an overload. Therefore the 

BLAI is constructed to reflect the loading burden of a branch and its possibility to fail under current 

contingency. Secondly, the construction of the formulation should be simple. Thirdly, the 

formulation should be sufficiently distinctive to identify different cases. Thus the BLAI index is 

proposed as                         

                                                                                                   (1) 

Obviously, a bigger value of i
jα indicates a more vulnerable branch j. ( )0 /i M

jx j jf f f- reflects the 

deviation of power flow for different situations. The exponential term ( )exp ( ) /i M M
jx j jf f f-

describes the possibility of branch j overload. The right-hand-side measurements of equation (1) 

can be easily obtained or calculated, which results in simplicity in practical application. 

Load shedding percentage: to address issue (b), we adopt the load shedding percentage to 

measure the scale of power outage and mark the end of a fault chain. The load shedding 

percentage is defined as 



                                                              (2) 

                                                                  (3) 

iΛ  ( 0 1iΛ＃ ) is the normalized total load shedding percentage [36]. A larger iΛ  indicates a 

larger outage scale. To determine the end of the cascading failure, we define a threshold ∆ . When 

iΛ ∆³ , we terminate the fault chain generation process.  

The load shedding percentage under each contingency is calculated using a DC optimal power 

flow (DC OPF) [4]. The DC OPF can be formulated as 

                                   mini i
x xS δ=                                           (4) 

                             s.t. 
i i i

x x xP B θ=                                               (5) 

                               i M
jx jf f£  , j=1,2,…,NL                              (6) 

                               min maxi
h hx hP P P＃ , h=1,2,…,NW                      (7) 

Objective (4) considers the minimal load curtailment. Equality constraints (5) are the 

linearized power flow equations. Inequality constraints (6) are the operational requirements. The 

Constraints (7) are the generation technical limits.      

Fault chain generation algorithm: The algorithm to capture a fault chain is as follows: 

Fault chain iC   generation algorithm (assuming a given triggering 
event) 

Step 1: Read transmission network information.  
Step 2: Initialize { }i

jLT = , ( ,0,0)i φC =  and ∆ .  



Step 3: WHILE( i∆ Λ£ ) 
Step 4: Cut off the branch in iT  from system, delete it from iT  

(i.e., i φT = ) and L  and add it to iL . 
Step 5: Island detection and partition.  Suppose there are i

xZ

islands. 
Step 6: FOR 1: i

xz Z=  
Step 7: Calculate the DC power flow of the zth island.  
Step 8: Employ Equation 1 to calculate i

jα of branch j of the zth 

island in L .  
Step 9: Calculate the minimum i

zxδ  in the zth island under 
contingency x using the DC OPF algorithm. 

Step 10: END FOR 
Step 11: Calculate 1

i
xZi i

x zxzδ δ==å . 

Step 12: Calculate i i i
xδΛ Λ= + . 

Step 13: 1 {1,2, , }
{ | , : arg max ( )}

L

i i
j jx jj N

L L j α


T L+ Î
= ?  , 10

( , , )xi i i i
x n ΛC



T += ++ .  

Record the max( )i
jα . 

Step 14: END WHILE 
Step 15: Output the iC , i

jα of the branches in iC . 

Because the method is proposed from the perspective of the load redistribution of the entire 

network, for a given combination of network topology, operation condition, initial condition and 

position of the fault, the generated fault chain is unique.  

Fault chain feature: For two fault chains iC ¢ and iC , if i iΛ Λ¢ ³  and i in n¢ < , the fault 

propagation of iC ¢ is faster than that of iC  and the gravity of iC ¢ is higher than iC . 

C. CFG generation method 

To study the topology of a CFG, we employ ( )F   to convert a fault chain iC into a directed 

and weighted graph { , }i i ig V E= , i.e. ( )i iF Cg =  , where iV is the set of vertices (i.e., 

{ | 1, 2, , }i i
jL j nV = = ) and iE is the set of edges (i.e., 1{ | , 1, 2, , 1}i i i i i

j j j je e L L j nE += = = - ). 

The mapping operator ( )F   is shown in Figure 1.   

 
iC

i
jL 1

i
jL +

1
i
jα +

i
jα 1

i
jα +

i
jL 1

i
jL +

( )F 

ig



Fig. 1. Scheme of the mapping operator ( )F   
 

For a CFG formed by m fault chains 1 2, , , m
g g g , the CFG is represented as 

{ }1 2 1 2( , ) | ,m m
 G V E V V V V E E E E= = 热? 热 ? . For an edge qe whose weights are iα

in ig (i=1,2,…,h, h m£ ), its weight in the CFG is defined as:  

                                                                     (8) 

According to the fault chain feature, the inclusion of length ni to qα  can reflect the gravity 

of qe  in each ig . 

III. CHARACTERISTIC ANALYSIS OF CFGS OF ELECTRIC NETWORKS  

We investigate the CFG characteristics of electric networks on two different test benchmarks, 

the IEEE 39-bus and 118-bus systems. The brief description of the two test benchmarks is 

provided in Table I. The IEEE 39-bus system represents a small-scaled electric network and the 

IEEE 118-bus system represents a relatively large-scaled electric network. In this section, we 

mainly study two features of the CFGs of electric networks.  

TABLE I 
DESCRIPTION OF THE TEST BENCHMARKS.  

Test benchmarks NB NW
 NL

 Network model 

IEEE 39- bus system 39 10 46 Small-world [37] 

IEEE 118-bus system 118 54 186 Small-world [37] 

IEEE 300-bus system 300 69 411 Small-world [37] 

 



Feature 1 Whether the CFGs of electric networks belong to one or more specific graph 

models, such as the small-world graph, regular graph or scale-free graph, etc.   

Feature 2 Whether the graph model of the CFGs changes when the number of considered 

branches (e.g. l) or threshold for load shedding percentage (e.g. ∆ ) of fault chains change because 

the CFG of an electric network is composed of many fault chains, which are affected by their 

length and threshold for load shedding percentage.  

A. Graph model of CFGs 

To study Feature 1, we construct the CFGs of the IEEE 39-, 118- and 300-bus systems by 

setting ∆ =20% (20% power loss is a sufficiently large event for a power grid [38]). Their CFGs are 

shown in Figure 2. 

 
                       (a)                                                      (b)                                                        (c) 

Fig. 2. CFGs of the branches. (a) IEEE 39-bus system. (b) IEEE 118-bus system. (c) IEEE 300-bus system. 
 

Figure 2 shows that compared with the electric networks which are spatial networks (i.e., 

branches’ geographic positions), the CFGs are time correlated graphs which can intuitively and 

simply reflect the fault spreading mechanism among branches. The edges of the CFGs can reveal 

the temporal relationships among the branches in a fault propagation. 

We analyze the cumulative distribution of the vertex degree of CFGs ( ) ( )K kP K k P k>> =å , 

which is expressed with the log-log scale (Figure 2). 



( )ln 1.0327 ln 0.0097P K k k> = − + ( 2 0.9888R = )                (8) 

( )ln 1.1124ln 0.1313P K k k> = − + ( 2 0.9261R = )                (9) 

 ( )ln 1.3495ln 0.5675P K k k> = − + ( 2 0.9166R = )              (10) 

Equations (8)-(10) and Figure 3 are for the IEEE 39- , 118- and 300-bus systems, which show 

that the CFGs are scale-free graphs. Therefore, most of the vertices in the CFGs have small 

degrees, but few vertices have high degrees. Thus, the systems are robust under random vertex 

attacks, but they are highly vulnerable if the critical vertices are attacked [39].  

 

 

Fig. 3. Cumulative distributions of vertex degree in CFGs 
 

Many electric networks have been proven to be small-world networks, including the two 

selected benchmark systems [37][40]-[42]. For a small-world network, if a node (or branch) fails 

in the network, it can cause the failures of adjacent and even non-adjacent nodes (or branches), 

which causes cascading failures. However, small-world networks fail in reflecting the extent of 

the node (or branch) vulnerability. In contrast, the proposed CFGs can reveal the vertex 

vulnerability. Hence, the branches easily interact with one another from the spatial relationship 

when an electric network fails (small-world characteristics), whereas the extent of vertexes 
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vulnerability and fault propagation mechanism can be captured through the corresponding scale-

free CFGs from their temporal relationship. 

B. Graph model constancy of CFGs 

In the previous section, we conclude that CFGs are scale-free graphs. However, as described 

in Feature 2, we must further analyze the constancy of the graph features of CFGs, i.e., whether 

CFGs remain scale-free graphs under different conditions. Here we mainly focus on the following 

two conditional variants:  

(a) length of fault chains: to investigate whether the length of fault chains can change Feature 

1 of a CFG, for each ( )i iF Cg = , we only use the first l branches in iC  and disregard the 

remainder, i.e., { , , }i i i
l ll ΛC L= ， { | 1, 2, , }i

jl L j lL = = . Thus, we can obtain a new CFG and 

analyze its graph features. 

(b) threshold for load shedding percentage of fault chains.  

In essence, both the two variants (a) and (b) can directly or indirectly change the length of 

fault chains. However, the former is an equal length change for each fault chain, whereas the 

latter is the opposite. 

We employ the IEEE 39- and 118- bus systems to analyze the graph model constancy of CFGs. 

For the IEEE 39-bus system, we vary l and ∆  from 2 to 9 with an interval of l and from 20% to 60% 

with an interval of 5% respectively to investigate the cumulative distribution of the vertex degree, 

in-degree and out-degree. Similarly, for the IEEE 118-bus system, we vary l and ∆  change from 2 

to 30 with an interval of 1 and from 10% to 30% with an interval of 5% respectively. Figures 4(a)-



(c) and 6(a)-(c) show the cumulative distributions of the vertex degree under different l of the 

two test systems; while Figures 5(a)-(c) and 7(a)-(c) show the cumulative distributions under 

different ∆ . Subfigures (d) and (e) of Figures 4-7 illustrate the power exponent r of the cumulative 

distributions and the corresponding fitting effect of the power law, respectively. 

As shown in (a), (b) and (c) of Figures 4-7, all CFGs of the two test benchmarks remain as 

power law distribution in the log-log scale. Thus, the graph models of CFGs are unchanged and 

scale-free graphs. We can observe the fitting effects R2 from (e) of Figures 4-7. In addition to 

R2<0.8 of the vertex degree and in-degree when l=2~4 in the IEEE 118-bus system (Figure 6), R2 

of the remainder is greater than 0.8, even most R2>0.9. The fitting results are notably good and 

CFGs are undoubtedly scale-free graphs. Thus, we can conclude that CFGs are scale-free graphs 

and their graph models are not affected by l or ∆ . 

Furthermore, we analyze the power exponent r of cumulative distributions by (d) of Figures 

4-7. The power exponent r of cumulative distributions of the vertex degree and in-degree is 1~1.2, 

whereas that of the vertex out-degree is approximately 1.3~2 for the two test benchmarks. The 

greater r can result in a faster drop of the power law curve, which indicates that fewer vertices 

have high degrees (in-degrees or out-degrees), which results in a more uniform degree 

distribution of the graph. Therefore, we can easily know that in the test cases, there are fewer 

vertices of the high out-degree than those of high degree and in-degree. In addition, when the l 

or ∆  increases the power exponent of cumulative distributions of the vertex in-degree 

trends to roughly ascend, which indicates that the number of vertexes of high in-degree shows a 

decreased trend. The vertex out-degree has the opposite trend, whereas the vertex degree has 

a smooth trend. 

r



 

 
                                     (a)                                                                                (b)                                                                               (c) 

 

     (d)                                                                               (e) 

Fig. 4.  The graph characteristics of CFGs under the different l in the IEEE 39-bus system.  Cumulative distributions of vertex (a) 
degree, (b) in-degree and (c) out-degree. (d) the power exponent of cumulative distributions, where degree and in-degree are 
measured by the left ordinate scale and out-degree is measured by the right ordinate scale. (e) the fitting effect R2 of power law. 

Generally, 2 80%R ³  has a satisfactory fitting effect.  
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(a)                                                                               (b)                                                                              (c) 

 
(d)                                                                                (e) 

Fig. 5.  The graph characteristics of CFGs under the different Δ in the IEEE 39-bus system1. 

                                                           
1 The meanings of (a)~(e) in Fig.5-7 are the same as in Fig.4. 
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Fig. 6.  The graph characteristics of CFGs under the different l of fault chains in the IEEE 118-bus system. 
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Fig. 7.  The graph characteristics of CFGs under the different Δ in the IEEE 118-bus system. 

 

In summary, CFGs are scale-free graphs and their graphic model is constant. Thus, the system 

has a high robustness under random branch attacks, but highly vulnerable under critical branch 

attacks. 

Traditional complex network methods study the scale-free properties of the transmission 

network by correlating the drop of system demand (or network efficiency) and the removed 

branches. In contrast, this paper introduces the CFGs to reveal such properties by translating the 

electrical physical network into the relationships of branches in cascading faults. 
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IV. TNV ASSESSMENT BASED ON CFGS 

As demonstrated in Section II, CFGs intuitively and simply reflect the characteristics of fault 

propagation among branches. Thus they have the advantages that most traditional VIs do not 

have. Because of the scale-free characteristics of CFGs, there are a few critical vertices with high 

degree (in-degree or out-degree) which are highly vulnerable. In this section, we illustrate how 

to use CFGs to capture the critical branches of electric networks by applying the proposed 

method to the IEEE 39- and 118-bus systems.  

A. Rankings of critical branches 

We rank the branches’ criticality according to the vertex degree, in-degree and out-degree of 

CFGs. For the sake of space, only the top 10 critical branches are summarized in Tables II-III for 

the IEEE 39-bus system. Table II shows that for different CFGs formed by different l have different 

rankings of critical branches are varied. Particularly, when l=2~5, the rankings of critical branches 

have a relatively obvious change. However, when l=6~9 of fault chains increases, the rankings of 

critical branches basically remain stable. In Table Ⅲ, the results can be divided into four groups: 

(1) Δ=20%~30%, (2) Δ=35%~40%, (3) Δ=45%~50%, and (4) Δ=55%~60%. In each group, the results 

of the rankings are roughly identical. Among different groups, the results of the rankings have 

some differences. In addition, when increases, the results of rankings tend to be stable. But 

since the 39-bus system is a small-scaled electric network, when l or Δ increases, the rankings of 

critical branches do not have drastic changes compared to the 118-bus system whose ranking 

results are not shown in this paper for the sake of space.  

TABLE II 
TOP 10 CRITICAL BRANCHES OF THE IEEE 39-BUS SYSTEM UNDER l=2~9  

∆



Rank 
2 3 4 5 6 7 8 9 

D I O D I O D I O D I O D I O D I O D I O D I O 

1 27 27 27 27 27 27 27 27 27 27 27 27 27 27 5 27 27 27 27 27 27 27 27 27 

2 20 13 20 20 20 20 20 20 20 20 20 5 37 37 27 20 37 5 20 46 5 20 46 5 

3 13 20 9 37 13 37 37 37 37 37 37 37 20 46 20 37 46 20 37 37 20 37 37 20 

4 9 9 13 13 9 9 46 13 46 46 46 20 46 20 37 46 20 37 46 20 37 46 20 37 

5 37 38 37 9 37 13 13 9 5 5 13 46 5 5 46 5 5 46 5 5 46 5 5 46 

6 4 23 4 46 4 46 9 46 9 13 5 9 39 13 39 39 39 39 39 39 39 39 39 39 

7 38 28 28 4 38 4 5 4 13 9 9 13 13 9 9 41 13 41 41 41 41 41 41 41 

8 28 4 38 5 23 6 1 25 1 1 4 1 9 39 13 13 9 9 13 13 33 13 13 33 

9 45 45 5 6 5 5 4 6 4 4 25 39 1 4 41 9 41 13 33 9 13 33 9 13 

10 23 19 45 38 28 28 6 5 6 39 1 4 41 25 1 4 4 4 9 4 9 9 4 9 

 ( Notes: D, I, O represent the degree, in-degree, out-degree) 
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TOP 10 CRITICAL BRANCHES OF THE IEEE 39-BUS SYSTEM UNDER Δ=20%~60% 
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In addition, in the same CFG, the rankings results according to the vertex degree, in-degree and 

out-degree have some differences. The top branches ranked by the in-degree are more easily 

affected when other branches fail. The failures that occur to the top branches ranked by the out-

degree can more easily spread and cause a blackout with high probability. For the top branches 

ranked by the degree, those branches can be somewhere in between.   

B. Attacking critical branches  

In this subsection, we investigate the blackout size by randomly and deliberately attacking 

branches. For random attacks, some branches are randomly selected and successively removed 

from the IEEE 39- or 118 bus systems in each simulation. For deliberate attacks, critical branches, 

which are ranked by the vertex degree, in-degree or out-degree based on different CFGs with 

various l or Δ are removed in the order of rank for targeted attacked. Here, we apply the 

synchronous attack, i.e. all removals simultaneously occur. The remaining load does not 

necessarily decrease when we increase the number of attacked branches. In addition, 10 and 20 

branches are removed in the IEEE 39- and 118-bus systems, respectively. The results are 

displayed in Figures 8-9.In these figures, the remaining load in the two test benchmarks is shown 

as a function of the number of removed branches ranked by the degree, in-degree and out-

degree for different l or Δ. As shown in these figures, regardless of l or Δ is, the two test 

benchmarks are sensitive to intentional attacks but relatively robust to random attacks because 

the remaining load more quickly decreases when the branches are removed according to the 

suggested rankings. 



 

 
                  (a)                                                                                  (b)                                                                               (c) 

  

 
                   (d)                                                                                  (e)                                                                               (f) 

Fig. 8  Remaining load in the IEEE 39-bus system when removed critical branches increase. (a), (b) and (c) represent the different l. (d), (e) and 
(f) represent the different Δ. 
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      (a)                                                                                  (b)                                                                               (c) 

 

         (d)                                                                                  (e)                                                                               (f) 

Fig. 9. Remaining load in the IEEE 118-bus system when removed critical branches increase. (a), (b) and (c) represent the different l. (d), (e) and 

(f) represent the different Δ. 
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   In the IEEE 39-bus system, it is obvious that when the number of attacked branches is 

relatively small, l and Δ hardly affect the remaining load. The reasons are 1) the 39-bus system is 

a small-scaled electric network and its robustness is comparatively weak, so it is prominent easily 

to result in system vulnerability when failures or disturbances occur, and 2) the top four branches 

in the system barely change when l or Δ increases. In addition, the electric network is more 

vulnerable when the number of attacked branches that are ranked by the vertex degree, in-

degree or out-degree increases with increasing l or Δ when the remaining load more rapidly 

decreases. In the 118-bus system, it can be observed that when the number of attacked branches 

is relatively small, a smaller the l or Δ corresponds to a more vulnerable electric network.  

In addition, by comparing the three methods of attacked branches ranked by the vertex 

degree, in-degree or out-degree in the 39-bus system, the electric network is more vulnerable 

when the attacked branches are ranked by in-degree rather than the other two methods. Thus, 

we must pay more attention to the protection of the branches affected by failures. However, it 

can be observed that we need pay more attention to the protection of the branches with easily 

spreading failures in the 118-bus system. 

C. Comparison with existing methods 

In this subsection, we compare the proposed method with references [4], [14], [16] and [41] 

to verify the effectiveness. Two main factors are considered when we select these references: 1) 

these references provide the suggested rankings of branches in the IEEE 118- and/or 39-bus 

systems, and 2) reference [14] and a method in [41] belong to the structural metrics, whereas 

references [4], [16] and another method in [41] belong to the operational metrics. 



We take the blackout size and network efficiency [12] as measures of the operative and 

structural vulnerability, respectively. The percentage of network efficiency during contingency

is defined as 
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 We calculate the remaining load and network efficiency by attacking the branches ranked by 

the comparative methods and ours. In our method, we set Δ=20% to construct the CFGs.  

To compare with the structural metrics, we remove branches from the IEEE 118-bus systems 

according to the rankings identified by the 1) net-ability and extended betweenness in reference 

[14]; 2) structural vulnerability method in reference [41]; and 3) our method. Figures 10(a) and 

11(b) show that the remaining load and network efficiency after the removal of the branches 

identified by our method are generally smaller than that of references [14] and [41]. Therefore, 

the ability of identifying critical branches of our method is better than references [14] and [41]. 

 
(a)                                                                 (b) 

Fig. 10. Comparison of the percent of remaining load between the proposed method and other methods. (a) IEEE 118-bus system; (b) IEEE 39-
bus system. 
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       (a)                                                                  (b) 

Fig. 11. Comparison of network efficiency between the proposed method and other methods. (a) IEEE 118-bus system; (b) IEEE 39-bus system. 

 

We compare our method with the operational metrics in references [4], [16] and [41] through 

the IEEE 39 and 118-bus system. Figures 10 and 11 show that the remaining load and network 

efficiency after the removal of the branches identified by our model are smaller, which indicates 

a similar conclusion to the previous comparisons. 

To summarize, our proposed method can better identify vulnerable branches in the 

transmission networks both from both topological and operational respects.  In addition, in 

practical applications, we can select the total load shedding percentage Δ=20% to construct the 

CFGs. 

V. CONCLUSIONS 

In this paper, we propose CFGs to evaluate the transmission network vulnerability. First, the 

CFG generation method is introduced in detail. Then we employ two test benchmarks to analyze 

the characteristics of CFGs and the constancy of their graph model. Finally, we use CFGs to rank 

the critical branches according to the vertex degree, in-degree and out-degree. To validate the 

proposed method, we compare the blackout size by attacking the critical branches with random 
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selected branches. According to the simulation and analysis, the advantages and disadvantages 

of the CFGs are summarized as follows. 

Advantages of CFGs: 1) CFGs are temporal graphs, which intuitively and simply reveal the 

propagation process of branch faults. 2) CFGs are scale-free graphs and their graph model 

constancy is stable. Thus, the system has a high robustness under random branch attacks, but 

there is a high vulnerability under critical branch attacks. 3) CFGs are the directed graphs. The 

direction of the CFG is the sequential relationships among branches, which are cut off because 

of the contingency selection criterion designed in the paper, i.e., the direction always points to 

the next contingency branch caused by the current fault branch. Therefore using CFGs can 

recognize the branches that can be easily affected when the system fails (by calculating the vertex 

in-degree) and easily spread failures (by calculating the out-degree). 4) CFGs are not only simple 

and intuitive and easy to understand. 

Disadvantages of CFGs: 1) When a power system is notably large, constructing the 

corresponding CFG can have a large time complexity. 2) Becasue the different CFGs are formed 

by fault chains with various lengths or thresholds for the load shedding percentage, the rankings 

of critical branches have differences. Hence, some metrics of the CFG are not stable, although 

the graph model of the CFG is certain. The reason will be analyzed in a future paper. Thus in 

practical application we must be cautious in selecting an appropriate CFG to optimally evaluate 

branch vulnerability for a system needs to be cautious. 



Our work provides a new method to assess transmission network vulnerability. In the future, we 

plan to overcome the disadvantages of CFGs and employ CFGs to assess the bus node vulnerability 

of actual electric networks. 
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