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Abstract:  

The progressive spread of Advanced Metering Infrastructure (AMI) has enabled the collection of a huge 

amount of building related-data which can be exploited by both energy suppliers and users to gain insight on 

energy consumption patterns. In this context, data analytics-based methodologies play a key role for 

performing advanced characterization, benchmarking and classification of buildings according to their typical 

energy use in the time domain. Traditionally, energy customers are classified according to their building end-

use category. However, buildings belonging to the same category can exhibit different energy patterns making 

ineffective this kind of a-priori categorization. For this reason, load profiling frameworks have been developed 

in the last decade to identify homogenous groups of buildings with similar daily energy profiles. The present 

study proposes a non-intrusive customer classification process which does not make use of in-field load 

monitoring data for the classification of unknown customers. The classification process is developed by 

analysing hourly energy consumption data of 114 electrical customers of an Italian Energy Provider. The 

representative daily load profiles are grouped using the “Follow the Leader” clustering algorithm and a 

globally optimal decision tree is employed to build a supervised classification model. This model is also 

compared to a baseline recursive partitioning tree leading to an increasing of accuracy of about 6%.  The 

predictive attributes are gathered from monthly energy bills and from additional information on customers’ 

habits collected by means of phone survey. Eventually, the procedure exploits energy bill data also for 

estimating the magnitude of typical load profiles.    

Highlights: 

 A stock of buildings is analyzed to discover typical energy consumption profiles; 

 The daily load profiles are grouped with a “Follow the Leader” clustering algorithm; 

 A globally optimal decision tree is employed to develop a customer classifier; 

 The proposed classifier performs better than the baseline model of about 6%; 

 The classifier makes use of non-intrusive attributes gathered from energy bills 

Keywords: building energy consumption, customer classification, load profiling, data mining, energy 

benchmarking. 

 

1. Introduction 

The progressive introduction of Advanced Metering Infrastructure (AMI) in the last years has enabled the 

collection of a huge amount of building energy consumption data [1,2]. In this context, data analytics 

methodologies can be exploited by energy suppliers to gain insight on energy consumption patterns for a vast 

number of buildings [3]. A significant amount of research has been conducted in the field of building 

characterization using measured meter data [4]. Two comprehensive reviews on the use of unsupervised 
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learning and data analytics techniques for the analysis of building operational data were recently published 

discussing relevant applications in this area [5,6].  

The most promising applications of data analytics in energy buildings deal with the prediction of the energy 

demand of buildings [7], the optimization of building system operation [8], the detection and commissioning of 

operational status and failures of building equipment [9], the assessment of the impact of user on building 

energy consumption [10,11], the energy benchmarking analysis [4], the charachterisation of building energy 

demand [12,13]. The latter field of research often deals with the exploitation of various extracted temporal 

features from smart meter data [14] (e.g., load shape features, weather-dependency features, load pattern 

specificity, load diversity, long and medium-term volatility) for the segmentation and classification of large 

stock of buildings according to their energy behavior. In fact, mining the energy consumption patterns of 

buildings in large stocks not only provide more robust energy benchmarks [15,16] but can also support the 

development of energy management initiatives and demand response programs [17] targeted to specific 

segments of users [18]. 

Traditionally, energy customers are segmented and classified according to their building end-use category as 

residential, industrial, commercial and so on. However, in many cases, customers belonging to the same 

category can exhibit significantly different patterns in their energy consumption [15,19]. In such cases, 

benchmarking methods related to the energy use intensity (e.g., kWh/m3y) of the building are not able to fully 

characterise the energy behaviour of a customer over time. On the contrary, knowledge extracted from energy 

consumption time series (i.e., load profiling analysis) contains information on how and when building energy 

use changes during the day for various end uses such as appliances, lighting, ventilation, heating and cooling 

[16,20].  

A number of load profiling frameworks have been developed in the literature to deal with data coming from 

multiple buildings usually with the aim to identify, through unsupervised analysis, homogenous groups of 

typical daily load curves (i.e., customer classification) characterised by similar shapes and/or magnitude [3,21]. 

An in-depth knowledge of building typical load profiles could help managers in addressing some emerging 

challenges in the energy and buildings research field, such as energy consumption forecasting [22], anomaly 

detection and diagnosis through the introduction of robust analytics framework [23] and the evaluation of 

infrequent and unexpected daily energy patterns [24,25]. Moreover, the recognition of energy demand profiles 

enables the development of robust demand side management (DSM) strategies [26,27]. Rhodes et al. in [28] 

stated that load profiling of residential customers could serve as a starting point for utilities looking to reduce 

electricity use during peak times by developing policies that target load shifting. Eventually, in the two-way 

paradigm of smart grid, load profiling is particularly beneficial for both energy providers and users that are 

involved in Demand Response (DR) programs [17,29]. In the current competitive energy retail market, DR 

programs are designed to be attractive for the consumers and at the same time profitable for the retailers. In 

incentive-based programs, knowledge of customers’ macro-behavior in energy consumption allows the 

distribution companies to better manage the grid operation [30] and the interactions between energy 

consumption and production [17,31] (e.g., indirectly switching certain electric appliances at certain times). The 

modification of a load profile allows to flat the demand profile or in some cases to follow the generation pattern 

for grid stability purpose [32]. For example, virtual thermal storage, through the modification of load profiles 

of a group of buildings served by a district heating network represents an effective way to increase the share of 

heat from cogeneration and renewable sources [33]. In particular identify consumers who exhibit more-variable 

load patterns on normal days is essential as they could be able to change their loads more significantly when 

involved in demand response programs [34]. In that perspective energy retailers can take advantage from that 

knowledge in the design stage of dynamic pricing plans. According to the different customer groups in the 

portfolio, different energy tariffs can be set for each typical curve in order to maximize the relative profit 

[35,36]. For instance, in [37] Chicco et al. demonstrated how a data-driven customer classification process could 

be used to modify existing energy tariffs by fixing rate coefficients for each customer class.  

Also the customer side is experiencing a revolution in the smart grid environment in terms of demand 

management opportunities. In fact, thanks to the spread of electrical/thermal energy storages, renewable energy 

systems and data analytics-based technologies in buildings [38], user’s energy demand is becoming more and 
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more flexible [31,32]. Energy managers can implement, in an easier way, strategies aimed at modifying building 

energy use to obtain targeted changes in electrical/thermal load profile [32]. In this way, customers can change 

their load profiles (e.g., consuming less energy during peak hours or shifting the energy use to off-peak hours) 

in response of variations of energy price over time [19] (i.e., price-based programs) leveraging on energy 

flexibility and fully exploiting building potential in the energy management [39]. Benchmarking the energy 

usage in the time domain, through load profiling, is then crucial also for the impact assessment of DMSs and 

DR initiatives [40,41]. The information about shape and magnitude of electrical power consumption patterns 

can reveal useful knowledge [42] about building energy flexibility potential and/or in some cases the presence 

of multiple typical patterns (e.g., seasonality, intra-week variation)[28].  

From the design point of view, the in-depth characterization of the energy demand makes it possible to better 

address the current transition from large centralized generation plants to multi-energy distributed ones that are 

capable to provide, from different sources, energy at a small scale (e.g., neighborhood) when it is needed [32]. 

In fact, the lack of knowledge about building energy use patterns currently represents the main barrier for fully 

exploiting the benefits of energy management also at micro grid level. 

For the sake of completeness, an overview on the methodological process and methods employed for addressing 

the customer classification task is provided in the next section of the paper.  

1.1. Overview of customer classification process through load profiling analysis 

In the literature, the customer classification problem has been widely discussed by several researchers. 

Overviews on data mining based methodologies for customer classification are provided in [3,43,44]. Typically, 

this task unfolds through four main methodological stages: i) identification of n classes of customers with 

similar energy consumption profiles; ii) definition of the reference load pattern for each class; iii) enrichment 

of the database with predictive attributes; iv) development of a supervised classification model. 

The first stage of the process, in most of the cases, makes use of unsupervised data mining or machine learning 

techniques to identify homogenous groups of customers based on their electrical/thermal daily load profiles 

[43]. To address that task several algorithms were proposed in the literature and tested on different case studies 

(e.g., from low voltage to high voltage electric customers). 

According to Panapakidis et al [45] the methods used for the identification of homogenous load profile groups 

can be categorized as partitional clustering algorithms (e.g., k-means), fuzzy clustering algorithms (e.g., Fuzzy 

C-means), hierarchical clustering algorithms, neural network based clustering (e.g., self-organizing maps) and 

algorithms that not belong to the previous categories (e.g., support vector clustering). The k-means algorithm 

was used with success for the classification of industrial [46] or domestic [47] electricity customers. Fernandes 

et al. used the Fuzzy C-means for the segmentation of residential gas consumers [48]. In [49] a customer 

classification process was performed by using a hierarchical clustering process, while Figueiredo et al. 

characterised the energy consumers by means of a self-organizing maps [50]. Moreover in [51] a support vector 

clustering process was adopted to segment electrical load patterns. 

Despite their proven effectiveness, the robustness of such unsupervised methods is strictly dependent from 

various factors such as the aggregation algorithm (e.g., complete, single linkage in hierarchical clustering) [43], 

the dissimilarity distance measure between profiles [52,53], the data normalization technique [3] and number 

of clusters (i.e., customer groups). Due to such degrees of freedom in the clustering problem formulation, 

several adequacy indices (based on the measure of inter-cluster similarity and intra-cluster dissimilarity) have 

been proposed in the literature in order to assess the quality of clustering results [43].  

In [43,45] the most popular indices were reviewed such as mean index adequacy (MIA), Clustering Dispersion 

Indicator (CDI), Scatter Index (SI), Silhouette index, Variance Ratio Criterion (VRC) and Davies-Bouldin 

Index (DBI). The use of adequacy indices makes it possible to partially supervise the process suggesting the 

most suitable number of customer groups to be assumed in the clustering analysis.  

The outcome of that stage is then the identification of a number of customer classes (buildings with similar 

energy consumption profiles), for which the reference load pattern can be calculated as the centroid or medoid 

of the profiles grouped together. Subsequently, the customer class label is encoded as a categorical variable to 
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be predicted through a supervised classification model. To this purpose the load profile database is usually 

enriched with additional attributes (categorical and/or numerical) to be considered in the classification as 

predictive variables.  

These attributes can be defined as a-priori or based on in-field measurement campaign according to [37]. A-

priori indicators are related to the customers’ energy contracts and the type of commercial activity and are 

generally used by energy providers to preliminary characterize their clients. These indicators are static and do 

not exhibit sensitivity to load profile shape and magnitude [37]. Indeed, if they are used as unique predictors 

they cannot provide a comprehensive characterization of the energy use of customers in the time domain [3]. 

For this reason, indicators extracted from in-field measurement campaigns are employed in order to ensure a 

higher accuracy of the supervised classification model. These indicators deal with specific features of the load 

profile shapes and are calculated for each customers’ reference load pattern.  

These indicators (in the (0,1) range) are capable to capture the normalized variability in daily load profiles, and 

hourly/sub-hourly load shares with respect to specific reference values (mean, max, min, standard deviation) in 

different daily periods (e.g. night, lunch time) [37,54].  

Once the predictive attributes are selected, the customer classification process goes through the development of 

a supervised classification model. The classification task aims at assigning unknown customers into pre-

identified classes. Decision trees (e.g. C4.5, C5.0, CART) have been often used in the literature to accomplish 

that task due to their capability in handling both categorical and numerical variables and the high readability of 

their output in form of decision rules [55,56]. In [57] Ramos et al. used C5.0 algorithm for classifying a portfolio 

of about 1000 medium voltage customers in groups identified though a clustering analysis. Also in [50] 

Figueiredo et al. employed the C5.0 algorithm for customer classification purpose. In particular, a different 

consumer characterization is obtained for each load conditions considered. As a reference for winter working 

days and weekends the overall classification accuracy is close to 80% leveraging on a set of about 30 decision 

rules. 

Although the clustering phase is well investigated in the literature, little focus has been devoted to classification 

phase and in particular to the nature of the predictive attributes. As previously explained, in most of cases the 

classification attributes are directly extracted from the load curves as done in [54,58]. These variables show an 

excellent explanatory potential; however, they can be computed only through an intrusive approach. This is 

usually unfeasible since energy retailers not always have at their disposal such information when dealing with 

a new customer. In response to this gap, in this paper a customer classification framework relying only on 

variables obtained through non-intrusive approach has been developed. The proposed framework is conceived 

to be employed by energy retailers and demand response operators to identify representative groups of 

customers in heterogeneous stocks of buildings.  

The representative load profiles are grouped with a “Follow the Leader” clustering algorithm [37,49]. In the 

post-clustering phase, a globally-optimal decision tree [59] is employed to build a supervised classification 

model and compared against a traditional recursive partitioning decision tree. The non-intrusive predictive 

attributes are extracted from monthly energy bills of each customer and from additional information about 

customers’ habits collected by means of phone survey.  

1.2. Contribution of the paper 

The present paper focuses on the analysis of electrical load patterns of a stock of industrial and commercial 

buildings. The entire process relies on the application of data mining based algorithms in order to develop a 

customer classification tool capable to estimate for an unknown customer its most probable reference load 

profiles. The main challenge is to develop a non-intrusive classification tool that does not take into account 

attributes based on in-field load monitoring as input variables.  

On the basis of the literature review on customer classification presented in section 1.1, the main issues that this 

paper intends to address are the following: 

 

 The most of the analytical effort presented in literature has been devoted to the pattern recognition 

phase (i.e., clustering phase) often neglecting the development of classifiers capable to estimate, for 

an unknown customer, its most probable cluster label and representative profiles; 
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 When a classification model is developed, in most of the cases the input attributes are gathered from 

in-field energy monitoring campaigns. It means that such a classifier can be used by an energy 

provider/retailer only for classifying customers whose energy consumption profiles are already 

available; 

 The output of the customer classification process mainly consists in estimating normalised reference 

shapes of load profiles (e.g, (0,1) range) without providing any information about their magnitude;  

 In most of the applications only one reference load pattern per customer is considered for the 

subsequent clustering analysis. This assumption while allowing the dataset to be reduced, in some 

cases can costraint the exploration of different load conditions (e.g., seasonal patterns).  

In that perspective, the present study aims at conceiving, developing and testing a methodological framework 

that contributes in facing the aforementioned issues in a robust way as possible. A classification tool which 

makes use of few input variables collected through a non-intrusive approach was introduced. It allows typical 

reference patterns (including their shapes and magnitudes) to be identified by an energy provider in the very 

early stage of a customer engagement. As a consequence, more effective energy management strategies can be 

implemented for different customer groups by exploiting easy-to-collect and non-intrusive data and information 

(e.g., billing data, working time). 

The rest of the paper is organised as follows. Section 2 provides a description of the analysed dataset. Section 

3 presents the methodology adopted for non-intrusive customer classification process. Section 4 briefly 

describes the methods and algorithms used to perform the analysis. Section 5 presents the results obtained for 

the analysed case study. The last two sections discuss the results and contain the concluding remarks of the 

study. 

2. Description of the dataset 

The customer classification process has been developed starting from the monitored data of 114 electrical 

customers of an Italian Energy Provider (eVISO s.r.l.). The buildings are located in Piedmont (North-Western 

region of Italy) and are characterized by similar climate conditions. 17 customer typologies (i.e., building end 

uses) were taken into account in the analysis. In particular, from Figure 1 it can be inferred that the majority of 

the analysed buildings are manufacturing industries (i.e., metal-working, wood-working, stone-working).  

 

Figure 1 – Number of customers for each category 

The analysed data consists of three different datasets: 

 Electrical power dataset: it includes at least 4 months of measured hourly power demand of the 114 

customers from “00:00:00 2014-01-01” to “23:00:00 2017-01-31”;  
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 Energy bills dataset: it includes the monthly billing information for the 114 customers; 

 Additional info dataset: it includes features of the 114 customers such as customer typology and 

working time.  

Electrical power data were collected by means of smart meters installed by the energy provider while monthly 

billing data and additional information were retrieved through energy bills and short phone surveys. In the 

present study data were analysed and presented in anonymous form due to privacy issues related to the 

customer’s portfolio of the energy provider. 

 

Figure 2 - Example of raw data structure 

As an example, Figure 2 shows an extraction of records from the available dataset in order to provide an 

understanding of raw data structure. The year 2016 was selected as reference period for conducting the analysis. 

During 2016 the electrical power and energy bills datasets present the minimum amount of missing data and 

all the additional info were available. In Figure 3 are also shown the box plots of the average electrical power 

demand in the three time slots related to different Italian electrical energy tariffs (F1, F2, F3) for the buildings 

in the same category. The high diversity of the sample, in terms of building typology and energy consumption, 

represents an asset in a customer classification process in the perspective of extracting knowledge as 

generalizable as possible. 
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Figure 3 - Box plots of the average electrical power demand in the three time slots related to different italian electrical 

energy tariffs (F1, F2, F3) for the buildings in the same category 

3. Methodological framework 

In this section the methodological framework is presented with the aim of discussing each analytical stage of 

the process. The methodology relies on the application of a clustering algorithm coupled with a decision tree, 

to perform a robust classification of a number of electrical industrial and commercial customers. The whole 

process has been developed and tested on the dataset previously described in section 2. The general framework 

unfolds over four different stages, as shown in Figure 4.  

 

Figure 4 - General methodological framework of the analysis 
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Data pre-processing: the first stage is aimed at filtering and preparing the data. Data pre-processing is a 

mandatory task for any analytical process applied to data collected by means of smart meters. At this stage for 

each building the time series of hourly energy consumption was chunked into subsequences of daily length. 

The analysis was performed only on working days, filtering out the load profiles of weekends and holidays. 

The load profiles of the working days were then analysed in order to identify missing values and punctual 

outliers that were removed and replaced. Furthermore, all the days characterised by very low or infrequent 

variation in electrical load over time were removed. Finally, the remaining daily load profiles were averaged 

for each month and normalised in the range (0,1) resulting in 1249 Normalized Monthly Reference Load 

Profiles (NMRLPs). A detailed description of data pre-processing is provided in section 4.1. 

Clustering: the second stage of the analysis is aimed at grouping similar NMRLPs in clusters which are 

representative of specific energy consumption patterns. The unsupervised segmentation was performed by 

means of “Follow the Leader” clustering algorithm [37,49] using the Euclidian distance as dissimilarity 

measure. Details on the clustering method are provided in section 4.2. 

Classification: the group of clusters evaluated in the previous stage were analysed and described, and the labels 

of the most representative ones were used as target variables in a classification process. More in detail, a 

proposed model consisting in a globally optimal decision tree [55,59] was compared with a baseline model 

consisting in a recursive partitioning classification tree algorithm. The proposed model makes use of stochastic 

optimisation methods (i.e., evolutionary algorithms) that can lead to much more accurate classification than 

locally optimal decision trees [59]. Both the classification models (i.e., baseline and proposed) were developed 

using the cluster labels as target variable, and additional building features as input variables. The classifiers are 

able to predict, for a new customer, the most probable NMRLP on monthly basis only using a-priori knowledge 

(e.g., occupant arrival and exit time) and billing data. As a consequence, an energy provider may be able to 

easily estimate, for a new electrical customer, the monthly average hourly load profile based on the membership 

to a customer class previously identified. Details on the classification algorithms are provided in section 4.3.   

Data rescaling: the final stage of the process consists in the rescaling of NMRLPs. In fact, after the prediction 

of the NMRLP for a new customer, it becomes particularly desirable the evaluation of the magnitude associated 

to these normalized profiles. To address this task only historical billing data were used as shown in Figure 5.  

 

Figure 5 - Methodological process for the rescaling of the Normalized Monthly Reference Load Profiles (NMRLPs) 

In Italy, from electrical energy bills, it is possible to associate energy consumption data to hours with specific 

Time of Use (ToU) tariffs. The Italian ToU tariffs consist of three different daily time slots (Figure 5): 
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 F1 time slot (peak hours): it includes hours between 8 a.m. and 7 p.m. during working days; 

 F2 time slot (off-peak hours): during working days this slot includes one hour in the morning (7 a.m.) 

and hours between 7 p.m. and 11 p.m. During Saturdays it includes hours between 7 a.m. and 11 p.m.; 

 F3 time slot (off-peak hours) which comprises the remaining hours not included in the F1 and F2 time 

slots (i.e., Sundays, Holidays and night hours between 11 p.m. and 7a.m.). 

In the present study only working days were analysed for computing NMRLPs for each customer. For this 

reason, in order to rescale these normalized load profiles, only the energy consumption referred to the F1 slot 

during the billing period was considered, since the other slots are also included in the weekends and holidays.  

Assuming a monthly billing period, the total energy consumption in the time slot F1 for that period (𝑸𝑭𝟏
) is 

divided for the number of working days to calculate the daily average energy consumption 𝑸𝑭𝟏,𝒘𝒅 expressed 

in kWh. The scaling factor K is then calculated as follows: 

𝑲 =
𝑸𝑭𝟏,𝒘𝒅

𝒒
                                        (1) 

Where q is the normalized daily average energy consumption of the estimated NMRLP during the F1 time slot 

(i.e., 8 a.m. – 18 p.m.) calculated as follows: 

𝒒 = ∑ 𝒒𝒊 ∗ 𝑻𝟏𝟖
𝒊=𝟖                                      (2) 

Where 𝒒𝒊  is the i-th normalized average power of the NMRLP and T is the timestep of the load profile 

expressed in hours. After the evaluation of the scaling factor, each 𝒒𝒊 of the NMRLP was multiplied by K. 

Assuming that K is calculated starting from an average energy balance on about the 50% of the hours of a day 

(F1 time slot), it can be considered a reliable and representative scale factor for an entire working day. For this 

reason, the factor K is then used also to rescale 𝒒𝒊 not included in the F1 time slot.  

Following this framework, the rescaling process has been proved to be straightforward and robust. The entire 

process was tested using a sampling composed by 13 customers, for which one-year of hourly data were 

available. The approximation error referred to classification and rescaling of NMRLPs has been evaluated in 

the testing phase. Based on the obtained results, the proposed methodology is a very useful and ready-to-

implement tool that can be generalised for different kinds of buildings for customer classification purpose. 

4. Methods and algorithms of analysis 

In this section, a brief theoretical description is given for the aforementioned methods and algorithms used to 

perform the analysis of the reference load profiles. The analytic methods are also discussed with the aim of 

better specifying the advantages they offer in relation to the objectives of the present work in the field of energy 

customer classification. Furthermore, details on data pre-processing are provided. 

4.1 Data filtering and normalization methods 

The time series of energy consumption for each building was chunked into daily sub-sequences. After the 

segmentation, only load profiles of working days were taken into account.  

Punctual outliers were removed from daily load profiles and replaced through linear interpolation. 

Furthermore, also outliers at daily energy trend level were detected and removed. These profiles were 

characterised by very low or infrequent variation in energy demand over time.  

The first type of abnormal patterns is represented by days during which the electrical load was significantly 

lower than the other working days. These days may include holidays or days that were not correctly identified 

and labelled as non-working days. The identification process of these profiles was conducted separately for 

each customer and for each month. For each daily load profile, the daily power demand standard deviation was 
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calculated. In this way, through a box plot analysis for each customer and for each month, the low variation 

profiles were identified according to the following equations: 

𝑂𝑈𝑇𝑆𝐷 =  𝑄1𝑆𝐷 − 1.5 ∙  𝐼𝑄𝑅𝑆𝐷                               (3) 

𝐼𝑄𝑅𝑆𝐷 =  𝑄3𝑆𝐷 −  𝑄1𝑆𝐷                                  (4) 

Where Q1 and Q3 are the first and third quartile of the frequency distribution of the standard deviation of daily 

power demand respectively, and IQR represents the interquartile range. All the profiles labelled as 𝑂𝑈𝑇𝑆𝐷 were 

the lower outliers of the distribution and were removed from the set of data. 

The second type of abnormal patterns were the days during which the electrical power demand was significantly 

different, in terms of magnitude and shape, from the other working days. The identification of such profiles was 

carried out separately for each month and for each customer in the dataset. To this purpose, the k-Nearest-

Neighbours (KNN) algorithm was employed.  

The algorithm computes the distance matrix between all the elements (i.e., daily load profiles) in a specific 

month and identifies for each profile the set of its K nearest neighbours. The number of K neighbours and the 

distance metric are set by the analyst. In this case study K is assumed equal to 4 and the distance metric adopted 

is the Euclidean distance computed as follows: 

𝑑 =  √∑ (𝑞𝑖 − 𝑝𝑖)2𝑛
𝑖=1                                  (5) 

The algorithm returns for each element the distance values of its 4 nearest neighbours. These 4 values were 

averaged into one single value and its frequency distribution among the months was computed. The outliers of 

these distributions represent the daily load profiles that significantly differ from their nearest neighbours and 

are identified according to the following equations: 

𝑂𝑈𝑇𝐾𝑁𝑁 =  𝑄3𝐾𝑁𝑁 + 1.5 ∙  𝐼𝑄𝑅𝐾𝑁𝑁                          (6) 

𝐼𝑄𝑅𝐾𝑁𝑁 =  𝑄3𝐾𝑁𝑁 − 𝑄1𝐾𝑁𝑁                             (7) 

Where Q1 and Q3 are the first and third quartile of the frequency distribution of the average distance of each 

profile from its neighbours respectively, and IQR represents the interquartile range. All the profiles labelled as 

𝑂𝑈𝑇𝐾𝑁𝑁 are the upper outliers of the distribution and were removed from the set of data. 

Once the abnormal load profiles were identified and filtered out, the monthly reference load profiles for each 

customer were calculated by averaging the remaining working daily load profiles in each month.  

At this stage, in order to facilitate the subsequent grouping of similar profiles, also a normalization of data was 

carried out. The data normalization, especially for multidimensional problems, is necessary to compare profiles 

of different customers to each other removing the effect of the amplitude variability of data attributes. For 

energy profiling tasks, amplitude differences related to different load conditions can negatively affect the 

performance of pattern recognition algorithms in discovering similar shapes among profiles. To this purpose 

NMRLP in the (0,1) range are obtained normalizing each monthly reference load profiles respect to its 

maximum average power according to the following equation:  

𝒙𝑖,𝑚 =  
𝒙𝑖,𝑚

𝑚𝑎𝑥 (𝒙𝑖,𝑚)
                                     (8) 

Where 𝒙𝑖,𝑚 is the vector representing the monthly reference load profile of the i-th customer for the m-th month 

and 𝑚𝑎𝑥 (𝒙𝑖,𝑚) corresponds to its maximum value.  

4.2 “Follow the leader” clustering algorithm 

A wide variety of clustering procedures has been introduced in the scientific literature and it is already 

available on different statistical softwares. The effectiveness of the different methods has been widely discussed 

in the literature also considering the effect of data normalization (e.g., max normalization) and data reduction 

(e.g., symbolic aggregate approximation, principal component analysis) techniques on the final results [60].  

In this study the grouping of similar profiles was performed by means of an automatic clustering procedure 

based on a “Follow The Leader” (FTL) approach [37,49]. The algorithm does not require the a-priori definition 

of the number of clusters K, but it is initialized selecting a maximum distance threshold ρ. The dataset of the 
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profiles is sequentially scanned by the algorithm over a number n iterations, large enough to ensure the 

stabilization of the clustering results. In the first iteration, the FTL approach is used to define, as a first attempt, 

the total number of clusters K and the number of profiles assigned to each cluster. During the iterations, if the 

distance between a profile and the cluster centres computed until that iteration is lower than ρ*, the profile will 

be assigned to the cluster of the closest centroid otherwise a new cluster with one single element is generated. 

Indeed, the number of clusters and the number of profiles belonging to the same cluster may change until the 

algorithm converges to a stable solution. The algorithm was implemented in the statistical software R [61]. 

Given that the parameter ρ is a-priori set by the analyst, usually a cluster validity index is needed for 

supervising the tuning of this algorithm input. The selection of an optimal value of ρ is conducted with a “trial 

and error” procedure. Different values of ρ were tested and the results in terms of cluster separation and cohesion 

were compared through the Davies-Bouldin index.  

The Davies-Bouldin Index (DBI) [62] is a cluster validity metric based on the concept that for a good 

partition, inter cluster separation as well as intra cluster cohesion should be as high as possible. For each 

clustering result obtained from the setting of different ρ, the DBI is evaluated according to the following 

equations: 

𝐷𝐵𝐼(𝜌) =  
1

𝐾
 ∑ 𝑚𝑎𝑥

𝑘 ≠𝑙
(

𝛿𝑘+ 𝛿𝑙

𝑑𝑘,𝑙
)𝐾

𝑘=1                                (9) 

Where: 

 K is the final number of clusters fixing a certain value of ρ. 

 𝑑𝑘,𝑙 is the Euclidean distance between centroids of the clusters Ck and Cl. 

 𝛿𝑘, 𝛿𝑙 are the standard deviations of the distances of objects in clusters Ck and Cl. 

The value of ρ which minimises DBI is considered as the optimal value of the distance threshold for initialising 

the FTL algorithm. 

4.3 Recursive partitioning and globally optimal classification tree 

Decision trees are machine learning algorithms belonging to the family of classification/regression trees 

aimed at developing descriptive or predictive models from a set of records [63]. Each record can be expressed 

in form of tuple (x,y), where x represents the set of predictive attributes and y is the target variable. In particular, 

a classification tree is designed for categorical target attributes (e.g., cluster label). In this work, two 

classification models belonging to the family of Classification and Regression Tree (CART) were compared in 

order to conduct a predictive customer classification task, as it is able to easily handle both numerical and 

categorical target/predictive variables. CART is a binary decision tree based on the splitting of the records in 

purer subsets (i.e., nodes) through decision rules. The final nodes of the tree (leaves) represent the predicted 

class while the branches represent the conjunctions of the decision rules extracted from the predictive attributes 

that lead to those classes [64].  

As a “baseline” classification model a decision tree was considered whose learning process is based on a 

recursive partitioning method. It consists of a forward step-wise approach where at each parent node the best 

split is evaluated maximizing homogeneity in its child nodes. However, this learning technique leads to 

solutions that are locally optimal, since the splits are evaluated for minimising a loss function in the next step 

only [64].  

An alternative learning process consists of searching globally optimal trees for example by means of an 

evolutionary approach. This kind of classification algorithm is implemented in the evtree package [59] in the 

statistical software R. This model has been selected as “proposed” classification method. 

The main steps of the algorithm can be summarised as follows [59]:  

 Setting of the model parameters: During this step the parameters of the model were set by the analyst. 

The main parameters are the maximum depth of the trees, the minimum number of observations in a leaf 

node, the size of tree population (Θ), the variation operator probabilities, the number of iterations, the 

evaluation function and the complex parameter.   
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 Initialization: During this step the population of Θ trees is initialized. Each tree is initialized with a root 

node split randomly generated from the input variables. 

 Survivor selection: In every iteration, each tree (parent solution) is selected once to be modified 

(generating an offspring solution) by one of the variation operators (i.e., split, prune, major split rule 

mutation, minor split rule mutation, crossover). The population size Θ remains constant during the 

evolution and only a fixed subset of the candidate solutions can be stored for the next iteration. The 

algorithm uses a deterministic crowding approach, where each parent solution competes with its most 

similar mutation (offspring) for being stored in the population at iteration i+1. In a classification problem 

the algorithm evaluates among the population of parents and offsprings, the best trees in terms of 

classification accuracy and complexity. 

 Termination: The tree with the highest quality according to the evaluation function is returned as the 

final output of the algorithm at the end of the n iterations. For a large number of iterations (e.g. 10000 

iterations) the algorithm terminates when the quality of the best 5% of trees in Θ remains stable for 100 

iterations, but not before the ending of 1000 iterations.  

The core of the evolutionary learning process consists in the five variation operators implemented by the 

algorithm at each learning iteration [59]. The main principles of the operators are described below: 

1. Split: the operator randomly selects a leaf node of a tree and assigns a split rule to it. The split rule is 

randomly generated respect to the input split variable vr and split point sr. As a consequence, the leaf 

node becomes a parent node after the generation of two new child nodes; 

2. Prune: the operator randomly selects an internal node of a tree which has two leaf nodes as successors 

and prunes it; 

3. Major split rule mutation: the operator randomly chooses an internal node of a tree and modifies the 

split rule respect to input split variable vr, and the split point sr; 

4. Minor split rule mutation: The operator randomly chooses an internal node of a tree and modifies 

the split rule only respect to the split point sr of the input variable vr; 

5. Crossover: The operator randomly selects subtrees from two trees and exchanges them creating two 

new trees. 

It is important to highlight that the globally optimal decision tree algorithm could lead to slightly different 

solutions depending on the random initialization of the population Θ and the probabilities of variation operators 

to be applied at each iteration. For this reason, a sensitivity analysis on the tuning of model parameters is highly 

recommended.  

In the present paper, after the pattern recognition analysis, the labels of the most representative clusters were 

used as target variable in the classification process by means of a globally optimal decision tree. Different 

settings of tree population size, maximum number of iterations and variation operator probabilities have been 

tested to evaluate their impact on results.   

5.  Results 

The methodological process presented in section 3 was implemented on the group of 114 industrial and 

commercial buildings. The results are presented in this section in order to demonstrate how the methodology 

can provide an effective tool for the automatic classification of unknown electrical energy customers. 

5.1 Data pre-processing results  

To perform a customer classification process, data were prepared and processed. The main objective of pre-

processing phase was to evaluate the NMRLPs in a robust way. As explained in section 4.1, data pre-processing 

unfolds over different stages that makes it possible to automatically filter out from the dataset weekends, daily 
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load profiles with low standard deviation and abnormal daily load profiles. For the year 2016 the initial 

“electrical power dataset” was composed by 41.724 daily load profiles. After data pre-processing the dataset 

was reduced of about the 42% of the total number of daily load profiles (Figure 6(a)). In particular were filtered 

out: 

 The 31% of the total amount of load profiles referred to weekends or holidays;  

 The 8% of the total amount of load profiles labelled as working days that had low standard deviation 

of power during the day; 

 The 3% of the total amount of load profiles labelled as working days that were characterized by 

abnormal/infrequent patterns.  

The final dataset was then composed by 24.310 daily load profiles. 

 

Figure 6 –Percentage of valid and excluded load profiles after pre-processing analysis (a) valid and excluded daily load profiles grouped 

by month for a randomly selected customer (b) 

Figure 6(b) shows the impact of data pre-processing for a randomly selected customer in terms of valid 

and excluded daily load profiles. It is possible to notice that, after the data filtering, the remaining daily load 

profiles (in orange) exhibit high homogeneity in each month. This ensure that averaging those profiles per 

month, leads to a robust evaluation of reference patterns. At the end of the entire process the available set of 

1.249 monthly reference load profiles was then normalised in the range (0,1). It is important to highlight that, 

although a reference period of 1 year was considered for the analysis, the number of NMRLPs per customer 

may be different from twelve due to the presence of missing data or the filtering of entire months during the 

pre-processing phase (e.g. August). On average per each customer about 10 normalized NMRLPs are available. 

5.2 Clustering Results 

In order to find similar groups of NMRLPs a clustering analysis has been performed. The “Follow the 

Leader” algorithm has been employed to this purpose as previously explained in section 4.2. The initialization 

of the algorithm consists in choosing an optimal value of the parameter ρ. To do this a sensitivity analysis was 

conducted, using the Davies Bouldin index (DBI) as reference metric for cluster validation. Considering that 

monthly reference load profiles have been normalized, ρ represents an a-dimensional threshold distance 

between load profiles in the range (0,1). The clustering results were evaluated for different values of ρ in a range 

between 0,8 and 2,0 with an incremental step of 0,05. For each setting of ρ the corresponding number of clusters 

and DBI was calculated. The results of the sensitivity analysis are shown in Figure 7. 
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Figure 7 - Identification of optimal value ρ* with the corresponding number of clusters for the initialization of “Follow the Leader” 

algorithm 

The Figure 7 shows that the optimal value ρ* of the parameter ρ (that minimize the DBI) is equal to 1,30 and 

results in 17 clusters. It means that for ρ = ρ* the resulting clusters exhibit optimal inter cluster separation and 

intra cluster cohesion. The 17 clusters obtained have different cardinalities and are shown in Figure 8 with the 

evidence of their centroids. 

 

Figure 8 - Clusters of load profiles identified through the “Follow The Leader” algorithm 
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For classification purpose, only the most representative cluster labels were taken into account. The selection 

process unfolds over a descriptive analysis of the clusters obtained.  

The Figure 9 shows the scatter plot of the number of customers (x-axis) versus the number of NMRLPs (y-

axis) grouped in each cluster. The horizontal and vertical dashed red lines represent the average number of 

NMRLPs and of customers per cluster respectively. In this way the 17 clusters are segmented according to two 

main space regions.  

 

Figure 9 - Scatter plot of the number of customers (x-axis) versus the number of NMRLPs (y-axis) grouped in each cluster 

The first region includes clusters in the left-bottom corner of the plot. These clusters group together few 

NMRLPs and customers that are characterized by patterns that significantly differ from the rest of the dataset. 

In particular those clusters can be described as follows: 

 Clusters 3, 4, 6 and 14 include one single NMRLP. These profiles correspond to specific months during 

which the energy consumption patterns of some customers were infrequent. Although those profiles 

were not filtered out during the pre-processing phase, the “Follow-the-Leader” algorithm was able to 

isolate them.  

 Clusters 9, 13 and 17 include all the NMRLPs of one single customer. These customers show 

infrequent energy consumption patterns compared to rest of the dataset and high intra cluster cohesion.  

 Within Cluster 8 were grouped together customers with the same end-use which is related to milk 

production activities (i.e., dairy farms).  

 Within clusters 11, 12, 16 were grouped together customers with end-use related to food-service 

activities (i.e., food industry). These are the only customers characterised by a power demand during 

night hours higher than in the morning ones. 

 Cluster 5 includes several customers with different end-uses. However, the total number of NMRLPs 

that are grouped in this cluster corresponds to around the 3% of the total. 
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The second region includes clusters in the right-top corner of the plot. In these clusters was grouped about the 

90% of the total number of NMRLPs available in the dataset corresponding to 103 out of 114 initial customers. 

Centroids of clusters 1, 2, 7, 10 and 15, are then generated from the most typical recognised patterns in the 

dataset. All these patterns are characterized by higher power demand during morning and afternoon hours than 

the night ones. Moreover, a reduction of power demand during the middle hours of the day occur due to the 

effect of a lunch-break. Although these clusters show similar trends some differences can be pointed out (see 

Figure 6):  

 Cluster 1 groups profiles for which power demand is high between “07:00” and “18:00” (i.e., around 

the 90% of the maximum power) with a strong decrease between “12:00” and “14:00” due to the lunch-

break (i.e., the power demand is around the 50% of the maximum power); 

 Cluster 2 groups profiles for which the night power demand is higher than the profiles included in 

cluster 1 and the effect of lunch-break is less intense. Moreover, the power demand is still high also 

after “18:00”; 

 Cluster 7 groups profiles similar to cluster 1 but for which the power demand peak occurs in the 

afternoon hours after the lunch-break hours; 

 Cluster 10 groups profiles with the highest power demand during night hours (i.e., the power demand 

is around the 30-40% of the maximum power) compared to the other clusters (i.e., cluster 1,2,7,15); 

 Cluster 15 groups profiles for which the power demand is higher in the morning hours than in the 

afternoon hours after the lunch-break. 

In each of these clusters at least the 10% of the customers are grouped as well as about the 10% of the NMRLPs. 

This ensures the representativeness of such groups for customer classification purpose. For this reason, only the 

labels of clusters 1,2,7,10,15 were used in the subsequent phase and encoded as the categorical target variables 

of the decision tree. As demonstrated in other studies [37,49], the FTL algorithm has been capable to identify 

the most relevant clusters within the given dataset. The algorithm proved to be able to in handle outliers isolating 

anomalous/infrequent patterns in separate clusters that were easily identified and filtered out. 

5.3  Classification Results 

In this section the results obtained in the classification phase of the methodological framework are 

discussed. Two classification models, which are based on different learning process, were compared in terms 

of accuracy for predicting the cluster labels assigned to each group of NMRLPs evaluated in the clustering 

stage. In detail, a traditional recursive partitioning decision tree was selected as baseline, while a globally 

optimal decision tree was proposed as improved alternative.  

Decision trees are robust and highly readable algorithm and at this stage were used to predict, for new 

customers, their monthly average hourly load profiles based on the membership to one of the clusters previously 

identified by means of FTL algorithm. It is important to notice that the prediction is monthly-based, and then a 

customer could have NMRLPs belonging to different clusters for each month. Therefore, in this case, the 

decision trees allow to finely characterise also customers with multiple typical NMRLPs among the year (e.g., 

presence of seasonal-based patterns).  

Table 1 - Input variables for both “baseline” and “proposed” classifiers 

 Description Unit Name 

Monthly-

scale 

Variables 

Energy Consumption in time slot F1 / Total Energy consumption - F1 

Energy Consumption in time slot F2 / Total Energy consumption - F2 

Energy Consumption in time slot F3 / Total Energy consumption - F3 

Energy Consumption in time slot F1 / Energy Consumption in time slot F2  - F1_2 

Energy Consumption in time slot F1 / Energy Consumption in time slot F3 - F1_3 

Energy Consumption in time slot F2 / Energy Consumption in time slot F3 - F2_3 

Customer-

features 

Working start time [h] opening 

Working end time [h] closing 

Lunch break duration [h] d_lt 
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To develop the models, the input attributes were selected from the available datasets. The variables 

included in the model can be easily acquired through short phone survey and from customer energy bills. In this 

way the input data collection can be considered a non-intrusive process, since in-field energy monitoring is not 

needed. The input variables considered for both the “baseline” and “proposed” classifier are summarised in 

Table 1. All the input variables were treated as numeric or ordinal attributes, while the target variable (i.e., 

cluster labels) as a categorical attribute.  

Before developing the classification models, from each customer cluster at least one customer was sampled 

(with all its NMRLPs) to be used as testing. The testing dataset consisted of 13 customers and 142 NMRLPs. 

Training and testing datasets were identified in order to obtain nearly the 85% of the initial population size in 

the training set, avoiding the presence of the NMRLPs of the same customer in both of them. Moreover, in 

order to roughly maintain the same share of cluster objects in the two sets, from each cluster a number of 

customers was sampled proportional to the cluster cardinality. 

In order to perform a robust and reliable comparison, for both the “baseline” and “proposed” classifier the 

minimum number of elements in each leaf node (minbucket) and the maximum depth reachable by the tree 

(maxdepth) were set equal to 20 and 3, respectively. The minbucket was set equal to two times the average 

number of MRLPs for each customer, ensuring the presence of at least two customers classified in each leaf 

node of the tree. On the other hand, the maximum tree depth was set large enough to develop an accurate tree 

but not to much complex for avoiding overfitting issues. Considering that a maxdepth equal to 3 levels already 

limits the complexity of the possible solutions to a maximum number of 8 leaf nodes (as a consequence of three 

levels of binary splits), the complexity parameter α was set for both the classifiers equal to 0 in order avoid an 

additive penalty index in the evaluation function of the model.  

Table 2 - Configurations of variation operator probabilities (globally optimal decision tree) 

Setting of the variation 

operators  

Probabilities 

Crossover 
Major 

mutation 

Minor 

mutation 
Split Prune 

c20m40sp40  20 % 20 % 20 % 20 % 20 % 

c10m30sp60  10 % 15 % 15 % 30 % 30 % 

c00m50sp50  - 25 % 25 % 25 % 25 % 

c40m20sp40  40 % 10 % 10 % 20 % 20 % 

c10m10sp80  10 % 5 % 5 % 40 % 40 % 

c50m00sp50  50 % - - 25 % 25 % 

 

For the “proposed” decision tree based on the evolutionary learning algorithm, further hyper parameters 

need to be set. The parameters to be tuned are the population size Θ, the maximum number of iterations and the 

variation operator probabilities. Six different configurations of variation operator probabilities, three different 

number of maximum iterations and four population sizes have been tested. This analysis unfolds over two steps, 

as presented in [59].  

In the first step, the 18 configurations generated by combining six different settings of variation operator 

probabilities (Table 2) and three maximum number of iterations (i.e., 500, 1000, 10000) have been analysed. 

Each combination has been tested for 100 different random initialisations of the population Θ, which is fixed at 

100 trees (default value). Each solution was evaluated computing its misclassification error. Figure 10 shows 

the box plots of the 100 misclassification errors for each of the 18 combinations of the trees developed on the 

entire dataset. 
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Figure 10 - Misclassification rates for 18 configurations of iteration number and variation operator probabilities (globally optimal 

decision tree) 

From this first step it is possible to infer that the misclassification rate of the decision trees decreases with 

the increasing of the maximum number of iterations reaching its best median value for 10000 iterations and 

variation operator probabilities set at c20m40sp40. In the second step of the analysis the impact of the population 

size Θ on the misclassification rate is evaluated considering 100 different random initialisations of populations 

with size of 25, 50, 100, 250 and 500 trees respectively. In this step the number of iterations and variation 

operator probabilities were set at 10000 and c20m40sp40 respectively, that correspond to the optimal values 

previously identified. 

Figure 11 shows that the the cardinality of population size positively affects the overall performance of 

the decision tree, reaching the minimum median value of the misclassification rate for a population of 500 trees.  

 

Figure 11 - Misclassification rates for populations with size of 25, 50, 100, 250 and 500 trees respectively (globally optimal 

decision tree) 

According to the performed sensitivity analysis, the globally optimal tree was then developed on the 

training dataset with the following parameter setting: Θ equal to 500, number of iterations set to 10000 and the 

variation operator probabilities set to c20m40sp40.  
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The final decision trees (i.e., “baseline” vs “proposed”), developed on the training dataset are shown in 

Figure 12 and Figure 13 respctevely. The two trees differ in terms of number of leaf nodes and input variables 

used for the split generation. The globally optimal decision tree was capable to converge into a more detailed 

and accurate solution following decision rule paths different from the other model.  

 

Figure 12 - Globally optimal decision tree  

 

Figure 13 – Recursive partitioning decision tree 
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In fact, the locally optimal decision tree at each parent node evaluates the best split, maximizing 

homogeneity in the next step only. On the contrary, the globally optimal decision tree is capable to leverage on 

less accurate internal splits in order to reach a higher final performance of the classifier. In Table 3 and Table 4 

the decision rules extracted from the two classifiers are reported.  

Table 3 - Decision rules extracted from globally optimal classifier 

Cluster  Node Decision Rules Profiles Accuracy 

1 
8 IF d_lt < 2 AND F1 ≥ 0.504 AND F1 ≥ 0.701 184 88 % 

12 IF d_lt ≥ 2 AND F2 < 0.208 AND F1_2 ≥ 3.27 159 82.4% 

2 
7 IF d_lt < 2 AND F1 ≥ 0.504 AND F1 < 0.701 230 67.8 % 

11 IF d_lt ≥ 2 AND F2 < 0.208 AND F1_2 < 3.27 42 54.8 % 

7 15 IF d_lt ≥ 2 AND F2 ≥ 0.208 AND opening ≥ 08:30 48 81.7 % 

10 
5 IF d_lt < 2 AND F1 < 0.504 AND opening ≥ 06:00 131 75.6 % 

14 IF d_lt ≥ 2 AND F2 ≥ 0.208 AND opening < 08:30 45 57.8 % 

15 4 IF d_lt < 2 AND F1 < 0.504 AND opening < 06:00 107 82.2 % 

Table 4 - Decision rules extracted from recursive partitioning classifier 

Cluster  Node Decision Rules Profiles Accuracy 

1 3 IF F1_2 ≥ 3.697 AND d_lt ≥ 0.5 335 86 % 

2 
4 IF F1_2 ≥ 3.697 AND d_lt < 0.5 38 68.4 % 

7 IF F1_2 < 3.697 AND F1 ≥ 0.459 AND d_lt < 2.25 292 55.8 % 

7 8 IF F1_2 < 3.697 AND F1 ≥ 0.459 AND d_lt ≥ 2.25 38 81.6 % 

10 10 IF F1_2 < 3.697 AND F1 < 0.459 AND opening ≥ 05:00 137 67,9 % 

15 11 IF F1_2 < 3.697 AND F1 < 0.459 AND opening < 05:00 106 83 % 

 

Both models suggest that NMRLPs grouped within cluster 1 and cluster 2 are characterised by a higher 

monthly energy consumption during time slot F1 respect to other clusters. However, the energy consumption 

during F2 hours are more significant for cluster 2 compared to cluster 1. According to the globally optimal 

decision tree solution, customers whose NMRLPs were grouped within cluster 7 are characterized by working 

activities starting later than 08:30 a.m., while such a feature is not extractable from baseline solution (recursive 

partitioning decision tree). Whithin cluster 10 and cluster 15, were grouped NMRLPs for which the energy 

consumption during time slot F2 are higher compared to other clusters. The difference between the cluster 10 

and 15 consists in an earlier starting of working activities for customers in cluster 15 than of others in cluster 

10. Those cluster features have been exploited by both models, however, the globally optimal decision tree 

showed a more detailed description by using one more decision rule. The rules are furtherly applied on the 

testing set to evaluate “out-of-sample” performances of the two models.  

Table 5 - Overall misclassification errors of recursive partitioning and globally optimal decision tree for the training and testing 

dataset 

 Misclassification error 

 
Globally optimal 

decision tree 

Recursive partitioning 

decision tree 

training 23.5 % 27.1 % 

testing 24.6 % 30.9 % 

 

In 

 the overall misclassification errors of the two models are reported for the training and testing datasets. It 

is possible to see that the proposed globally optimal decision tree performs better than the locally optimal one 

both in training and testing. The accuracy in testing session improves by about 6%. 
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Although for the proposed model the setting of parameters is not straightforward and the computational cost is 

quite high, the algorithm is capable to reach results significantlly better than the baseline approach in terms of 

generalizability and accuracy of the model.    

5.4 Rescaling process 

The last phase of the methodological process consists of the rescaling of the estimated NMRLPs. Infact, 

after the classification of the 13 customers of the testing dataset, their estimated NMRLPs were rescaled in 

order to obtain a reference hourly power demand profile expressed in kW. The NMRLPs were rescaled by 

multipling their 24 values (one for each hour of the day) by the scaling factor K (as explained in section 3) 

obtained by using the actual monthly energy consumption in the F1 time slot. The rescaled NMRLPs were 

compared to the actual ones in order to evaluate the overall performance of the methodological framework. In 

particular the Pearson correlation computed between real and rescaled profiles was select as validity index. For 

instance, in the case of a customer with 10 monthly reference load profiles, the correlation coefficient is 

calculated among 24 x 10 data points expressed in kW. On average for the entire testing set, consisting in 142 

profiles, a strong linear correlation coefficient equal to 0.895 was obtained (Figure 14). It means that the process 

is capable to return, for a unknown customer, a set of estimated monthly reference load profiles that are accurate 

in terms of both magnitude and shape.  

 

Figure 14 - Linear correlations between actual and rescaled estimated energy profiles for each customer of the testing set 

As a reference, in Figure 15 (a) the results of the rescaling process are shown for each month of a randomly 

selected customer from the testing set. For each month, grey lines show the actual load profiles of the working 

days, the red line is the actual average profile and blue line is the rescaled NMRLP. In addition in Figure 15 (b) 

the carpet plot of actual load profiles is reported together with carpet plot reconstructed on monthly basis 

through the rescaled estimated load profiles. Both figures show how the process performs proving its robustness 

and effectiveness. 
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Figure 15 – Actual load profiles of the working days (grey lines), actual average load profiles (red lines) and rescaled load profiles (blue 

lines) of a randomly selected customer from the testing set (a) carpet plot of actual load profiles together with the carpet plot 

reconstructed on monthly basis through the rescaled estimated load profiles (b)  

6.  Discussion  

The present paper focused on the analysis of electrical load patterns of a stock of 114 industrial and commercial 

buildings located in Piedmont (North-Western region of Italy). The proposed methodology provides a robust 

process for the automatic classification of unknown electrical customers.  

For this purpose, on the basis of the existing literature, proven algorithms were employed in the analysis. 

In the pattern recognition phase the “follow the leader” approach has been used for identifying the most 

significant customer groups and at the same time isolate infrequent or anomalous patterns in separate groups. 

The algorithm belongs to the family of partitional clustering techniques, but differently from K-means it requires 

a distance threshold instead of the number of desired clusters K as input parameter. It brings advantages in terms 

of algorithm flexibility. In fact the use of a distance threshold makes it possible to better manage 

infrequent/anomalous patterns without previously perform an outlier removal analysis for improving clustering 

performances. The setting of the threshold ρ has been supervised by using the Davies Bouldin Index as a cluster 

validity metric allowing the optimal value ρ* to be automatically identified. The cluster analysis resulted in 17 

customer groups characterized by different cardinality and shapes. Even if the high diversity of patterns 

represents an asset in a customer classification process, a large customer database is required to adequately 

represent each of them.  

In the presented case study, 5 cluster labels were used in the classification phase given that the remaining 

12 groups included few customer profiles or anomalous ones. Excluding Clusters 3, 4, 6 and 14 that included 

one single anomalous NMRLP, the others are candidates for being considered in the classification process when 

further NMRLPs will be stored in the customer database. In that perspective, the process can be considered 

open and furtherly upgradable considering that more cluster labels could be taken into account in the future for 

developing an extended classifier. One of the most recently developed algorithm for decision tree based on 

globally optimal learning process was tested and compared with the well-known one-step-forward approach. 

This proposed classifiction model led to an improved accuracy of 6% for the testing data set in comparison to 

the baseline classification model. Differently from more straightforward decision tree models, the globally 

optimal algorithm requires a high computational cost and the tuning of model parameters represents a time 

consuming task. For the case analysed in this work, the higher accuracy achieved and the limited database 

volume made its implementation still reasonable. The algorithm was capable to accomplish the classification 
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task by fully exploiting the few input variables collected through a non-intrusive approach. In the authors 

opinion, this hypothesis represents one of the strengths of the methodological process proposed, given that it 

allows users to preliminary characterize electric or thermal energy customers in a very detailed way without 

using in-field monitoring data [65]. The opportunity to estimate, for an unknown customer, its most probable 

NMRLPs is highly desirable for several stakeholders (e.g., suppliers, local and national authorities) in the smart 

city environment. 

As a consequence, more effective energy management strategies can be conceived for different customer groups 

on the basis of their representative load patterns for example by designing targeted financial demand response 

programs (e.g., Time Of Use tariff, Critical Peak Pricing, Real-Time Pricing). 

These programmes are getting more and more attention as retailes keep looking for a better way to balance 

loads and at the same time increase their profitability. On the other hand, such programs are designed to be 

attractive also for the consumers as they can exploit a deeper knowledge of their energy patterns to reduce the 

total energy bill cost. In this context the modification of a load profile plays a critical role not only from an 

economical point of view but also in terms of grid stability.  

Customer classification tools can also be employed for traking the changes of power consumption patterns over 

time. By benchmarking customer flexibility (in terms of demand modification) it is possible to assess which 

could be the influence and the impact of specific Demand Side Management and Demand Response initiatives 

for a group of customers or even at larger scale (e.g. district). Differently from the literature, the classification 

process, adopted in the work presented here, is also capable to estimate, the magnitude of energy profiles. The 

results proved that the methodological process introduced allows to robustly estimate for a unknown customer, 

a set of monthly reference load profiles that are accurate in terms of both magnitude and shape.  

The opportunity to estimate the shape of a load profile thogheter with its magnitude enables a full 

characterization of a building energy demand, making it possible to easily and effectively reach decarbonisation 

targets also from system design side.  

Conclusions 

In the present paper, the application of a non-intrusive approach for addressing a customer classification task 

was investigated. The analysed stock of customers consisted in more than 100 non-residential buildings with 

17 different end-use categories. A classification tool capable to predict for a new customer its most probable 

typical load monthly profiles was developed. The classification model makes use of an globally optimal decision 

tree algorithm that differently from traditional recursive partitioning decision tree leverages on an evolutionary 

learning process in searching optimal decision trees. The model was fed by predictive attributes extracted from 

monthly energy bills of each customer and from additional information collected by means of phone survey. 

Despite the use of non-shape sensitive attributes, the model reached an overall accuracy of about 80%. The 

conceived procedure makes it possible to exploit energy bill data also for estimating the magnitude of typical 

load profiles.    

Eventually the proposed non-intrusive methodology showed good performance significantly improving the 

feasibility of a customer classification process in real-life applications. 
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