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# DENSITY PROBLEMS FOR SECOND ORDER SOBOLEV SPACES AND CUT-OFF FUNCTIONS ON MANIFOLDS WITH UNBOUNDED GEOMETRY 

DEBORA IMPERA, MICHELE RIMOLDI, AND GIONA VERONELLI


#### Abstract

We consider complete non-compact manifolds with either a sub-quadratic growth of the norm of the Riemann curvature, or a sub-quadratic growth of both the norm of the Ricci curvature and the squared inverse of the injectivity radius. We show the existence on such a manifold of a distance-like function with bounded gradient and mild growth of the Hessian. As a main application, we prove that smooth compactly supported functions are dense in $W^{2, p}$. The result is improved for $p=2$ avoiding both the upper bound on the Ricci tensor, and the injectivity radius assumption. As further applications we prove new disturbed Sobolev and Calderón-Zygmund inequalities on manifolds with possibly unbounded curvature and highlight consequences about the validity of the full Omori-Yau maximum principle for the Hessian.


## Contents

1. Introduction and main results ..... 1
2. Sequences of Cut-off functions and applications to density problems ..... 5
3. Harmonic coordinates and rescalings ..... 6
4. Construction of controlled exhaustion functions ..... 8
4.1. Sub-quadratic Ricci growth ..... 8
4.2. Sub-quadratic sectional curvature growth (no assumptions on injectivity radius) ..... 13
5. Hessian cut-off functions ..... 14
6. The special case $p=2$ ..... 15
7. A disturbed Sobolev inequality ..... 16
8. Some further applications ..... 20
8.1. Full Omori-Yau maximum principle for the Hessian ..... 21
8.2. Martingale completeness ..... 22
8.3. An $L^{2}$-Calderon-Zygmund inequality with weight ..... 22
References ..... 24

## 1. Introduction and main results

Let $\left(M^{m}, g\right)$ be a smooth, complete, possibly non-compact, Riemannian manifold without boundary. For $p \in[1, \infty)$ and $k \geq 2$, denote by $W^{k, p}(M)$ the space of functions on $M$ whose (weak) derivatives of order 0 to $k$ have a finite $L^{p}$ norm. Moreover, let $W_{0}^{k, p}(M)$ be the closure of $C_{c}^{\infty}(M)$ in $W^{k, p}(M)$.

A classical result in geometric analysis states that for any complete Riemannian manifold, $W_{0}^{1, p}(M)=$ $W^{1, p}(M)$ for any $p \in[1, \infty)$, [5]. In this paper, we are interested in the following

Problem 1.1. Under which (geometric) assumptions on $M$ does one have that $W_{0}^{2, p}(M)=W^{2, p}(M)$ ?
Classical results on this topic can be found in [6], 24] and references therein. In the following proposition we collect the most up-to-date achievements: point (I) was shown by E. Hebey, [23, Theorem 2.8]; point (II) was proved by B. Güneysu in [18, Proposition III.18]; point (III) is due to L. Bandara, [7] (for an alternative proof see also [18, Proposition III.18]).

Proposition 1.2. Let $\left(M^{m}, g\right)$ be a complete Riemannian manifold.
2010 Mathematics Subject Classification. 46E35, 53C21.
Key words and phrases. Density problems, Sobolev spaces on manifolds, cut-off functions, disturbed Sobolev inequalities.
(I) If $\left|\operatorname{Ric}_{g}\right| \leq C$ for some constant $C \geq 0$ and $\operatorname{inj}_{g}(M)>0$, then for every $p \in[1, \infty)$ we have $W_{0}^{2, p}(M)=W^{2, p}(M)$.
(II) If $\left|\operatorname{Riem}_{g}\right| \leq C$ for some constant $C \geq 0$, then for every $p \in[1, \infty)$ we have $W_{0}^{2, p}(M)=W^{2, p}(M)$.
(III) If $\operatorname{Ric}_{g} \geq-C$ for some constant $C \geq 0$ (no assumptions on the injectivity radius!) then $W_{0}^{2,2}(M)=$ $W^{2,2}(M)$.

Often in the applications it is useful to relax the assumptions on the geometry of the manifold, allowing to the bounds on the curvature and on the injectivity radii to be more flexible. The main purpose of this paper is to investigate density problems for second order Sobolev spaces under not necessarily constant bounds on the curvature and (when it is the case) letting the injectivity radii suitably decay at infinity. In particular we obtain the following

Theorem 1.3. Let $(M, g)$ be a complete Riemannian manifold and $o \in M$ a fixed reference point. Set $r(x) \doteq \operatorname{dist}_{g}(x, o)$. Suppose that one of the following set of assumptions holds
(a) for some $i_{0}>0$ and $D>0$,

$$
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right), \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))}>0 \quad \text { on } M .
$$

(b) for some $D>0$,

$$
\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right) .
$$

Then, for every $p \in[1, \infty)$, we have $W_{0}^{2, p}(M)=W^{2, p}(M)$
Moreover, in the special case $p=2$, we can obtain the following improvement of [7, Theorem 1.1], where neither an upper bound on the Ricci curvature nor the assumption on the injectivity radii are required. As it is customary in this case the Bochner formula plays a key role.
Theorem 1.4. Let $(M, g)$ be a complete Riemannian manifold, $o \in M, r(x) \doteq \operatorname{dist}_{g}(o, x)$, and suppose that for some $D>0$

$$
\operatorname{Ric}_{g}(x) \geq-D^{2}\left(1+r(x)^{2}\right)
$$

Then $W_{0}^{2,2}(M)=W^{2,2}(M)$.
To prove our density results we employ the method introduced in [17], [20]. The key step in the proof is the construction on the manifold of special sequences of cut-off functions, with a suitable control on the gradient and on second order derivatives. In this regard let us notice that, as a matter of fact, Proposition 1.2 can be seen as a consequence of the existence of such sequences of cut-off functions under the assumptions at hand. More precisely, the result in point (II) uses point (iii) of Proposition 2.3 below, while the result in point (III) can be seen as a consequence of the general criterion (point (a)) given in Proposition 2.4, Theorem B in [20, and point (i) in Proposition 2.3. Finally, also point (I) can be proved using the cut-off functions given by point (iv) in Proposition 2.3 together with Proposition 2.4 (b) ${ }^{1}$.

Note that such cut-off functions can be tailored starting from suitable smooth exhaustion functions whose gradient and Hessian are controlled in terms of explicit functions of the distance from a fixed reference point. Recall that a smooth function $\rho: M \rightarrow \mathbb{R}$ on a Riemannian manifold $(M, g)$ is said to be an exhaustion function if, for every $a \in \mathbb{R}$, the sublevel sets $M_{\rho}(a)=\{x \in M: \rho(x)<a\}$ are relatively compact. In this direction, in this paper we prove the following

Theorem 1.5. Let $(M, g)$ be a complete Riemannian manifold and $o \in M$ a fixed reference point, $r(x) \doteq$ $\operatorname{dist}_{g}(x, o)$. Suppose that one of the following set of assumptions holds
(a) for some $0<\eta \leq 1$, some $D>0$ and some $i_{0}>0$,

$$
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}, \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))^{\eta}}>0 \quad \text { on } M
$$

(b) for some $0<\eta \leq 1$ and some $D>0$,

$$
\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}
$$

[^0]Then there exists an exhaustion function $H \in C^{\infty}(M)$ such that for some positive constant $C>1$ independent of $x$ and $o$, we have on $M$ that
(i) $H$ is a distance-like function, i.e., $C^{-1} r(x) \leq H(x) \leq C \max \{r(x), 1\}$;
(ii) $|\nabla H|(x) \leq C$;
(iii) $|\mathrm{Hess} H|(x) \leq C \max \left\{r(x)^{\eta}, 1\right\}$.

To obtain distance-like exhaustion functions with controlled gradient and Hessian, the previous strategy introduced by L.-F. Tam in 32 and adopted also in 30 was the following. One starts with a distance-like function with bounded gradient (which always exists on complete manifolds, [15]) and let it evolve under the heat flow on $M$. The evolution at a fixed positive time (say $t=1$ ) preserves the linear growth of the initial datum, as well as the boundedness of the gradient. Moreover Euclidean parabolic Schauder estimates, applied in harmonic coordinates charts of fixed radius centered at any $x \in M$, permit to control the $L^{\infty}$-norm of the Hessian. However, when the Ricci curvature is unbounded and the injectivity radius is possibly null, the estimates in the heat flow method are difficult to implement, and the parabolic method apparently does not permit to get Theorem 1.5 in its more general assumptions. Accordingly, we use here a different strategy.

The starting point is a recent result established by D. Bianchi and A. G. Setti, [8], where exhaustion functions with controlled gradient and Laplacian are constructed on manifolds with Ricci curvature bounded from below by a possibly unbounded non-positive function of the distance from a fixed reference point, without any assumption on the injectivity radius. As in Tam's result, our strategy is then, roughly speaking, to use harmonic coordinates in order to gain a control on the whole Hessian of these exhaustion functions. An application of elliptic Schauder estimates, Sobolev embeddings and a local Calderón-Zygmund inequality permits then to conclude the proof. Note that this latter part is technically more involved than in the parabolic case, since we have to estimate solutions of a semilinear (elliptic) equation instead of a homogenous (parabolic) equation. To deal with the non-uniform bounds on Ric and inj, everything is done locally, in a suitable ball, with radius decaying at infinity, where we can guarantee the existence of harmonic coordinates with respect to which we have a good control on the metric.

We mention that these techniques can be naturally extended to study density problems for higher order Sobolev spaces on manifolds with unbounded geometry. These results will be presented in the forthcoming paper [26].

As a further application, the distance-like function $H$ exhibited in Theorem 1.5 permits to deduce the validity of a disturbed Sobolev inequality on non-compact manifolds with possibly unbounded Ricci curvature and possibly vanishing global injectivity radius. It is well known that on a complete non-compact manifold with Ricci curvature bounded from below and a strictly positive lower bound on $\operatorname{vol}\left(B_{1}(x)\right)$ uniform in $x$, one has the continuous embedding $W^{1, p}(M) \subset L^{p m /(m-p)}(M)$, 33]. By a result of Croke, the assumption on the volumes of unitary balls is implied by a positive lower bound on the injectivity radius, [12, Proposition 14]. Under a conformal change of the Riemannian metric the Ricci curvature modifies following an equation which involves the gradient and the Hessian of the conformal factor. Accordingly, in the assumption of Theorem 1.5 we can use the distance-like function $H$ to get a metric $\tilde{g}$ in the same conformal class of $(M, g)$ with bounded Ricci curvature and a lower bound on the volumes of unitary balls ${ }^{2}$, Moving back from $\tilde{g}$ to $g$, we deduce a Sobolev-type inequality on $(M, g)$.

Theorem 1.6. Let $\left(M^{m}, g\right)$ be a smooth, complete non-compact Riemannian manifold without boundary. Let $o \in M, r(x) \doteq \operatorname{dist}_{g}(x, o)$ and suppose that for some $0<\eta \leq 1, D>0$ and some $i_{0}>0$,

$$
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}, \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))^{\eta}}
$$

[^1]Let $p \in[1, m)$ and $q \in[p, m p /(m-p)]$. Then there exist constants $A_{1}>0, A_{2}>0$, depending on $m, p, q$ and the constant $C$ from Theorem 1.5, such that for all $\varphi \in C_{c}^{\infty}(M)$ it holds

$$
\begin{equation*}
\left(\int_{M}|\varphi|^{q} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} \leq A_{1}\left(\int_{M}|\nabla \varphi|^{p} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+A_{2}\left(\int_{M} \max \left\{1 ; r^{2 \eta}\right\}|\varphi|^{p} d \operatorname{vol}_{g}\right)^{\frac{1}{p}} \tag{1}
\end{equation*}
$$

Disturbed Sobolev inequalities were obtained in the original paper by Varopoulos, 33, and subsequently improved by Hebey, [23]. Namely, they proved that if $\mathrm{Ric}_{\mathrm{g}} \geq-(m-1) D$ for some positive constant $D$, then

$$
\begin{equation*}
\left(\int_{M} \varphi^{\frac{m p}{m-p}} v^{\alpha} d \operatorname{vol}_{g}\right)^{\frac{m-p}{m p}} \leq A\left(\int_{M}|\nabla \varphi|^{p} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+B\left(\int_{M} \varphi^{p} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}} \tag{2}
\end{equation*}
$$

where $1 \leq p<m, \alpha$ and $\beta$ are real constants satisfying $\beta / p-\alpha(m-p) /(m p) \geq 1 / m$, and $v(x) \doteq$ $\left(\operatorname{vol}_{g}\left(B_{1}(x)\right)\right)^{-1}$. Combining (2) with Theorem 1.5 and the conformal method described above, we get a quite general family of Sobolev-type inequalities which contains the one in Theorem 1.6 when $q=$ $m p /(m-p)$; see Theorem 7.1. As a special case of Theorem 7.1, one has also the validity of (11) provided that $\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}$ and

$$
\begin{equation*}
\operatorname{vol}_{g}\left(B_{r^{-\eta}(x)}(x)\right) \geq \frac{E}{(1+r(x))^{m \eta}} \tag{3}
\end{equation*}
$$

It is a natural question whether (3) together with $\operatorname{Ric}_{g} \gtrsim-r^{2 \eta}$ would suffice to prove Theorem 1.6. Note that both the upper bound on Ricci and the lower bound on the injectivity radius are used to get harmonic radius estimates. On the other hand, the weight $r^{2 \eta}$ in (1) probably can not be avoided since an unweighted Sobolev inequality would imply a lower bound on $\operatorname{vol}_{g}\left(B_{1}(x)\right)$, 9 .

Ideas in the proof of Theorem 7.1 and Theorem 1.6 can also be applied to other integral inequalities, permitting for instance to obtain the validity of the following $L^{2}$-Calderón-Zygmund inequality with weight in our general assumptions. For some results in the same spirit see also [3, Section 7].

Theorem 1.7. Let $\left(M^{m}, g\right)$ be a smooth, complete non-compact Riemannian manifold without boundary. Let $o \in M, r(x) \doteq \operatorname{dist}_{g}(x, o)$ and suppose that one of the following curvature assumptions holds
(a) for some $0<\eta \leq 1$, some $D>0$ and some $i_{0}>0$,

$$
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}, \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))^{\eta}}>0 \quad \text { on } M .
$$

(b) for some $0<\eta \leq 1$ and some $D>0$,

$$
\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}
$$

Then there exist constants $A_{1}>0, A_{2}>0$, depending on $m, \eta, D$ and the constant $C$ from Theorem 1.5, such that for all $\varphi \in C_{c}^{\infty}(M)$ it holds

$$
\begin{equation*}
\left\||\operatorname{Hess} \varphi|_{g}\right\|_{L^{2}}^{2} \leq A_{1}\left\|H^{2 \eta} \varphi\right\|_{L^{2}}^{2}+A_{2}\|\Delta \varphi\|_{L^{2}}^{2} \tag{4}
\end{equation*}
$$

An extensive study of $L^{p}$-Calderón-Zygmund inequalities (in short $\mathrm{CZ}(\mathrm{p})$ ) and their interplay with the geometry was initiated in [20], and we refer to that paper for an introduction to this topic. Even though $\mathrm{CZ}(2)$ is known to hold globally, without even require geodesic completeness, under a global lower bound on the Ricci curvature, it is in general false without this assumption; see [20, Theorem B]. On the other hand, for $p \neq 2, p \in(1, \infty), \mathrm{CZ}(\mathrm{p})$ holds if $(M, g)$ has bounded Ricci curvature and a positive injectivity radius; see [20, Theorem C]. The proof of this result seems to really depend on a harmonic radius bound, and hence on the bound on the injectivity radius. Since in our setting $(M, \tilde{g})$ has bounded Ricci curvature and volume non-collapsing but, as far as we know, its injectivity radius is not necessarily bounded from below on the whole of $M$, it remains an open question if a $C Z(p)$ with weight similar to (4) holds in our assumption when $p \neq 2$, .

The organization of this paper is as follows. In Section 2 we recap some known results about the existence of special sequences of cut-off functions and see how these can be used to obtain density results for second order Sobolev spaces. In Section 3 we see explicitly how, on a suitable ball centered at each point of a
manifold with a non-constant Ricci curvature bound and suitably decaying injectivity radii, we can control in harmonic coordinates the metric. In Section 4 we construct good distance-like exhaustion function in this generality, first dealing with sub-quadratic Ricci curvature growth and suitably decaying injectivity radii and then with the situation in which we have sub-quadratic sectional curvature growth (and no assumptions on the injectivity radii). Starting from these exhaustion functions, in Section 5 we construct the cut-off functions needed for the proof of our first density result (Theorem 1.3 ). In Section 6 we focus on the case $p=2$ and give the proof of Theorem 1.4. In this case we are assuming only a quadratic negative lower bound on the Ricci curvature. Making use of the weak Laplacian cut-off functions constructed in [8], under these assumptions, we are able to prove the density result by applying the divergence theorem to a suitable compactly supported vector field together with the Bochner formula. In Section 7 we prove the general Theorem 7.1 about disturbed Sobolev inequalities and, as a consequence of the proof of this latter, we deduce Theorem 1.6. Finally, as suggested by one of the anonymous referees, in Section 8 we discuss some further applications of Theorem 1.5 and of the proof of Theorem 1.6. In a first part we deduce geometric conditions ensuring the validity of the full Omori-Yau maximum principle at infinity for the Hessian or the validity of martingale completeness. A final subsection is devoted to the proof of Theorem 1.7

## 2. Sequences of Cut-off functions and applications to density problems

Sequences of Laplacian and Hessian cut-off functions where defined in [17] and [20]. Here we will need to introduce also the slightly different notions of weak Laplacian and weak Hessian cut-off functions. Namely

Definition 2.1. A complete Riemannian manifold $(M, g)$ is said to admit a sequence $\left\{\chi_{n}\right\} \subset C_{c}^{\infty}(M)$ of Laplacian cut-off functions, if $\left\{\chi_{n}\right\}$ has the following properties:
(C1) $0 \leq \chi_{n}(x) \leq 1$ for all $n \in \mathbb{N}, x \in M$;
(C2) for all compact $K \subset M$, there is a $n_{0}(K) \in \mathbb{N}$ such that for all $n \geq n_{0}(K)$, one has $\left.\chi_{n}\right|_{K}=1$;
(C3) $\left\|\nabla \chi_{n}\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$;
(C4) $\left\|\Delta \chi_{n}\right\|_{\infty}^{\infty} \rightarrow 0$ ad $n \rightarrow \infty$.
Furthermore, $(M, g)$ is said to admit a sequence $\left\{\chi_{n}\right\} \subset C_{c}^{\infty}(M)$ of weak Laplacian cut-off functions, if $\left\{\chi_{n}\right\}$ satisfies (C1), (C2), and there exist constants $A_{1}, A_{2}$ such that, for all $n \in \mathbb{N}$,
(C3') $\left\|\nabla \chi_{n}\right\|_{\infty} \leq \frac{A_{1}}{n}$;
$\left(\mathrm{C} 4^{\prime}\right)\left\|\Delta \chi_{n}\right\|_{\infty} \leq A_{2}$.
Definition 2.2. $(M, g)$ is said to admit a sequence $\left\{\chi_{n}\right\} \subset C_{c}^{\infty}(M)$ of Hessian cut-off functions, if $\left\{\chi_{n}\right\}$ satisfies (C1), (C2), (C3), and
$(\mathrm{C} 4 ")\left\|\operatorname{Hess}\left(\chi_{n}\right)\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$.
Furthermore, $(M, g)$ is said to admit a sequence $\left\{\chi_{n}\right\} \subset C_{c}^{\infty}(M)$ of weak Hessian cut-off functions, if $\left\{\chi_{n}\right\}$ satisfies (C1), (C2), and there exist constants $A_{1}, A_{2}$ such that, for all $n \in \mathbb{N}$,
(C3") $\left\|\nabla \chi_{n}\right\|_{\infty} \leq A_{1}$;
$(\mathrm{C} 4 " ')\left\|\operatorname{Hess} \chi_{n}\right\|_{\infty} \leq A_{2}$.
The following proposition (partially taken from [18]) should give the state of the art on the existence of such sequences of cut-off functions: point (i) follows by [31] (see also [17] for an alternative proof in the case $C=0$ ), point (ii) was proved in [8] point (iii) is a consequence of [10, Lemma 5.3], point (iv) was proven in [30, Corollary 5.1] sharpening a construction given in [32]; (v) is a consequence of [25, Theorem 1.3].

Proposition 2.3. Let $\left(M^{m}, g\right)$ be a complete Riemannian manifold.
(i) If $(M, g)$ has $\operatorname{Ric}_{g} \geq-C$ for some constant $C \geq 0$, then $M$ admits a sequence of Laplacian cut-off functions.
(ii) More generally, fix a reference point o in $(M, g)$, and denote by $r(x) \doteq \operatorname{dist}_{g}(x, o)$. If

$$
\operatorname{Ric}_{g} \geq-(m-1) C^{2}\left(1+r^{2}\right)^{\eta}
$$

with $\eta \in[-1,1]$ then, for every $R \geq 1$ when $\eta \in(-1,1]$ and for every $R>0$ when $\eta=-1$, and for every $\gamma$ bigger than some constant $\Gamma(\eta, C, m)$ depending only on $\eta, C$ and $m$, there exists $a$ sequence $\left\{\phi_{R}\right\} \subset C_{c}^{\infty}(M)$ of cut-off functions such that
(1) $\phi_{R} \equiv 1$ on $B_{R}(o)$;
(2) $\operatorname{supp}\left(\phi_{R}\right) \subset B_{\gamma R}(o)$;
(3) $\left|\nabla \phi_{R}\right| \leq \frac{C_{1}}{R}$;
(4) $\left|\Delta \phi_{R}\right| \leq \frac{C_{2}}{R^{1-\eta}}$.

In particular, for $\eta \in[-1,1)$ this is a sequence of Laplacian cut-off functions.
(iii) If $\left\|\operatorname{Riem}_{g}\right\|_{\infty}<\infty$ then there exists a sequence of Hessian cut-off functions.
(iv) If $\left\|\operatorname{Ric}_{g}\right\|_{\infty}<\infty$ and $\operatorname{inj}(M)>0$ then there exists a sequence of Hessian cut-off functions
(v) There exist $\varepsilon(m)$ and $\Lambda^{\prime}(m)$ such that if $-\Lambda^{\prime} \leq \operatorname{Ric}_{g} \leq \Lambda$ and $\operatorname{vol}_{g}\left(B_{1}(x)\right) \geq(1-\varepsilon) \omega_{m}$, for all $x \in M$ and for some $\Lambda \geq 0$, then there exists a sequence of Hessian cut-off functions.

Following the terminology introduced in [20], we recall that a $L^{p}$-Calderón-Zygmund inequality ( $\mathrm{CZ}(\mathrm{p})$ ) is said to hold on $(M, g)$ for some $1<p<\infty$ if there are constants $C_{1} \geq 0$ and $C_{2}>0$, such that for all $u \in C_{c}^{\infty}(M)$ one has
(CZ(p))

$$
\|\operatorname{Hess}(u)\|_{L^{p}} \leq C_{1}\|u\|_{L^{p}}+C_{2}\|\Delta u\|_{L^{p}} .
$$

Note that, as in [20], here we have left out the case $p=1$, since such an inequality indeed fails for the Euclidean Laplace operator in $\mathbb{R}^{m}$.

The following result was proven in [17]; see also Proposition 3.6 in [20].
Proposition 2.4 (Theorem 2.6 in [17] and Proposition 3.6 in [20]). (a) Assume that ( $\mathrm{CZ}(\mathrm{p})$ ) holds for some $1<p<\infty$ and that $M$ admits a sequence of Laplacian cut-off functions. Then one has that $W_{0}^{2, p}(M)=W^{2, p}(M)$.
(b) If $M$ admits a sequence of weak Hessian cut-off functions, then one has $W_{0}^{2, p}(M)=W^{2, p}(M)$ for all $1<p<\infty$.

Remark 2.5. Actually, what is asked in point (b) of Proposition 3.6 in [20] is the existence of a sequence of genuine Hessian cut-off functions. Here we observe that what is really needed for the density result is that the gradient and the Hessian of the cut-offs are uniformly bounded. Indeed, first note that $C^{\infty}(M) \cap$ $W^{2, p}(M)$ is dense in $W^{2, p}(M)$ (see for instance [16, Theorem 2]). Then, given a smooth $f \in W^{2, p}(M)$, pick a sequence $\left\{\chi_{n}\right\}$ of weak Hessian cut-off functions and define $f_{n} \doteq \chi_{n} f$. Proceeding as in [20], we get that

$$
\begin{align*}
\left\|\left(f_{n}-f\right)\right\|_{L^{p}} & =\left\|\left(\left(1-\chi_{n}\right) f\right)\right\|_{L^{p}}  \tag{5}\\
\left\|\nabla\left(f_{n}-f\right)\right\|_{L^{p}} & \leq\left\|f \nabla \chi_{n}\right\|_{L^{p}}+\left\|\left(1-\chi_{n}\right) \nabla f\right\|_{L^{p}}  \tag{6}\\
\left\|\operatorname{Hess}\left(f_{n}-f\right)\right\|_{L^{p}} & \leq\left\|f \operatorname{Hess}\left(\chi_{n}\right)\right\|_{L^{p}}+\left\|\mid \nabla \chi_{n}\right\| \nabla f\left\|_{L^{p}}+\right\|\left(1-\chi_{n}\right) \operatorname{Hess}(f) \|_{L^{p}} \tag{7}
\end{align*}
$$

Each of $\left(1-\chi_{n}\right), \nabla \chi_{n}$ and $\operatorname{Hess}\left(\chi_{n}\right)$ is uniformly bounded and supported in $\operatorname{supp}\left(1-\chi_{n}\right)$. Moreover by property (C2), given any compact set $K \subset M$, we have that $\operatorname{supp}\left(1-\chi_{n}\right) \subset M \backslash K$ for $n$ large enough. Since $f \in W^{2, p}(M)$ this permits to conclude that all the terms at the RHS of (5), (6) and (7) tend to 0 as $n \rightarrow \infty$.

## 3. Harmonic coordinates and rescalings

Recall that a local coordinate system $\left\{x^{i}\right\}$ is said to be harmonic if for any $i, \Delta_{g} x^{i}=0$. The harmonic radius is then defined as follows.

Definition 3.1. Let $\left(M^{m}, g\right)$ be a smooth Riemannian manifold and let $x \in M$. Given $Q>1, k \in \mathbb{N}$, and $\alpha \in(0,1)$, we define the $C^{k, \alpha}$ harmonic radius at $x$ as the largest number $r_{H}=r_{H}(Q, k, \alpha)(x)$ such that on the geodesic ball $B_{r_{H}}(x)$ of center $x$ and radius $r_{H}$, there is a harmonic coordinate chart such that the metric tensor is $C^{k, \alpha}$ controlled in these coordinates. Namely, if $g_{i j}, i, j=1, \ldots, m$, are the components of $g$ in these coordinates, then
(1) $Q^{-1} \delta_{i j} \leq g_{i j} \leq Q \delta_{i j}$ as bilinear forms;
(2) $\sum_{1 \leq|\beta| \leq k} r_{H}^{|\beta|} \sup \left|\partial_{\beta} g_{i j}(y)\right|+\sum_{|\beta|=k} r_{H}^{k+\alpha} \sup _{y \neq z} \frac{\left|\partial_{\beta} g_{i j}(z)-\partial_{\beta} g_{i j}(y)\right|}{d_{g}(y, z)^{\alpha}} \leq Q-1$.

We then define the (global) harmonic radius $r_{H}(Q, k, \alpha)(M)$ of $(M, g)$ by

$$
r_{H}(Q, k, \alpha)(M)=\inf _{x \in M} r_{H}(Q, k, \alpha)(x)
$$

where $r_{H}(Q, k, \alpha)(x)$ is as above.
As a consequence of [4, Lemma 2.2] we have the validity of the following
Proposition 3.2. Let $\alpha \in(0,1), Q>1, \delta>0$. Let $\left(M^{m}, g\right)$ be a smooth Riemannian manifold, and $\Omega$ an open subset of M. Set

$$
\Omega(\delta)=\left\{x \in M \quad \text { s.t. } \quad d_{g}(x, \Omega)<\delta\right\} .
$$

Suppose that

$$
\left|\operatorname{Ric}_{g}(x)\right| \leq 1 \quad \text { and } \quad \operatorname{inj}_{g}(x) \geq i \quad \text { for all } \quad x \in \Omega(\delta),
$$

then, there exists a positive constant $C_{H R}=C_{H R}(m, Q, k, \alpha, \delta, i)$, such that for any $x \in \Omega$

$$
r_{H}(Q, 1, \alpha)(x) \geq C_{H R}
$$

Since

$$
\partial_{s} g^{i j}=-\partial_{s} g_{l k} g^{i l} g^{k j}
$$

note that under the assumptions of Proposition 3.2, for every $x \in \Omega$, on $B_{r_{H}}(x)$ we have also that:
(1') $Q^{-1} \delta^{i j} \leq g^{i j} \leq Q \delta^{i j}$;
(2') $\sum_{s=1}^{m} r_{H} \sup \left|\partial_{s} g^{i j}(y)\right|+\sum_{s=1}^{m} r_{H}^{1+\alpha} \sup _{y \neq z} \frac{\left|\partial_{s} g^{i j}(z)-\partial_{s} g^{i j}(y)\right|}{d_{g}(y, z)^{\alpha}} \leq C(Q)$,
for some constant $C(Q)>0$, depending only on $Q$.
Fix now $o \in M$, denote by $r(x) \doteq d_{g}(x, o)$ and assume that, for some non-decreasing $\lambda: \mathbb{R} \rightarrow \mathbb{R}^{+}$and some uniform constant $i_{0}>0$,

$$
\left|\operatorname{Ric}_{g}(x)\right| \leq \lambda^{2}(r(x)) \quad \text { and } \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{\lambda(r(x))} \quad \text { on } \quad M .
$$

We are going to suitably rescale the metric $g$ in order to be able to apply Proposition 3.2.
Given $x \in M \backslash \bar{B}_{2}^{g}(o)$, for any $y \in B_{1}^{g}(x)$ we have that

$$
\left|\operatorname{Ric}_{g}(y)\right| \leq \lambda^{2}(r(x)+1) \quad \text { and } \quad \operatorname{inj}_{g}(y) \geq \frac{i_{0}}{\lambda(r(x)+1)}
$$

Denoting by

$$
\lambda_{1} \doteq \lambda(r(x)+1),
$$

we introduce the rescaled metric

$$
g_{\lambda}(y)=\lambda_{1}^{2} g(y) .
$$

Then, for any $y \in B_{\lambda_{1}}^{g_{\lambda}}(x)$,

$$
\left|\operatorname{Ric}_{g_{\lambda}}(y)\right| \leq 1 \quad \text { and } \quad \operatorname{inj}_{g_{\lambda}}(y) \geq \lambda_{1} \operatorname{inj}_{g}(y) \geq \lambda_{1} \frac{i_{0}}{\lambda_{1}}=i_{0}
$$

By Proposition 3.2 we have that there exists a constant $C_{H R}\left(m, Q, \alpha, \delta, i_{0}\right)>0$ such that $\forall y \in B_{\lambda_{1}-\delta}^{g_{\lambda}}(x)$, there exist harmonic coordinates on $B_{C_{H R}}^{g_{\lambda}}(y)$ for which the metric $g_{\lambda}$ satisfies the analogous relations to (1), (1'), (2) and (2') with $r_{H}=C_{H R}$ (and $k=1$ ).

Hence, coming back to $g$, for every $y \in B_{1-\frac{\delta}{\lambda_{1}}}^{g}(x)$ we can find on $B_{C_{H R} / \lambda_{1}}^{g}(y)$ harmonic coordinates with respect to which
(i) $Q^{-1} \lambda_{1}^{-2} \delta_{i j} \leq g_{i j} \leq Q \lambda_{1}^{-2} \delta_{i j}$;
(ii) $\sum_{s=1}^{m} \lambda_{1}^{2} C_{H R} \sup \left|\partial_{s} g_{i j}(y)\right|+\sum_{s=1}^{m} C_{H R}^{1+\alpha} \lambda_{1}^{2-\alpha} \sup _{y \neq z} \frac{\left|\partial_{s} g_{i j}(z)-\partial_{s} g_{i j}(y)\right|}{d_{g}(y, z)^{\alpha}} \leq Q-1$;
and thus also
(i') $Q^{-1} \lambda_{1}^{2} \delta^{i j} \leq g^{i j} \leq Q \lambda_{1}^{2} \delta^{i j} ;$
(ii') $\sum_{s=1}^{m} \lambda_{1}^{-2} C_{H R} \sup \left|\partial_{s} g^{i j}(y)\right|+\sum_{s=1}^{m} C_{H R}^{1+\alpha} \sup _{y \neq z} \lambda_{1}^{-2-\alpha} \frac{\left|\partial_{s} g^{i j}(z)-\partial_{s} g^{i j}(y)\right|}{d_{g}(y, z)^{\alpha}} \leq C(Q)$, for some constant $\mathrm{C}(\mathrm{Q})$.

## 4. Construction of controlled exhaustion functions

The key step in our construction of sequences of (weak) Hessian cut-off functions is to exhibit suitable smooth exhaustion functions with a good explicit control on the gradient and the Hessian in terms of the distance function $r$ to a fixed reference point. It is already known that this is possible when $\|$ Riem $\|_{\infty}<\infty$, [10], or when $\left\|\operatorname{Ric}_{g}\right\|_{\infty}<\infty$ and $\operatorname{inj}_{g}(M)>0$, [30]. For a further recent result see also [25]. Here, we will deal with the situation in which the curvature is controlled by a sub-quadratic function of the distance from a fixed reference point.
4.1. Sub-quadratic Ricci growth. Let $o \in M, r(x) \doteq \operatorname{dist}_{g}(x, o)$ and suppose that we are in the assumption (a) of Theorem 1.5. Up to change the values of the constants $D$ and $i_{0}$, this is equivalent to assume that for some $0<\eta \leq 1, D>0$ and some $i_{0}>0$,

$$
\begin{equation*}
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta} \doteq \lambda^{2}(r(x)), \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{\lambda(r(x))}, \quad \text { on } M \tag{8}
\end{equation*}
$$

All over this section, $C$ will denote real constants greater than 1 , all independent of $x \in M$, whose explicit value can possibly change from line to line. Moroever, for any $\beta>0$, the Euclidean ball of radius $\beta$ centered at the origin will be denoted by $\mathbb{B}_{\beta}$.
Step 0: Exhaustion functions with controlled Laplacian.
Let $h \in C^{\infty}(M)$ be the exhaustion function given in [8, Theorem 2.1]. Then
(i) $C^{-1} r(x)^{1+\eta} \leq h(x) \leq C \max \left\{r(x)^{1+\eta}, 1\right\}$ on $M$;
(ii) $|\nabla h| \leq C r^{\eta}$ on $M \backslash \bar{B}_{1}(o)$;
(iii) $|\Delta h| \leq C r^{2 \eta}$ on $M \backslash \bar{B}_{1}(o)$.

Moreover, by the construction in the proof of [8, Theorem 2.1], $h$ is a solution of

$$
\begin{equation*}
\Delta h=|\nabla h|^{2}-\theta \tilde{r}^{2 \eta} \doteq f \tag{9}
\end{equation*}
$$

on $M \backslash \bar{B}_{1}(o)$, where $\theta$ is a positive fixed constant and $\tilde{r} \in C^{\infty}(M)$ is a smooth 1st order approximation of the distance function, which satisfies in particular

- $C^{-1} r(x) \leq \tilde{r}(x) \leq C \max \{r(x), 1\}$
- $|\nabla \tilde{r}| \leq C$
on $M$.
STEP 1: using harmonic coordinates.
Given $x \in M \backslash \bar{B}_{2}(o)$, we define $h_{x}: B_{\varepsilon}(x) \rightarrow \mathbb{R}$ by

$$
h_{x}(y)=h(y)-h(x) .
$$

Then $h_{x}(x)=0, h_{x}$ satisfies (9), and

- $\left|\nabla h_{x}\right| \leq C r^{\eta}$;
- $\left|\Delta h_{x}\right| \leq C r^{2 \eta}$;
- $\mid$ Hess $h_{x}|=|$ Hess $h \mid$,

Fix now $\alpha \in(0,1)$, an accuracy $Q>1$ and a sufficiently small $\delta>0$. By (8) and Section 3, letting again

$$
\lambda_{1} \doteq \lambda(r(x)+1)=D\left((r(x)+1)^{2}+1\right)^{\eta / 2}
$$

we know that there exists a constant $C_{H R}\left(m, Q, \alpha, \delta, i_{0}\right)$ such that we can find on $B_{C_{H R} / \lambda_{1}}(x)$ a harmonic chart

$$
\varphi_{H}=\left(y^{1}, \ldots, y^{m}\right): B_{C_{H R} / \lambda_{1}}(x) \rightarrow U \subset \mathbb{R}^{m},
$$

such that $\varphi_{H}(x)=0$, and with respect to which
(i) $Q^{-1} \lambda_{1}^{-2} \delta_{i j} \leq g_{i j} \leq Q \lambda_{1}^{-2} \delta_{i j}$;
(ii) $\sum_{s=1}^{m} \lambda_{1}^{2} C_{H R} \sup \left|\partial_{s} g_{i j}(y)\right|+\sum_{s=1}^{m} C_{H R}^{1+\alpha} \lambda_{1}^{2-\alpha} \sup _{y \neq z} \frac{\left|\partial_{s} g_{i j}(z)-\partial_{s} g_{i j}(y)\right|}{d_{g}(y, z)^{2}} \leq Q-1$;
(i') $Q^{-1} \lambda_{1}^{2} \delta^{i j} \leq g^{i j} \leq Q \lambda_{1}^{2} \delta^{i j}$;
(ii') $\sum_{s=1}^{m} \lambda_{1}^{-2} C_{H R} \sup \left|\partial_{s} g^{i j}(y)\right|+\sum_{s=1}^{m} C_{H R}^{1+\alpha} \lambda_{1}^{-2-\alpha} \sup _{y \neq z} \frac{\left|\partial_{s} g^{i j}(z)-\partial_{s} g^{i j}(y)\right|}{d_{g}(y, z)^{\alpha}} \leq C(Q)$,
for some constant $C(Q)$.

## Step 2: pointwise Schauder estimate.

Note that

$$
\mathbb{B}_{C_{H R} / \sqrt{Q}} \subset U=\varphi_{H}\left(B_{C_{H R} / \lambda_{1}}(x)\right) .
$$

Define $\hat{h}_{x} \doteq h_{x} \circ \varphi_{H}^{-1}, \hat{f} \doteq f \circ \varphi_{H}^{-1}$, and $\hat{g}^{i j} \doteq g^{i j} \circ \varphi_{H}^{-1}$. Letting $\beta \doteq C_{H R} /(2 \sqrt{Q})$, define $\hat{h}_{\beta, x}: \mathbb{B}_{2} \rightarrow \mathbb{R}$ by $\hat{h}_{\beta, x}(v) \doteq \hat{h}_{x}(\beta v)$. Then

$$
\partial_{i j}^{2} \hat{h}_{\beta, x}(v)=\beta^{2} \partial_{i j}^{2} \hat{h}_{x}(\beta v)
$$

By (9), we hence get that in these coordinates, on $\mathbb{B}_{2}$,

$$
\begin{aligned}
\hat{g}^{i j}(\beta v) \partial_{i j}^{2} \hat{h}_{\beta, x}(v) & =\beta^{2} \hat{g}^{i j}(\beta v) \partial_{i j}^{2} \hat{h}_{x}(\beta v) \\
& =\beta^{2} \hat{f}(\beta v) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\lambda_{1}^{-2} \hat{g}^{i j}(\beta v) \partial_{i j}^{2} \hat{h}_{\beta, x}(v)=\lambda_{1}^{-2} \beta^{2} \hat{f}(\beta v) \doteq \hat{f}_{\beta}(v) \tag{10}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \lambda_{1}^{-2} \hat{g}^{i j}(\beta \cdot) \geq \lambda_{1}^{-2} Q^{-1} \lambda_{1}^{2} \delta^{i j}=Q^{-1} \delta^{i j} \quad \text { on } \mathbb{B}_{2}, \\
& \left\|\lambda_{1}^{-2} \hat{g}^{i j}(\beta \cdot)\right\|_{L^{\infty}\left(\mathbb{B}_{2}\right)} \leq Q \lambda_{1}^{-2} \lambda_{1}^{2}=Q, \\
& {\left[\lambda_{1}^{-2} \hat{g}^{i j}(\beta \cdot)\right]_{C_{L \infty}^{0, \alpha}}(0) \leq \frac{\lambda_{1}^{-2} \beta}{C_{H R}} C(Q) \lambda_{1}^{2}=C(Q) / 2 \sqrt{Q} .}
\end{aligned}
$$

Applying classical pointwise Schauder estimates for second order elliptic operators (see in particular [21, Theorem 1.1] or [22, Theorem 5.20]) to equation (10) we hence get that

$$
\begin{equation*}
\left[\hat{h}_{\beta, x}\right]_{C_{L^{\infty}}^{2, \alpha}}(0) \leq C\left\{\left\|\hat{h}_{\beta, x}\right\|_{L^{\infty}\left(\mathbb{B}_{1}\right)}+\left\|\hat{f}_{\beta}\right\|_{L^{\infty}\left(\mathbb{B}_{1}\right)}+\left[\hat{f}_{\beta}\right]_{C_{L \infty}^{0, \alpha}}(0)\right\} . \tag{11}
\end{equation*}
$$

From this it follows that

$$
\beta^{2}\left|\partial_{i j}^{2} \hat{h}_{x}(0)\right| \leq C\left\{\left\|\hat{h}_{x}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)}+\frac{\beta^{2}}{\lambda_{1}^{2}}\|\hat{f}\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)}+\frac{\beta^{2+\alpha}}{\lambda_{1}^{2}}[\hat{f}]_{C_{L^{\infty}\left(\mathbb{B}_{\beta}\right)}^{0, \alpha}}\right\},
$$

i.e.

$$
\begin{equation*}
\left|\partial_{i j}^{2} \hat{h}_{x}(0)\right| \leq C\left\{\frac{1}{\beta^{2}}\left\|\hat{h}_{x}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)}+\frac{1}{\lambda_{1}^{2}}\|\hat{f}\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)}+\frac{\beta^{\alpha}}{\lambda_{1}^{2}}[\hat{f}]_{C_{L \infty}^{0, \alpha}\left(\mathbb{B}_{\beta}\right)}\right\} . \tag{12}
\end{equation*}
$$

From now on we will denote $\hat{h}_{x}$ simply by $\hat{h}$, being understood the fact that it depends on the point $x$ we have fixed on $M$.

About the first term on the RHS of (12), we note that for any $v \in \mathbb{B}_{\beta}$, letting $y=\varphi_{H}^{-1}(v)$, we have that

$$
\begin{align*}
|\hat{h}(v)| & =\left|h_{x}(y)\right|=|h(y)-h(x)|  \tag{13}\\
& \leq C d_{g}(x, y) \sup \left\{r^{\eta}(\zeta): \zeta \in B_{d_{g}(x, y)}(x)\right\} \\
& \leq C\left(r(x)+\frac{C_{H R}}{\lambda_{1}}\right)^{\eta} \frac{C_{H R}}{\lambda_{1}} \\
& \leq C .
\end{align*}
$$

Here the last inequality comes from the definition of $\lambda_{1}$.

About the second term, note that

$$
\begin{aligned}
|\hat{f}(v)| & =|f(y)|=\left|\left|\nabla h_{x}\right|^{2}(y)-\theta \tilde{r}(y)^{2 \eta}\right| \\
& \leq C r(y)^{2 \eta} \\
& \leq C\left(r(x)+\frac{C_{H R}}{\lambda_{1}}\right)^{2 \eta} \\
& \leq C \rho^{2 \eta} r(x)^{2 \eta},
\end{aligned}
$$

for some positive constant $\rho>1$. In particular,

$$
\begin{align*}
\frac{1}{\lambda_{1}^{2}}\|\hat{f}\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} & \leq C \frac{r(x)^{2 \eta}}{\lambda_{1}^{2}}  \tag{14}\\
& \leq C .
\end{align*}
$$

It remains to estimate $[\hat{f}]_{C_{L \infty}^{0, \alpha}\left(\mathbb{B}_{\beta}\right)}$. Letting $v, w \in \mathbb{B}_{\beta}$, note that

The first term will be estimated in Step 3 and Step 4 below. About the second term, letting $y=\varphi_{H}^{-1}(v)$ and $z=\varphi_{H}^{-1}(w)$, we have that

$$
\begin{align*}
\frac{\left|\tilde{r}^{2 \eta}\left(\varphi_{H}^{-1}(v)\right)-\tilde{r}^{2 \eta}\left(\varphi_{H}^{-1}(w)\right)\right|}{|v-w|^{\alpha}} & =\frac{\left|\tilde{r}(y)^{2 \eta}-\tilde{r}(z)^{2 \eta}\right|}{|v-w|^{\alpha}}  \tag{16}\\
& \leq \sup \left\{2 \eta \tilde{r}(\zeta)^{2 \eta-1}|\nabla \tilde{r}|(\zeta): \zeta \in B_{\max \left\{d_{g}(x, y), d_{g}(x, z)\right\}}(x)\right\} \frac{d_{g}(y, z)}{|v-w|^{\alpha}} \\
& \leq 2 \eta C \sup \left\{\tilde{r}(\zeta)^{2 \eta-1}: \zeta \in B_{d_{g}(x, y)}(x)\right\} \frac{\sqrt{Q}}{\lambda_{1}}|v-w|^{1-\alpha} \\
& \leq 2 \eta C \frac{\sqrt{Q}}{\lambda_{1}}(2 \beta)^{1-\alpha} \rho^{2 \eta-1} r(x)^{2 \eta-1},
\end{align*}
$$

where $Q$ is the chosen accuracy of the harmonic coordinates.
STEP 3: estimate of $\left[\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right]_{C_{L}^{0, \alpha}\left(\mathbb{B}_{\beta}\right)}$ using Sobolev embeddings.
Letting $p>m$, by the Euclidean Sobolev embeddings (see e.g [1, p. 109]), we have

$$
\left[\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right]_{L_{L^{\infty}}^{0, \alpha}\left(\mathbb{B}_{\beta}\right)} \leq K_{3}\left\{\left\|\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}^{p}+\sum_{j}\left\|\partial_{j}\left(\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right)\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}^{p}\right\}^{1 / p},
$$

with $\alpha=1-\frac{m}{p}$ and $K_{3}$ a positive constant depending only on $p, m$ and $\alpha$. Concerning the first term in the RHS, since $\left|\nabla h_{x}\right| \leq C r^{\eta}$ we get

$$
\begin{align*}
\left\|\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}^{p} & \leq C\left\|r^{2 \eta} \circ \varphi_{H}^{-1}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}^{p} \leq \omega_{m} C \beta^{m}\|r\|_{L^{\infty}\left(B_{\frac{C_{H R}}{2 \lambda_{1}}}(x)\right)}^{2 \eta p}  \tag{17}\\
& \leq C\left(r(x)+\frac{C_{H R}}{2 \lambda_{1}}\right)^{2 \eta p},
\end{align*}
$$

where $\omega_{m}$ is the volume of the $m$-dimensional unit sphere. Concerning the second term, let us compute

$$
\begin{aligned}
\partial_{j}\left(\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right) & =\partial_{j}\left(\partial_{k} h_{x} \partial_{i} h_{x} g^{k i}\right) \\
& =2 \partial_{j} \partial_{k} h_{x} \partial_{i} h_{x} g^{k i}+\partial_{k} h_{x} \partial_{i} h_{x} \partial_{j} g^{k i},
\end{aligned}
$$

so that

$$
\begin{aligned}
\left\|\partial_{j}\left(\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right)\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)} \leq & 2\left\|\partial_{j} \partial_{k} \hat{h} \partial_{l} \hat{h} \hat{g}^{k l}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}+\left\|\partial_{k} \hat{h} \partial_{l} \hat{h} \partial_{j} \hat{g}^{k l}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)} \\
\leq & 2 \sum_{k, l}\left\|\partial_{j} \partial_{k} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\left\|\partial_{l} \hat{h}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} Q \lambda_{1}^{2}+\sum_{k, l}\left\|\partial_{k} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\left\|\partial_{l} \hat{h}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} \frac{C(Q)}{C_{H R}} \lambda_{1}^{2} \\
\leq & 2 m^{2}\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\|D \hat{h}\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} Q \lambda_{1}^{2}+m^{2}\|D \hat{h}\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\|D \hat{h}\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} \frac{C(Q)}{C_{H R}} \lambda_{1}^{2} \\
\leq & 2 m^{2}\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\left\|\left|\nabla h_{x}\right| \circ \varphi_{H}^{-1}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} Q^{3 / 2} \lambda_{1} \\
& +m^{2}\left\|\left|\nabla h_{x}\right| \circ \varphi_{H}^{-1}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\left\|\left|\nabla h_{x}\right| \circ \varphi_{H}^{-1}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} \frac{Q C(Q)}{C_{H R}}
\end{aligned}
$$

where we are denoting by $D \hat{h}$ and $D^{2} \hat{h}$, respectively, the Euclidean gradient and the Euclidean Hessian of $\hat{h}$, and we have used the fact that

$$
\begin{equation*}
|D \hat{h}|^{2}=\partial_{k} \hat{h} \partial_{l} \hat{h} \delta^{k l} \leq \lambda_{1}^{-2} Q \partial_{k} \hat{h} \partial_{l} \hat{h} \hat{g}^{k l}=\lambda_{1}^{-2} Q\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1} \tag{18}
\end{equation*}
$$

Reasoning as in 17 we get

$$
\begin{aligned}
\left\|\partial_{j}\left(\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right)\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right) \leq} \leq & 2 m^{2} C\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\left\|r^{\eta} \circ \varphi_{H}^{-1}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} Q^{3 / 2} \lambda_{1} \\
& +m^{2} C\left\|r^{\eta} \circ \varphi_{H}^{-1}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}\left\|r^{\eta} \circ \varphi_{H}^{-1}\right\|_{L^{\infty}\left(\mathbb{B}_{\beta}\right)} \frac{Q C(Q)}{C_{H R}} \\
\leq & C \lambda_{1}\left(r(x)+\frac{C_{H R}}{2 \lambda_{1}}\right)^{\eta}\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}+C\left(r(x)+\frac{C_{H R}}{2 \lambda_{1}}\right)^{2 \eta}
\end{aligned}
$$

STEP 4: estimate of $\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)}$ by a Calderón-Zygmund inequality.
Let $\phi \in C_{c}^{\infty}\left(\mathbb{B}_{2 \beta}\right)$ be such that $0 \leq \phi \leq 1$ and $\phi \equiv 1$ on $\mathbb{B}_{\beta}$ and $\max \left\{\|\nabla \phi\|_{\infty} ;\|\Delta \phi\|_{\infty}\right\}<C_{1}$ for some $C_{1}=C_{1}(\beta, m) \in \mathbb{R}$. According to the Calderón-Zygmund inequality, [14, Corollary 9.10], there exists a constant $C_{2}=C_{2}(m, p)>0$ such that

$$
\begin{align*}
\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)} & \leq\left\|D^{2}(\phi \hat{h})\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}  \tag{19}\\
& \leq C_{2}\left\|\Delta_{0}(\phi \hat{h})\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)} \\
& \leq C_{2}\left(\left\|\phi \Delta_{0} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}+\left\|\hat{h} \Delta_{0} \phi\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}+2\|D \hat{h} \cdot D \phi\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}\right) \\
& \leq C_{2}\left(\left\|\Delta_{0} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}+C_{1}\|\hat{h}\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}+2 C_{1}\|D \hat{h}\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)}\right)
\end{align*}
$$

where $\Delta_{0}=\sum_{i} \partial_{i} \partial_{i}$ is the Euclidean Laplacian.
Now,

$$
\begin{aligned}
\left|\Delta_{0} \hat{h}\right| & =\left|\partial_{k} \partial_{j} \hat{h} \delta^{k j}\right| \\
& \leq\left|\partial_{k} \partial_{j} \hat{h} \hat{g}^{k j}\right| Q \lambda_{1}^{-2}=Q \lambda_{1}^{-2}\left|\Delta h_{x}\right| \circ \varphi_{H}^{-1} \\
& \leq C Q \lambda_{1}^{-2}\left(r^{2 \eta} \circ \varphi_{H}^{-1}\right)
\end{aligned}
$$

Accordingly,

$$
\left\|\Delta_{0} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)} \leq C \lambda_{1}^{-2}\left(r(x)+\frac{C_{H R}}{\lambda_{1}}\right)^{2 \eta}
$$

As in (13) we have that $\|\hat{h}\|_{L^{\infty}\left(\mathbb{B}_{2 \beta}\right)} \leq C$, so that $\|\hat{h}\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)} \leq C$. Moreover, using (18),

$$
\|D \hat{h}\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)} \leq \lambda_{1}^{-1} \sqrt{Q}\left\|\left|\nabla h_{x}\right| \circ \varphi_{H}^{-1}\right\|_{L^{p}\left(\mathbb{B}_{2 \beta}\right)} \leq \lambda_{1}^{-1} C\left(r(x)+\frac{C_{H R}}{\lambda_{1}}\right)^{\eta}
$$

Inserting these estimates in gives

$$
\left\|D^{2} \hat{h}\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)} \leq C_{2}\left[C \lambda_{1}^{-2}\left(r(x)+\frac{C_{H R}}{\lambda_{1}}\right)^{2 \eta}+C\left(1+\lambda_{1}^{-1}\left(r(x)+\frac{C_{H R}}{\lambda_{1}}\right)^{\eta}\right)\right]
$$

$$
\leq C
$$

Coming back to Step 3,

$$
\left\|\partial_{j}\left(\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right)\right\|_{L^{p}\left(\mathbb{B}_{\beta}\right)} \leq C r^{2 \eta}
$$

and

$$
\begin{equation*}
\left[\left|\nabla h_{x}\right|^{2} \circ \varphi_{H}^{-1}\right]_{\left.C_{L \infty}^{0, \alpha}\left(\mathbb{B}_{\beta}\right)\right)} \leq C r^{2 \eta} \tag{20}
\end{equation*}
$$

STEP 5: estimate of $\mid$ Hess $h \mid$.
Using (20) and (16), we get by (15) that

$$
\frac{\beta^{\alpha}}{\lambda_{1}^{2}}[\hat{f}]_{C_{L}^{0, \alpha}\left(\mathbb{B}_{\beta}\right)} \leq C
$$

and hence, by (12), (13) and (14),

$$
\left|\partial_{i j}^{2} h_{x}(x)\right|=\left|\partial_{i j}^{2} \hat{h}(0)\right| \leq C
$$

Recalling now that

$$
\nabla_{i} \nabla_{j} h_{x}=\partial_{i j}^{2} h_{x}-\Gamma_{i j}^{k} \partial_{k} h_{x}
$$

we can compute that

$$
\begin{aligned}
\left|\operatorname{Hess} h_{x}\right|(x)= & {\left[g^{i k} g^{j l}\left(\partial_{i j}^{2} h_{x}-\Gamma_{i j}^{s} \partial_{s} h_{x}\right)\left(\partial_{k l}^{2} h_{x}-\Gamma_{k l}^{t} \partial_{t} h_{x}\right)\right]^{\frac{1}{2}}(x) } \\
\leq & {\left[g^{i k} g^{j l} \partial_{i j}^{2} h_{x} \partial_{k l}^{2} h_{x}+g^{i k} g^{j l} \Gamma_{i j}^{s} \Gamma_{k l}^{t} \partial_{s} h_{x} \partial_{t} h_{x}\right.} \\
& \left.-2 g^{i k} g^{j l} \partial_{i j}^{2} h_{x} \Gamma_{k l}^{t} \partial_{t} h_{x}\right]^{\frac{1}{2}}(x) .
\end{aligned}
$$

Since

$$
\begin{aligned}
\left|g^{i k} g^{j l} \partial_{i j}^{2} h_{x} \partial_{k l}^{2} h_{x}\right|(x) \leq & Q^{2} \lambda_{1}^{4}\left|\delta^{i k} \delta^{j l} \partial_{i j}^{2} h_{x}(x) \partial_{k l}^{2} h_{x}\right|(x) \\
= & Q^{2} \lambda_{1}^{4}\left|\partial_{i j} h_{x}\right|^{2}(x) \leq C \lambda_{1}^{4} \leq C r^{4 \eta}(x) \\
\left|g^{i k} g^{j l} \Gamma_{i j}^{s} \Gamma_{k l}^{t} \partial_{s} h_{x} \partial_{t} h_{x}\right|(x) \leq & \frac{9}{4} C Q^{5} \frac{(Q-1)^{2}}{C_{H R}^{2}} \lambda_{1}^{2} r^{2 \eta}(x) \\
& \leq C r^{4 \eta}(x) \\
\left|2 g^{i k} g^{j l} \partial_{i j}^{2} h_{x} \Gamma_{k l}^{t} \partial_{t} h_{x}\right|(x) \leq & 2 C^{2} Q^{6} \sqrt{Q} \frac{(Q-1)}{C_{H R}} \lambda_{1}^{4} \lambda_{1}^{-1} r^{\eta}(x) \\
& \leq C r^{4 \eta}(x)
\end{aligned}
$$

we eventually obtain that

$$
\begin{equation*}
|\operatorname{Hess} h|(x)=\left|\operatorname{Hess} h_{x}\right|(x) \leq C r^{2 \eta}(x) \tag{21}
\end{equation*}
$$

We have thus proved the following
Theorem 4.1. Let $(M, g)$ be a complete Riemannian manifold and $o \in M$ a fixed reference point, $r(x) \doteq$ $\operatorname{dist}_{g}(x, o)$. Suppose that for some $0<\eta \leq 1$, some $D>0$ and some $i_{0}>0$,

$$
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}, \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))^{\eta}}>0 \quad \text { on } M
$$

Then there exists an exhaustion function $h \in C^{\infty}(M)$ such that, for some positive constant $C$ independent of $x$ and o, we have that
(i) $C^{-1} r(x)^{1+\eta} \leq h(x) \leq C \max \left\{r(x)^{1+\eta}, 1\right\}$ on $M$;
(ii) $|\nabla h| \leq C r^{\eta}$ on $M \backslash \bar{B}_{2}(o)$;
(iii) $|\operatorname{Hess} h|(x) \leq C r(x)^{2 \eta}$ on $M \backslash \bar{B}_{2}(o)$

Finally note that the first part of Theorem 1.5 is equivalent to Theorem 4.1 up to introduce the new function $H \in C^{\infty}(M)$ defined by $H=h^{\frac{1}{1+\eta}}$.
4.2. Sub-quadratic sectional curvature growth (no assumptions on injectivity radius). Let $o \in M, r(x) \doteq \operatorname{dist}_{g}(x, o)$ and let us assume that, for some $0<\eta \leq 1$ and $D>0$,

$$
\begin{equation*}
\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta} \tag{22}
\end{equation*}
$$

As in Step 0 of Subsection 4.1, we start with the exhaustion function $h$ given in [8].
Given $R_{0} \in \mathbb{R}^{+}$, to be chosen later, and $x \in M$ such that $r(x)>1+R_{0}$, we have that on $B_{R_{0}}(x)$

$$
\left|\operatorname{Sect}_{g}\right| \leq D^{2}\left(1+\left(R_{0}+r(x)\right)^{2}\right)^{\eta} \doteq K_{x, R_{0}} .
$$

By a localized version of the Cartan-Hadamard theorem (see e.g. [19, Lemma 2.7]) we have that for every $0<R<\min \left\{\pi / \sqrt{K_{x, R_{0}}}, R_{0}\right\}$, there exists a smooth complete Riemannian manifold ( $\bar{M}, \bar{g}$ ), $\bar{x} \in \bar{M}$, and a smooth surjective local isometry

$$
F \doteq F_{g, x, R}: B_{R}^{\bar{g}}(\bar{x}) \rightarrow B_{R}^{g}(x),
$$

such that

- $F(\bar{x})=x$;
- $\operatorname{inj}_{\bar{g}}(\bar{x}) \geq R$;
- $\left|\operatorname{Sect}_{\bar{g}}\right| \leq K_{x, R_{0}}$ on $B_{R}^{\bar{g}}(\bar{x})$;
- $F\left(B_{r}^{\bar{g}}(\bar{x})\right)=B_{r}^{g}(x)$, for all $0<r<R$.

In particular, for every $\bar{y} \in B_{R / 2}^{\bar{g}}(\bar{x})$, we have that

$$
\begin{equation*}
\left|\operatorname{Sect}_{\bar{g}}\right|(\bar{y}) \leq K_{x, R_{0}}, \quad \operatorname{inj}_{\bar{g}}(\bar{y}) \geq d_{\bar{g}}\left(\bar{y}, \partial B_{R}^{\bar{g}}(\bar{x})\right) \geq \frac{R}{2} \tag{23}
\end{equation*}
$$

We define $\bar{h}_{x}: B_{R}^{\bar{g}}(\bar{x}) \rightarrow \mathbb{R}$ by

$$
\bar{h}_{x}(\bar{y})=h(F(\bar{y}))-h(F(\bar{x})) .
$$

Then $\bar{h}_{x}(\bar{x})=0$, and

- $\left|\bar{\nabla} \bar{h}_{x}\right| \leq C \bar{r}^{\eta}$,
- $\left|\bar{\Delta} \bar{h}_{x}\right| \leq C \bar{r}^{2 \eta}$,
- $\left|\operatorname{Hess}^{\bar{g}} \bar{h}_{x}\right|_{\bar{g}}(\bar{y})=\left|\operatorname{Hess}^{g} h\right|_{g}(y)$ on $B_{R}^{\bar{g}}(\bar{x})$,
with $\bar{r} \doteq r \circ F$. Moreover, by (9),

$$
\bar{\Delta} \bar{h}_{x}=\left|\bar{\nabla} \bar{h}_{x}\right|_{\bar{g}}^{2}-\theta(\tilde{r} \circ F)^{2 \eta} \doteq \bar{f}
$$

Letting $\lambda_{R_{0}}^{2} \doteq(m-1) K_{x, R_{0}}$, we set

$$
\bar{g}_{\lambda}=\lambda_{R_{0}}^{2} \bar{g}
$$

Then, by (23)

$$
\left|\operatorname{Ric}_{\bar{q}_{\lambda}}\right|(\bar{y}) \leq 1, \quad \operatorname{inj}_{\bar{y}_{\lambda}}(\bar{y}) \geq \lambda_{R_{0}} \frac{R}{2}
$$

Assuming that $R_{0} \geq\left(\frac{\pi}{D}\right)^{\frac{1}{1+\eta}}$, we can take $R=\frac{\pi}{2 \sqrt{K_{x, R_{0}}}}$, getting that

$$
\operatorname{inj}_{\bar{g}_{\lambda}}(\bar{y}) \geq \frac{\sqrt{m-1} \pi}{4} \doteq i_{0} .
$$

Given $\alpha \in(0,1), Q>1$ and $\delta>0$, Proposition 3.2 hence yields that there exists a constant $C_{H R}\left(m, Q, \alpha, \delta, i_{0}\right)$ such that for every $\bar{y} \in B_{\frac{R}{2}-\frac{\delta}{\lambda_{R_{0}}}}^{\bar{g}}(\bar{x})$ we can find on $B_{\frac{C_{H R}}{\lambda_{R_{0}}}}^{\bar{g}}(\bar{y})$ harmonic coordinates with respect to which
(i) $Q^{-1} \lambda_{R_{0}}^{-2} \delta_{i j} \leq \bar{g}_{i j} \leq Q \lambda_{R_{0}}^{-2} \delta_{i j}$;
(ii) $\sum_{s} \lambda_{R_{0}}^{2} C_{H R} \sup \left|\partial_{s} \bar{g}_{i j}(\bar{y})\right|+\sum_{s} C_{H R}^{1+\alpha} \lambda_{R_{0}}^{2-\alpha} \sup _{\bar{y} \neq \bar{z}} \frac{\left|\partial_{s} \bar{g}_{i j}(\bar{z})-\partial_{s} \bar{g}_{i j}(\bar{y})\right|}{d_{\bar{g}}(\bar{y}, \bar{z})^{\alpha}} \leq Q-1$;
and thus also
(i') $Q^{-1} \lambda_{R_{0}}^{2} \delta^{i j} \leq \bar{g}^{i j} \leq Q \lambda_{R_{0}}^{2} \delta^{i j}$;
(ii') $\sum_{s} \lambda_{R_{0}}^{-2} C_{H R} \sup \left|\partial_{s} \bar{g}^{i j}(y)\right|+\sum_{s} C_{H R}^{1+\alpha} \sup _{\bar{y} \neq \bar{z}} \lambda_{R_{0}}^{-2-\alpha} \frac{\left|\partial_{s} \bar{g}^{i j}(z)-\partial_{\bar{g}}{ }^{i j}(y)\right|}{d_{\bar{g}}(\bar{y}, \bar{z})^{\alpha}} \leq C(Q)$,
for some constant $\mathrm{C}(\mathrm{Q})$. Traveling through again Step 2, 3, 4 and 5 of Subsection 4.1 we eventually get that

$$
|\operatorname{Hess} h|_{g}(x)=\left|\operatorname{Hess} \bar{h}_{x}\right|_{\bar{g}}(x) \leq C \bar{r}^{2 \eta}(\bar{x})=C r^{2 \eta}(x) .
$$

We have thus proved the following
Theorem 4.2. Let $(M, g)$ be a complete Riemannian manifold and $o \in M$ a fixed reference point, $r(x) \doteq$ $\operatorname{dist}_{g}(x, o)$. Suppose that for some $0<\eta \leq 1$ and $D>0$,

$$
\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}
$$

Then there exists an exhaustion function $h \in C^{\infty}(M)$ such that, for some positive constants $C>1$ independent of $x$ and $o$ and for some radius $R_{0}$, we have that
(i) $C^{-1} r(x)^{1+\eta} \leq h(x) \leq C \max \left\{r(x)^{1+\eta}, 1\right\}$ on $M$;
(ii) $|\nabla h| \leq C r^{\eta}$ on $M \backslash \bar{B}_{1+R_{0}}(o)$;
(iii) $\mid$ Hess $h \mid(x) \leq C r(x)^{2 \eta}$ on $M \backslash \bar{B}_{1+R_{0}}(o)$

Once again, defining $H \in C^{\infty}(M)$ by $H=h^{\frac{1}{1+\eta}}$, we get that the second part of Theorem 1.5 is equivalent to Theorem 4.2.

## 5. Hessian cut-off functions

In this section we construct (weak) Hessian cut-off functions starting from the distance-like functions obtained in the previous sections. This will permit to conclude the proof of Theorem 1.3 .

Lemma 5.1. Let $(M, g)$ be a complete Riemannian manifold and $o \in M$ a fixed reference point. If there exists an exhaustion function $h \in C^{\infty}(M)$ such that for some positive constants $D_{j}, \bar{\rho}>0, \beta>\varepsilon_{i} \geq 0$, we have that
(i) $D_{1} r(x)^{\beta} \leq h(x) \leq D_{2} \max \left\{1, r(x)^{\beta}\right\}$ for every $x \in M$;
(ii) $|\nabla h|(x) \leq D_{3} r(x)^{\beta-\varepsilon_{1}}$, for every $x \in M \backslash \bar{B}_{\bar{\rho}}(o)$;
(iii) $|\operatorname{Hess}(h)|(x) \leq D_{4} r(x)^{\beta-\varepsilon_{2}}$, for every $x \in M \backslash \bar{B}_{\bar{\rho}}(o)$.

Then given a $\gamma>\left(D_{2} / D_{1}\right)^{1 / \beta}$, there exists a family of cut-off functions $\left\{\chi_{R}\right\}$ such that
(1) $\chi_{R}=1$ on $B_{R}(o)$ and $\chi_{R}=0$ on $M \backslash B_{\gamma R}(o)$;
(2) $\left|\nabla \chi_{R}\right| \leq \frac{C_{1}}{R^{\varepsilon_{1}}}$;
(3) $\left|\operatorname{Hess}\left(\chi_{R}\right)\right| \leq \frac{C_{2}}{R^{\min \left\{2 \varepsilon_{1}, \varepsilon_{2}\right\}}}$.

In particular $\left\{\chi_{n}\right\}$ is a family of weak Hessian cut-off functions for every $\epsilon_{1}, \epsilon_{2}$ and of genuine Hessian cut-off functions whenever $\epsilon_{1} \epsilon_{2}>0$.
Proof. Let $\Gamma=\frac{D_{2}}{D_{1}} \geq 1$, and $\gamma>\Gamma^{\frac{1}{\beta}}$ a real number. Let $\phi \in C^{\infty}(\mathbb{R},[0,1])$ be such that

$$
\left.\phi\right|_{(-\infty, \Gamma]}=1,\left.\quad \phi\right|_{\left[\gamma^{\beta}, \infty\right)}=0, \quad\left|\phi^{\prime}\right|+\left|\phi^{\prime \prime}\right| \leq a,
$$

for some $a>0$. For any $R>0$, let $\phi_{R} \in C^{\infty}([0,+\infty))$ be defined by

$$
\phi_{R}(t) \doteq \phi\left(\frac{t}{D_{1} R^{\beta}}\right) .
$$

Then

$$
\left|\phi_{R}^{\prime}\right| \leq \frac{a}{D_{1} R^{\beta}}, \quad\left|\phi_{R}^{\prime \prime}\right| \leq \frac{a}{D_{1}^{2} R^{2 \beta}} .
$$

For each radius $R \gg 1$, define $\chi_{R}:=\phi_{R} \circ h$. Then it is immediate to verify that $\left\{\chi_{R}\right\}$ meets the required properties.

We are finally in the position to give the

Proof (of Theorem 1.3). Under the assumptions (a) or (b) of the theorem, applying respectively Theorem 4.1 or Theorem 4.2, we get the existence of a distance-like function $h$ with suitably controlled growth of the derivatives up to the 2nd order. Hence Lemma 5.1 applies and guarantees the existence of a sequence of (weak)-Hessian cut-off functions. Then Theorem 1.3 is a direct consequence of Proposition 2.4, (b).

## 6. The special case $p=2$

Proof of Theorem 1.4. Let $\lambda^{2}(r(x)) \doteq-D^{2}\left(1+r(x)^{2}\right)$. By [8, Corollary 2.3] we know that there exist a large constant $\gamma>1$ and a sequence of weak Laplacian cut-off functions $\left\{\chi_{n}\right\} \subset C_{c}^{\infty}(M)$ such that
(1) $\chi_{n} \equiv 1$ on $B_{n}(o)$;
(2) $\operatorname{supp}\left(\chi_{n}\right) \subset B_{\gamma n}(o)$;
(3) $\left|\nabla \chi_{n}\right| \leq \frac{C_{1}}{n}$;
(4) $\left|\Delta \chi_{n}\right| \leq C_{2}$.
with $C_{1}$ and $C_{2}$ independent of $n$.
As noticed in Remark 2.5, it is sufficient to consider $f \in C^{\infty}(M) \cap W^{2,2}(M)$. We want to prove that $\chi_{n} f$ converges to $f$ in $W^{2,2}(M)$. By properties (1) and (2) and the dominated convergence theorem it follows that

$$
\int_{M}\left|f-\chi_{n} f\right|^{2} d \operatorname{vol}_{g} \rightarrow 0
$$

as $n \rightarrow \infty$. Furthermore, by properties (1), (2), (3), and the dominated convergence theorem, we have that

$$
\begin{aligned}
\int_{M}\left|\nabla f-\nabla\left(\chi_{n} f\right)\right|^{2} d \mathrm{vol}_{g} & =\int_{M}\left|\nabla f-\left(\chi_{n} \nabla f+f \nabla \chi_{n}\right)\right|^{2} d \mathrm{vol}_{g} \\
& =C \int_{M} f^{2}\left|\nabla \chi_{n}\right|^{2} d \operatorname{vol}_{g}+C \int_{M}\left(1-\chi_{n}\right)^{2}|\nabla f|^{2} d \mathrm{vol}_{g} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. We now note that

$$
\int_{M}\left|\operatorname{Hess}\left(\chi_{n} f\right)-\operatorname{Hess} f\right|^{2} d \operatorname{vol}_{g}=\int_{M}\left(1-\chi_{n}\right)^{2}|\operatorname{Hess} f|^{2} d \operatorname{vol}_{g}+2 \int_{M}\left|\nabla \chi_{n}\right|^{2}|\nabla f|^{2} d \operatorname{vol}_{g}+\int_{M}|f|^{2}\left|\operatorname{Hess} \chi_{n}\right|^{2} d \operatorname{vol}_{g}
$$

Reasoning as above we get that the first two terms on the RHS converge to 0 . About the last term, using Bochner formula and our curvature assumption, we have that

$$
\begin{aligned}
\operatorname{div}\left(f^{2} \frac{\nabla\left|\nabla \chi_{n}\right|^{2}}{2}\right)= & \left.f^{2} \frac{\Delta\left|\nabla \chi_{n}\right|^{2}}{2}+\left.f\langle\nabla f, \nabla| \nabla \chi_{n}\right|^{2}\right\rangle \\
= & f^{2}\left[\left|\operatorname{Hess} \chi_{n}\right|^{2}+\operatorname{Ric}_{g}\left(\nabla \chi_{n}, \nabla \chi_{n}\right)+\left\langle\nabla \chi_{n}, \nabla \Delta \chi_{n}\right\rangle\right]+2 f\left|\nabla \chi_{n}\right|\langle\nabla f, \nabla| \nabla \chi_{n}| \rangle \\
\geq & f^{2}\left|\operatorname{Hess} \chi_{n}\right|^{2}+f^{2} \operatorname{Ric}_{g}\left(\nabla \chi_{n}, \nabla \chi_{n}\right)+f^{2}\left\langle\nabla \chi_{n}, \nabla \Delta \chi_{n}\right\rangle-\left.\frac{f^{2}}{2}|\nabla| \nabla \chi_{n}\right|^{2}-2\left|\nabla \chi_{n}\right|^{2}|\nabla f|^{2} \\
\geq & \frac{f^{2}}{2}\left|\operatorname{Hess} \chi_{n}\right|^{2}-2\left|\nabla \chi_{n}\right|^{2}|\nabla f|^{2}-\lambda^{2} f^{2}\left|\nabla \chi_{n}\right|^{2}+\operatorname{div}\left(f^{2} \Delta \chi_{n} \nabla \chi_{n}\right) \\
& -2 f \Delta \chi_{n}\left\langle\nabla f, \nabla \chi_{n}\right\rangle-f^{2}\left(\Delta \chi_{n}\right)^{2} \\
\geq & \frac{f^{2}}{2}\left|\operatorname{Hess} \chi_{n}\right|^{2}-3\left|\nabla \chi_{n}\right|^{2}|\nabla f|^{2}-\lambda^{2} f^{2}\left|\nabla \chi_{n}\right|^{2}+\operatorname{div}\left(f^{2} \Delta \chi_{n} \nabla \chi_{n}\right)-2 f^{2}\left(\Delta \chi_{n}\right)^{2}
\end{aligned}
$$

Integrating, we get that

$$
\begin{equation*}
\frac{1}{2} \int_{M} f^{2}\left|\operatorname{Hess} \chi_{n}\right|^{2} d \operatorname{vol}_{g} \leq \int_{M} \lambda^{2} f^{2}\left|\nabla \chi_{n}\right|^{2} d \operatorname{vol}_{g}+2 \int_{M} f^{2}\left(\Delta \chi_{n}\right)^{2} d \operatorname{vol}_{g}+3 \int_{M}|\nabla f|^{2}\left|\nabla \chi_{n}\right|^{2} d \mathrm{vol}_{g} \tag{24}
\end{equation*}
$$

By property (3), and the dominated convergence theorem the last term on the RHS of (24) converges to 0 as $n \rightarrow \infty$. Moreover, by properties (1) and (2), we have that $\nabla \chi_{n}$ and $\Delta \chi_{n}$ are supported in $B_{\gamma n}(o) \backslash B_{n}(o)$.

Hence, using property (3), the definition of $\lambda$, and the fact that $f \in L^{2}(M)$, we have that

$$
\begin{aligned}
\int_{M} \lambda^{2}\left|\nabla \chi_{n}\right|^{2} f^{2} d \mathrm{vol}_{g} & =\int_{B_{\gamma n}(o) \backslash B_{n}(o)} \lambda^{2}\left|\nabla \chi_{n}\right|^{2} f^{2} d \mathrm{vol}_{g} \\
& \leq \int_{M \backslash B_{n}(o)} C \frac{1+\gamma^{2} n^{2}}{n^{2}} f^{2} d \operatorname{vol}_{g} \leq \tilde{C} \int_{M \backslash B_{n}(o)} f^{2} d \operatorname{vol}_{g} \rightarrow 0,
\end{aligned}
$$

as $n \rightarrow \infty$. Similarly, by property (4),

$$
\int_{M} f^{2}\left(\Delta \chi_{n}\right)^{2} d \operatorname{vol}_{g} \leq C_{2}^{2} \int_{M \backslash B_{n}(o)} f^{2} d \operatorname{vol}_{g} \rightarrow 0
$$

as $n \rightarrow \infty$. This finally gives our claim.

## 7. A disturbed Sobolev inequality

In this section we first prove the following general disturbed Sobolev inequality. Then we will deduce Theorem 1.6 from the proof of Theorem 7.1 .

Theorem 7.1. Let $\left(M^{m}, g\right)$ be a smooth, complete non-compact Riemannian manifold without boundary. Let $o \in M, r(x) \doteq \operatorname{dist}_{g}(x, o)$ and suppose that one of the following set of assumptions holds
(a) for some $0<\eta \leq 1$, some $D>0$ and some $i_{0}>0$,

$$
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}, \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))^{\eta}}>0 \quad \text { on } M .
$$

(b) for some $0<\eta \leq 1$ and some $D>0$,

$$
\left|\operatorname{Sect}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}
$$

Let $p \in[1, m)$ and $q=m p /(m-p)$ and let $(\alpha, \beta) \in \mathbb{R} \times \mathbb{R}$ satisfying $\beta / p-\alpha / q \geq 1 / m$. Then there exist constants $A_{1}>0, A_{2}>0$, depending on $m, p, \alpha, \beta$ and the constant $C$ from Theorem 1.5, such that for all $\varphi \in C_{c}^{\infty}(M)$ it holds

$$
\left(\int_{M} V_{\alpha}|\varphi|^{q} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} \leq A^{\prime}\left(\int_{M} V_{\beta}|\nabla \varphi|^{p} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+B^{\prime}\left(\int_{M} V_{\beta}|\varphi|^{p} H^{p \eta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}
$$

Here
$V_{\alpha}(x) \doteq(r(x)+1)^{-\alpha m \eta}\left(\operatorname{vol}_{g}\left(B_{R_{1}}^{g}(x)\right)\right)^{-\alpha}, \quad$ with $R_{1}=R_{1}(x) \doteq\left\{\begin{array}{ll}C^{-\eta}(r(x)-1)^{-\eta} & \text { if } r(x)>1+C^{-1} \\ 1 & \text { otherwise },\end{array}\right.$,
and

$$
V_{\beta}(x) \doteq(\max \{1 ; r(x)-1\})^{-\beta m \eta}\left(\operatorname{vol}_{g}\left(B_{R_{2}}^{g}(x)\right)\right)^{-\beta}, \quad \text { with } R_{2}=R_{2}(x) \doteq \frac{C^{-\eta}}{2} \min \left\{1 ; r(x)^{-\eta}\right\}
$$

Remark 7.2. As we will see in (35), a lower bound on the injectivity radius implies a lower bound on the volumes. Accordingly, Theorem 7.1 applies in more general situations with respect to Theorem 1.6 , e.g. under the assumption (b), or in case the volumes of geodesics balls of $(M, g)$ increase at infinity. On the other hand, in Theorem 7.1 the value of $q=p m /(m-p)$ is fixed.
Proof (of Theorem 7.1). Let $\phi \in C^{\infty}(M)$ be a positive function to be choosen later, and define a new conformal metric $\tilde{g}=e^{2 \phi} g$. Then, for any $X \in T M$, we have that

$$
\operatorname{Ric}_{\tilde{g}}(X, X)=\operatorname{Ric}_{g}(X, X)-(m-2)\left[\operatorname{Hess}(\phi)(X, X)-g(X, \nabla \phi)^{2}\right]+g(X, X)\left(\Delta \phi-(m-2)|\nabla \phi|^{2}\right)
$$

Accordingly

$$
\left|\operatorname{Ric}_{\tilde{g}}\right| \leq C(m) e^{-2 \phi}\left\{\left|\operatorname{Ric}_{g}\right|+\left[|\operatorname{Hess}(\phi)|+|\nabla \phi|^{2}\right]\right\}
$$

Now, let $H \in C^{\infty}(M)$ be the exhaustion function given by Theorem 1.5 . Without loss of generality we can suppose that $H>1$ on $M$. Indeed, if it is not the case, one can replace $H$ with a new function which approximates $\max \{2 ; H\}$ uniformly on $M$, and in $C^{2}$-norm outside a compact set. We recall the properties of $H$ : for some positive $C>1$,

- $\max \left\{1, C^{-1} r\right\} \leq H \leq C \max \{1, r\}$;
- $|\nabla H|(x) \leq C$;
- $\mid$ Hess $H \mid(x) \leq C \max \left\{r^{\eta}, 1\right\}$.

Choose $\phi=\eta \ln (H)$. In particular, since $e^{\phi}=H^{\eta}>1,(M, \tilde{g})$ is complete. Moreover,

$$
|\nabla \phi|(x)=\eta\left|\frac{\nabla H}{H}\right| \leq \eta C
$$

and

$$
|\operatorname{Hess} \phi|(x)=\eta\left|\frac{\operatorname{Hess} H}{H}-\frac{d H \otimes d H}{H^{2}}\right| \leq 2 \eta C^{2} \max \left\{r(x)^{\eta}, 1\right\}
$$

Thus there exists a constant $\tilde{C}>0$ depending on $m, \eta$ and $C$ such that

$$
\begin{equation*}
\left|\operatorname{Ric}_{\tilde{g}}\right|(x) \leq \frac{C(m)}{H^{2 \eta}}\left\{\lambda(r(x))+2 \eta C^{2} \max \left\{r(x)^{\eta}, 1\right\}+\eta^{2} C^{2}\right\} \leq \tilde{C}, \tag{25}
\end{equation*}
$$

where we are still using the notation $\lambda(r(x)) \doteq D^{2}\left(1+r^{2}\right)^{\eta}$.
Set $v(x)=\left(\operatorname{vol}_{\tilde{g}}\left(B_{1}^{\tilde{g}}(x)\right)\right)^{-1}$. Letting $p \in[1, m)$ and $q=m p /(m-p)$ and let $(\alpha, \beta) \in \mathbb{R} \times \mathbb{R}$ satisfying $\beta / p-\alpha / q \geq 1 / m$, from [24, Theorem 3.8], we have the validity on $(M, \tilde{g})$ of the disturbed Sobolev inequality

$$
\begin{equation*}
\left(\int_{M}|u|^{q} v^{\alpha} d \operatorname{vol}_{\tilde{g}}\right)^{\frac{1}{q}} \leq A\left(\int_{M} \tilde{g}(\tilde{\nabla} u, \tilde{\nabla} u)^{\frac{p}{2}} v^{\beta} d \operatorname{vol}_{\tilde{g}}\right)^{\frac{1}{p}}+B\left(\int_{M}|u|^{p} v^{\beta} d \operatorname{vol}_{\tilde{g}}\right)^{\frac{1}{p}} \tag{26}
\end{equation*}
$$

for all $u \in C_{c}^{\infty}(M)$, and for some positive constants $A$ and $B$ independent of $u$.
Moving back to the metric $g$, this latter becomes

$$
\left(\int_{M} v^{\alpha}|u|^{q} e^{m \phi} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} \leq A\left(\int_{M} g(\nabla u, \nabla u)^{\frac{p}{2}} e^{(m-p) \phi} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+B\left(\int_{M}|u|^{p} e^{m \phi} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}
$$

for all $u \in C_{c}^{\infty}(M)$, i.e.

$$
\begin{equation*}
\left(\int_{M}\left(|u| H^{\frac{m \eta}{q}}\right)^{q} v^{\alpha} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} \leq A\left(\int_{M}|\nabla u|^{p} H^{(m-p) \eta} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+B\left(\int_{M}|u|^{p} H^{m \eta} v^{\beta} d \mathrm{vol}_{g}\right)^{\frac{1}{p}} \tag{27}
\end{equation*}
$$

In the following we will simplify the notation by writing $|\nabla \cdot|^{2}$ for $g(\nabla \cdot, \nabla \cdot)$. Set $\varphi=u H^{\frac{m \eta}{q}}$. Then $u=\varphi H^{-\frac{m \eta}{q}}$ and

$$
|\nabla u|^{2} \leq H^{-\frac{2 m \eta}{q}}\left(|\nabla \varphi|+\frac{m \eta}{q} \frac{|\varphi|}{H}|\nabla H|\right)^{2},
$$

from which, using Jensen's inequality, we deduce that

$$
\begin{aligned}
|\nabla u|^{p} & \leq H^{-\frac{m \eta p}{q}}\left(|\nabla \varphi|+\frac{m \eta}{q} \frac{|\varphi|}{H}|\nabla H|\right)^{p} \\
& \leq 2^{p-1} H^{-\frac{m \eta p}{q}}|\nabla \varphi|^{p}+2^{p-1}\left(\frac{m \eta}{q}\right)^{p}|\varphi|^{p} H^{-\left(\frac{m \eta}{q}+1\right) p}|\nabla H|^{p}
\end{aligned}
$$

and

$$
\begin{aligned}
|\nabla u|^{p} H^{(m-p) \eta} & \leq 2^{p-1} H^{\left(m-p-\frac{m p}{q}\right) \eta}|\nabla \varphi|^{p}+2^{p-1}|\varphi|^{p}\left(\frac{m \eta}{q}\right)^{p} H^{m \eta-p \eta-\frac{m \eta p}{q}-p}|\nabla H|^{p} \\
& \leq 2^{p-1} H^{\left(m-p-\frac{m p}{q}\right) \eta}|\nabla \varphi|^{p}+2^{p-1}|\varphi|^{p}\left(\frac{m \eta}{q}\right)^{p} H^{m \eta-\frac{m \eta p}{q}}|\nabla H|^{p}
\end{aligned}
$$

Since $|\nabla H|$ is bounded, we finally get from 27

$$
\begin{aligned}
\left(\int_{M}|\varphi|^{q} v^{\alpha} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} & =\left(\int_{M}\left(|u| H^{\frac{m \eta}{q}}\right)^{q} v^{\alpha} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} \\
& \leq A 2^{\frac{p-1}{p}}\left(\int_{M}\left[H^{\left(m-p-\frac{m p}{q}\right) \eta}|\nabla \varphi|^{p}+|\varphi|^{p}\left(\frac{m \eta}{q}\right)^{p} H^{m \eta-\frac{m \eta p}{q}}|\nabla H|^{p}\right] v^{\beta} d \mathrm{vol}_{g}\right)^{\frac{1}{p}} \\
& +B\left(\int_{M}|\varphi|^{p} H^{m \eta-\frac{m \eta p}{q}} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}} \\
& \leq A^{\prime}\left(\int_{M} H^{\left(m-p-\frac{m p}{q}\right) \eta}|\nabla \varphi|^{p} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+B^{\prime}\left(\int_{M}|\varphi|^{p} H^{m \eta-\frac{m \eta p}{q}} v^{\beta} d \mathrm{vol}_{g}\right)^{\frac{1}{p}}
\end{aligned}
$$

 which in turn implies that $m \eta-\frac{m \eta p}{q}=p \eta$. Hence

$$
\begin{equation*}
\left(\int_{M} v^{\alpha}(|\varphi|)^{q} d \operatorname{vol}_{g}\right)^{\frac{1}{q}} \leq A^{\prime}\left(\int_{M}|\nabla \varphi|^{p} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}}+B^{\prime}\left(\int_{M}|\varphi|^{p} H^{p \eta} v^{\beta} d \operatorname{vol}_{g}\right)^{\frac{1}{p}} \tag{28}
\end{equation*}
$$

To conclude, we need the following lemmas.
Lemma 7.3. For all $x \in M, B_{1}^{\tilde{g}}(x) \subset B_{R_{1}}^{g}(x)$, with $R_{1}=R_{1}(x)= \begin{cases}C^{-\eta}(r(x)-1)^{-\eta} & \text { if } r(x)>1+C^{-1} \\ 1 & \text { otherwise. }\end{cases}$
Lemma 7.4. For all $x \in M, B_{1}^{\tilde{g}}(x) \supset B_{R_{2}}^{g}(x)$, with $R_{2}=R_{2}(x)=\frac{C^{-\eta}}{2} \min \left\{1 ; r(x)^{-\eta}\right\}$.
According to Lemma 7.3, and using the point-wise control on $H$, we have that

$$
\begin{aligned}
v^{\alpha}(x) \geq\left(\operatorname{vol}_{\tilde{g}}\left(B_{R_{1}}^{g}(x)\right)\right)^{-\alpha} & =\left(\int_{B_{R_{1}}^{g}(x)} H^{m \eta}(y) d \operatorname{vol}_{g}(y)\right)^{-\alpha} \\
& \geq C^{-\alpha}(r(x)+1)^{-\alpha m \eta}\left(\operatorname{vol}_{g}\left(B_{R_{1}}^{g}(x)\right)\right)^{-\alpha}
\end{aligned}
$$

while according to Lemma 7.4 , we have that

$$
\begin{aligned}
v^{\beta}(x) \leq\left(\operatorname{vol}_{\tilde{g}}\left(B_{R_{2}}^{g}(x)\right)\right)^{-\beta} & =\left(\int_{B_{R_{2}}^{g}(x)} H^{m \eta}(y) d \operatorname{vol}_{g}(y)\right)^{-\beta} \\
& \leq C^{\beta}(\max \{1 ; r(x)-1\})^{-\beta m \eta}\left(\operatorname{vol}_{g}\left(B_{R_{2}}^{g}(x)\right)\right)^{-\beta}
\end{aligned}
$$

Inserting the previous inequalities in (28) concludes the proof of Theorem 7.1.

It remains to prove Lemmas 7.3 and 7.4 .
Proof (of Lemma 7.3). Let $y \in B_{1}^{\tilde{g}}(x)$ and $\sigma:[0, a] \rightarrow M$ a minimizing geodesic of $(M, \tilde{g})$ connecting $x$ and $y$. Let $a_{0}=\sup \left\{s \in[0, a]: \sigma([0, s]) \subset B_{d_{g}(x, y)}^{g}(x)\right\}$. Then

$$
\begin{align*}
1 & >d_{\tilde{g}}(x, y)  \tag{29}\\
& =\int_{0}^{a} \tilde{g}(\dot{\sigma}, \dot{\sigma})^{1 / 2}(s) d s \\
& \geq \int_{0}^{a_{0}} \tilde{g}(\dot{\sigma}, \dot{\sigma})^{1 / 2}(s) d s \\
& =\int_{0}^{a_{0}} e^{\phi} g(\dot{\sigma}, \dot{\sigma})^{1 / 2}(s) d s \\
& \geq \inf \left\{H^{\eta}(z): z \in B_{d_{g}(x, y)}^{g}(x)\right\} d_{g}(x, y)
\end{align*}
$$

Since $H(z)>\max \left\{1 ; C^{-1} r(z)\right\}$, we get

$$
\begin{equation*}
d_{g}(x, y)<1, \tag{30}
\end{equation*}
$$

which prove the lemma when $r(x)<1+1 / C$. Otherwise,

$$
\inf \left\{H^{\eta}(z): z \in B_{d_{g}(x, y)}^{g}(x)\right\} \geq C^{\eta}(r(x)-1)^{\eta} .
$$

Inserting in (29) gives

$$
\begin{equation*}
d_{g}(x, y)<C^{-\eta}(r(x)-1)^{-\eta} . \tag{31}
\end{equation*}
$$

This concludes the proof of the remaining case.
Proof (of Lemma 7.4). Let $y \in B_{R_{2}}^{g}(x)$ and $\sigma:[0, a] \rightarrow M$ a minimizing geodesic of $(M, g)$ connecting $x$ and $y$. Then

$$
\begin{align*}
R_{2} & >d_{g}(x, y)  \tag{32}\\
& =\int_{0}^{a} g(\dot{\sigma}, \dot{\sigma})^{1 / 2}(s) d s \\
& =\int_{0}^{a} e^{-\phi} \tilde{g}(\dot{\sigma}, \dot{\sigma})^{1 / 2}(s) d s \\
& \geq \inf \left\{H^{-\eta}(z): z \in B_{R_{2}}^{g}(x)\right\} d_{\tilde{g}}(x, y) \\
& \geq \inf \left\{C^{-\eta} \min \left\{1, r^{-\eta}(z)\right\}: z \in B_{R_{2}}^{g}(x)\right\} d_{\tilde{g}}(x, y) .
\end{align*}
$$

Suppose first that $r(x) \geq 1+R_{2}(x)$. Then $B_{R_{2}}^{g}(x) \subset M \backslash B_{1}^{g}(o)$. In particular, for all $z \in B_{R_{2}}^{g}(x)$ it holds $r^{-\eta}(z) \leq 1$, from which

$$
\begin{aligned}
\inf \left\{C^{-\eta} \min \left\{1, r^{-\eta}(z)\right\}: z \in B_{R_{2}}^{g}(x)\right\} & =\inf \left\{C^{-\eta} r^{-\eta}(z): z \in B_{R_{2}}^{g}(x)\right\} \\
& \geq C^{-\eta}\left[r(x)+R_{2}\right]^{-\eta}
\end{aligned}
$$

The relation (32) implies in this case that

$$
\begin{aligned}
d_{\tilde{g}}(x, y) & <R_{2} C^{\eta}\left[r(x)+R_{2}\right]^{\eta}=\frac{1}{2} \min \left\{1 ; r(x)^{-\eta}\right\}\left[r(x)+R_{2}\right]^{\eta} \\
& \leq \frac{1}{2} r(x)^{-\eta}\left[r(x)+R_{2}\right]^{\eta} \leq \frac{r(x)^{-\eta}}{2}\left[r(x)+\frac{1}{2}\right]^{\eta}<2^{\eta-1} \leq 1
\end{aligned}
$$

since $R_{2} \leq 1 / 2$. On the other hand, if $r(x)<1+R_{2}(x)$, then for all $z \in B_{R_{2}}^{g}(x)$ one has

$$
r(z) \leq r(x)+R_{2} \leq 1+2 R_{2} \leq 2 .
$$

In particular $\min \left\{1 ; r^{-\eta}(z)\right\} \geq 2^{-\eta}$ and (32) implies

$$
C^{-\eta} 2^{-\eta} d_{\tilde{g}}(x, y) \leq R_{2} \leq \frac{C^{-\eta}}{2}
$$

from which $d_{\tilde{g}}(x, y) \leq 2^{\eta-1} \leq 1$.
Proof (of Theorem 1.6). Suppose first that $q=m p /(m-p)$. Since the assumptions of Theorem 7.1 are satisfied, we have the validity of (28).

Reasoning as in the proof of Lemma 7.3 , one get the existence of $R>0$ such that for all $x \in M \backslash B_{R}^{g}(o)$, $\rho>0$, one has

$$
\begin{equation*}
B_{\rho r^{-\eta}(x)}^{g}(x) \subset B_{2 \rho}^{\tilde{g}}(x) . \tag{33}
\end{equation*}
$$

Then

$$
\begin{align*}
\operatorname{vol}_{\tilde{g}}\left(B_{2 \rho}^{\tilde{g}}(x)\right) & \geq \operatorname{vol}_{\tilde{g}}\left(B_{\rho r^{-\eta}(x)}^{g}(x)\right)  \tag{34}\\
& \geq \inf \left\{e^{m \phi(z)}: z \in B_{\rho r^{-\eta}(x)}^{g}(x)\right\} \operatorname{vol}_{g}\left(B_{\rho r^{-\eta}(x)}^{g}(x)\right) \\
& \geq\left(r(x)-\rho r^{-\eta}(x)\right)^{m \eta} \operatorname{vol}_{g}\left(B_{\rho r^{-\eta}(x)}^{g}(x)\right) \\
& \geq \frac{r^{m \eta}(x)}{2} \operatorname{vol}_{g}\left(B_{\rho r-\eta(x)}^{g}(x)\right)
\end{align*}
$$

for $r(x)$ large enough. Recall the following result by Croke.
Lemma 7.5 (Proposition 14 in [12]). There exists a dimensional constant $C_{m}>0$ such that for any $x \in M$ and $i>0$, if

$$
\forall y \in B_{\frac{i}{2}}^{g}(x), \quad \operatorname{inj}_{g}(y)>i
$$

then

$$
\operatorname{vol}_{g}\left(B_{\frac{i}{2}}^{g}(x)\right) \geq C_{m} i^{m}
$$

Let $E=\min \left\{i_{0} / D ; 2\right\}$ and choose $i=i(x)=E(1+r(x))^{-\eta}$. There exists a positive radius $R_{\eta}$ large enough depending on $\eta$ such that for all $x \in M \backslash B_{R_{\eta}}^{g}(o)$ and for all $y \in B_{\frac{i}{2}}^{g}(x)$ we have

$$
\operatorname{inj}_{g}(y) \geq \frac{E}{(1+r(y))^{\eta}} \geq \frac{1}{2} \frac{E}{(1+r(x))^{\eta}} \geq i
$$

Then Lemma 7.5 applies and we get that for all $x \in M \backslash B_{R_{\eta}}^{g}(o)$

$$
\operatorname{vol}_{g}\left(B_{E(1+r(x))^{-\eta} / 4}^{g}(x)\right) \geq C_{m} \frac{E^{m}}{2^{m}(1+r(x))^{m \eta}}
$$

Choosing $\rho=E / 4$ in (34), we finally obtain that

$$
\begin{align*}
\operatorname{vol}_{\tilde{g}}\left(B_{1}^{\tilde{g}}(x)\right) & \geq \operatorname{vol}_{\tilde{g}}\left(B_{E / 2}^{\tilde{g}}(x)\right)  \tag{35}\\
& \geq \frac{r^{m \eta}(x)}{2} \operatorname{vol}_{g}\left(B_{E r^{-\eta}(x) / 4}^{g}(x)\right) \\
& \geq C_{m} \frac{r^{m \eta}(x)}{2} \frac{E^{m}}{2^{m}(1+r(x))^{m \eta}} \\
& \geq \frac{C_{m} E^{m}}{2}
\end{align*}
$$

if $r(x)$ is large enough. In particular, $\operatorname{since} \operatorname{vol}_{\tilde{g}}\left(B_{1}^{\tilde{g}}(x)\right)$ is continuous with respect to $x$ on $M$, it is uniformly lower bounded by a positive constant on the whole $M$. On the other hand, $\operatorname{vol}_{\tilde{g}}\left(B_{1}^{\tilde{g}}(x)\right)$ is also uniformly upper bounded on $M$ by Bishop-Gromov theorem, since $\operatorname{Ric}_{\tilde{g}}$ is bounded. In particular $v^{\alpha}$ is uniformly lower bounded by a positive constant, and $v^{\beta}$ is uniformly upper bounded, so that the conclusion follows from (28).

The case $q \in[p, m p /(m-p))$ can be treated similarly, using the standard Sobolev inequality instead of (26). Indeed, according to [33, 11] (see also [23, Theorem 3.2]),

$$
\left(\int_{M}|u|^{q} d \operatorname{vol}_{\tilde{g}}\right)^{\frac{1}{q}} \leq A\left(\int_{M} \tilde{g}(\tilde{\nabla} u, \tilde{\nabla} u)^{\frac{p}{2}} d \operatorname{vol}_{\tilde{g}}\right)^{\frac{1}{p}}+B\left(\int_{M}|u|^{p} d \operatorname{vol}_{\tilde{g}}\right)^{\frac{1}{p}}
$$

for all $u \in C_{c}^{\infty}(M)$. This latter is satisfied because of the bounds on the Ricci curvature and on the volumes of small balls given in 25 and $(35)$.

## 8. SOME FURTHER APPLICATIONS

In this last section we highlight some additional applications of Theorem 1.5 and of the proof of Theorem 1.6.
8.1. Full Omori-Yau maximum principle for the Hessian. Recall that a Riemannian manifold ( $M, g$ ) is said to satisfy the full Omori-Yau maximum principle for the Hessian if for any function $u \in C^{2}(M)$ with $u^{*}=\sup _{M} u<+\infty$, there exists a sequence $\left\{x_{n}\right\}_{n} \subset M$ with the properties

$$
\begin{array}{ll}
\text { (i) } u\left(x_{k}\right)>u^{*}-\frac{1}{k}, \quad \text { (ii) }\left|\nabla u\left(x_{k}\right)\right|<\frac{1}{k}, \quad \text { (iii) } \operatorname{Hess}(u)\left(x_{k}\right)<\frac{1}{k} g, ~
\end{array}
$$

for each $k \in \mathbb{N}$.
Letting $o$ be a fixed reference point in the complete Riemannian manifold ( $M, g$ ) and denoting by $r(x)$ the distance function from $o$, the full Omori-Yau maximum principle for the Hessian is known to hold e.g. if the radial sectional curvature of $M$ (i.e. the sectional curvature of 2-planes containing $\nabla r$ ), satisfies

$$
K_{\mathrm{rad}} \geq-C^{2}\left(1+r^{2}\right) \prod_{j=1}^{k}\left(\ln ^{(j)}(r)\right)^{2}
$$

where $\log { }^{(j)}$ stands for the $j$-th iterated logarithm; see [29].
The search of conditions weaker than a quadratic sectional curvature decay to $-\infty$ is a challenging problem; see e.g. [2, Remark 5.6]. As a consequence of our results we can actually guarantee the validity of the full Omori-Yau maximum principle for the Hessian under a Ricci quadratic bound and a linear injectivity radius decay. Namely, let $(M, g)$ be a complete Riemannian manifold, $o \in M$ a fixed reference point and $r(x) \doteq \operatorname{dist}_{g}(x, o)$. Suppose that for some $D>0$ and some $i_{0}>0$, we have that

$$
\begin{equation*}
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right), \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))}>0 \quad \text { on } M . \tag{36}
\end{equation*}
$$

Then the smooth exhaustion function $H$ constructed in Theorem 1.5 fulfill all the relevant requirements of [29, Theorem 1.9] with the choice $G(t)=1+t^{2}$. We hence obtain the validity of the following

Corollary 8.1. Under the assumptions (36), the full Omori-Yau maximum principle for the Hessian holds on $(M, g)$.

In this regard, one could also note that distance-like functions with controlled Hessian on an ambient space are actually inherited by properly immersed submanifolds with controlled growth of the second fundamental form. Indeed, using the same notations as above, suppose that $(M, g)$ is a complete manifold satisfying

$$
\begin{equation*}
\left|\operatorname{Ric}_{g}\right|(x) \leq D^{2}\left(1+r(x)^{2}\right)^{\eta}, \quad \operatorname{inj}_{g}(x) \geq \frac{i_{0}}{D(1+r(x))^{\eta}}>0 \quad \text { on } M \tag{37}
\end{equation*}
$$

and let $\varphi:(\Sigma, h) \rightarrow(M, g)$ be an isometric proper immersion. Then, letting $H$ be the distance-like function given by Theorem 1.5 on $(M, g)$, we have that the function $\gamma: \Sigma \rightarrow \mathbb{R}^{+}$defined by

$$
\gamma \doteq \frac{H^{2}}{2}(\varphi)
$$

is still a proper function. Moreover, letting $\left\{e_{i}\right\}$ be a local orthonormal frame on $\Sigma$, we can compute

$$
\begin{aligned}
|\nabla \gamma|^{2} & =\sum_{i} h\left(\nabla \gamma, e_{i}\right)^{2}=(H(\varphi))^{2} \sum_{i} h\left(\nabla^{M} H, e_{i}\right)^{2} \\
& \leq(H(\varphi))^{2}\left|\nabla^{M} H\right|^{2} \leq C(H(\varphi))^{2}=2 C \gamma,
\end{aligned}
$$

Denoting by $(\cdot)^{\perp}$ the projection on the normal bundle of $\Sigma$, and by $A(\cdot, \cdot)$ the second fundamental form of the immersion, we also have that, for any $X \in T \Sigma$,

$$
\begin{aligned}
\text { Hess } \gamma(X, X) & =h\left(\nabla_{X} \nabla \gamma, X\right) \\
& =g\left(\nabla_{X}^{M}\left(H \nabla^{M} H-H\left(\nabla^{M} H\right)^{\perp}\right), X\right) \\
& =H \operatorname{Hess}^{M}(X, X)+\left(g\left(\nabla^{M} H, X\right)\right)^{2}-H g\left(\left(\nabla^{M} H\right)^{\perp}, A(X, X)\right) \\
& \leq\left(|H|\left|\operatorname{Hess}^{M}(H)\right|+\left|\nabla^{M} H\right|^{2}+|H|\left|\nabla^{M} H\right||A|\right)|X|^{2}
\end{aligned}
$$

Hence, using the properties of $H$, an application of [29, Theorem 1.9] yields the validity of the following

Corollary 8.2. Let $(M, g)$ be a complete Riemannian manifold, $o \in M, r(x) \doteq \operatorname{dist}_{g}(x, o)$ and assume that assumptions (37) are satisfied. Let $\varphi:(\Sigma, h) \rightarrow(M, g)$ be an isometric proper immersion such that the second fundamental form $A$ satisfies

$$
|A| \leq C r
$$

outside a compact set, for some constant $C>0$. Then the full Omori-Yau maximum principle for the Hessian holds on $(\Sigma, h)$.
8.2. Martingale completeness. A probabilistic concept, introduced in [13], that in many instances seems to be related to maximum principles for the Hessian, is the martingale completeness. A manifold $(M, g)$ is called martingale complete if and only if each martingale on $(M, g)$ has infinite lifetime almost surely. Even though recent advances, using the language of subequations by Harvey-Lawson, can be found in [27, the relation between this property and geometry has not been fully understood yet. A classical criterion for its validity is given in [13, Proposition 5.37]: if on $(M, g)$ there exists a positive function $f \in C^{2}$ such that

$$
\text { (i) } f \text { is proper, } \quad \text { (ii) }|\nabla f| \leq C, \quad \text { (iii) } \operatorname{Hess}(f) \leq C g,
$$

for some constant $C>0$, then $(M, g)$ is martingale complete. It is hence a simple consequence of [30, Proposition 1.3] that a manifold with bounded Ricci curvature and positive injectivity radius is martingale complete. Up to our knowledge this was not yet observed in literature. One can then argue similarly to the previous subsection to transfer this property also to properly immersed submanifolds with bounded second fundamental form.
8.3. An $L^{2}$-Calderon-Zygmund inequality with weight. In this final subsection, reasoning as in Section 7, we give a proof of Theorem 1.7 stated in the Introduction.

Proof of Theorem 1.7. Let $H \in C^{\infty}(M)$ be the exhaustion function given by Theorem 1.5. As in the proof of Theorem 7.1, without loss of generality we can suppose that, for some positive $C>1$,

- $\max \left\{1, C^{-1} r\right\} \leq H \leq C \max \{1, r\}$;
- $|\nabla H|(x) \leq C$;
- $\mid$ Hess $H \mid(x) \leq C \max \left\{r^{\eta}, 1\right\}$.

Choose $\phi=\eta \ln (H)$ and define a new conformal complete metric $\tilde{g}:=e^{2 \phi} g$ on $M$. We have in particular that $\left|\operatorname{Ric}_{\tilde{g}}\right|(x)$ is uniformly bounded on $M$; see (25). According to [20, Theorem B and Proposition 4.5], one has the validity of the following Calderon-Zygmund inequality on $(M, \tilde{g})$ : for all $u \in C_{c}^{\infty}(M)$ and all $\epsilon>0$, it holds

$$
\begin{equation*}
\||\widetilde{\operatorname{Hess}} u| \tilde{g}\|_{L^{2}}^{2} \leq \frac{\tilde{C} \epsilon^{2}}{2}\|u\|_{\widetilde{L}^{2}}^{2}+\left(1+\frac{\tilde{C}^{2}}{2 \epsilon^{2}}\right)\|\tilde{\Delta} u\|_{\widetilde{L^{2}}}^{2} \tag{38}
\end{equation*}
$$

where $\tilde{C}$ is the constant in (25).
Here and in what follows recall that Hess, $\tilde{\Delta}, \tilde{\nabla}$ and $|\cdot| \tilde{g}$ are respectively the Hessian, Laplacian, covariant derivative and tensorial norm on $M$ relative to the metric $\tilde{g}$. Moreover we are denoting $\|f\|_{L^{2}}^{2} \doteq$ $\int_{M}|f|^{2} d \mathrm{vol}_{\tilde{g}}$. All over this proof, $C_{i}$ will denote real positive constants depending only on $m, \eta, D$ and the constant $C$ in Theorem 1.5.

By standard computations, one has

$$
\begin{equation*}
\widetilde{\operatorname{Hess}} u=\operatorname{Hess} u-d u \otimes d \phi-d \phi \otimes d u+g(\nabla u, \nabla \phi) g, \tag{39}
\end{equation*}
$$

from which

$$
\begin{aligned}
e^{4 \phi}|\widetilde{\operatorname{Hess}} u|_{\tilde{g}}^{2} & =|\operatorname{Hess} u|_{g}^{2}+2|\nabla u|_{g}^{2}|\nabla \phi|_{g}^{2}+(m-2) g(\nabla u, \nabla \phi)^{2}-2 g(\nabla u, \nabla \phi) \Delta_{g} u-4 \operatorname{Hess} u(\nabla u, \nabla \phi) \\
& \geq|\operatorname{Hess} u|_{g}^{2}+2|\nabla u|_{g}^{2}|\nabla \phi|_{g}^{2}-(m-2)|\nabla u|_{g}^{2}|\nabla \phi|_{g}^{2}-|\nabla u|_{g}^{2}|\nabla \phi|_{g}^{2}-\left|\Delta_{g} u\right|^{2} \\
& -\frac{1}{2}|\operatorname{Hess} u|_{g}^{2}-8|\nabla u|_{g}^{2}|\nabla \phi|_{g}^{2} .
\end{aligned}
$$

Since $|\nabla \phi|_{g} \leq \eta C$ we obtain

$$
|\widetilde{\operatorname{Hess}} u|_{\tilde{g}}^{2} d \operatorname{vol}_{\tilde{g}} \geq e^{(m-4) \phi}\left\{\frac{1}{2}|\operatorname{Hess} u|_{g}^{2}-(m+5) \eta^{2} C^{2}|\nabla u|_{g}^{2}-\left|\Delta_{g} u\right|^{2}\right\} d \operatorname{vol}_{g}
$$

On the other hand, tracing (39) and proceeding as above, we get

$$
|\tilde{\Delta} u|^{2} d \operatorname{vol}_{\tilde{g}} \leq 2 e^{(m-4) \phi}\left\{|\Delta u|^{2}+(m-2)^{2} \eta^{2} C^{2}|\nabla u|_{g}^{2}\right\} d \operatorname{vol}_{g} .
$$

Suppose that $\frac{m-4}{2} \eta\left(\frac{m-4}{2} \eta-1\right) \neq 0$, the other case being easier. Inserting the two last inequalities in (38), and recalling that $e^{\phi}=H^{\eta}$, we obtain

$$
\begin{align*}
\| H^{(m-4) \eta / 2} \mid \text { Hess }\left.u\right|_{g} \|_{L^{2}}^{2} & \leq 2(m+5) \eta^{2} C^{2}\left\|H^{(m-4) \eta / 2}|\nabla u|_{g}\right\|_{L^{2}}^{2}+2\left\|H^{(m-4) \eta / 2} \Delta u\right\|_{L^{2}}^{2}  \tag{40}\\
& +\tilde{C} \epsilon^{2}\left\|H^{m \eta / 2} u\right\|_{L^{2}}^{2}+2\left(2+\frac{\tilde{C}^{2}}{\epsilon^{2}}\right)\left\|H^{(m-4) \eta / 2} \Delta u\right\|_{L^{2}}^{2} \\
& +2\left(2+\frac{\tilde{C}^{2}}{\epsilon^{2}}\right)(m-2)^{2} \eta^{2} C^{2}\left\|H^{(m-4) \eta / 2}|\nabla u|_{g}\right\|_{L^{2}}^{2} \\
& =\tilde{C} \epsilon^{2}\left\|H^{m \eta / 2} u\right\|_{L^{2}}^{2}+C_{1}\left\|H^{(m-4) \eta / 2}|\nabla u|_{g}\right\|_{L^{2}}^{2}+C_{2}\left\|H^{(m-4) \eta / 2} \Delta u\right\|_{L^{2}}^{2} .
\end{align*}
$$

Now, given $\varphi \in C_{c}^{\infty}(M)$, choose $u=H^{-(m-4) \eta / 2} \varphi$. We can compute that

$$
\nabla \varphi=\frac{m-4}{2} \eta H^{(m-4) \eta / 2-1} u \nabla H+H^{(m-4) \eta / 2} \nabla u
$$

$$
\operatorname{Hess} \varphi=\frac{m-4}{2} \eta\left(\frac{m-4}{2} \eta-1\right) H^{(m-4) \eta / 2-2} u d H \otimes d H+\frac{m-4}{2} \eta H^{(m-4) \eta / 2-1} u \operatorname{Hess} H
$$

$$
+\frac{m-4}{2} \eta H^{(m-4) \eta / 2-1}(d u \otimes d H+d H \otimes d u)+H^{(m-4) \eta / 2} H \operatorname{ess} u
$$

and

$$
\begin{aligned}
\Delta \varphi & =\frac{m-4}{2} \eta\left(\frac{m-4}{2} \eta-1\right) H^{(m-4) \eta / 2-2} u|\nabla H|^{2}+\frac{m-4}{2} \eta H^{(m-4) \eta / 2-1} u \Delta H \\
& +(m-4) \eta H^{(m-4) \eta / 2-1} g(\nabla u, \nabla H)+H^{(m-4) \eta / 2} \Delta u .
\end{aligned}
$$

In turn, since $|\nabla H| / H \leq C$, $\mid$ Hess $H \mid / H \leq C$ and $H^{(m-4) \eta / 2} \leq H^{m \eta / 2}$, this gives

$$
\left\||\operatorname{Hess} \varphi|_{g}\right\|_{L^{2}}^{2} \leq 4 \| H^{(m-4) \eta / 2} \mid \text { Hess }\left.u\right|_{g}\left\|_{L^{2}}^{2}+C_{3}\right\| H^{m \eta / 2} u\left\|_{L^{2}}^{2}+C_{4}\right\| H^{(m-4) \eta / 2}|\nabla u|_{g} \|_{L^{2}}^{2},
$$

and

$$
\|\Delta \varphi\|_{L^{2}}^{2} \geq 4\left\|H^{(m-4) \eta / 2} \Delta u\right\|_{L^{2}}^{2}-C_{5}\left\|H^{m \eta / 2} u\right\|_{L^{2}}^{2}-C_{6}\left\|H^{(m-4) \eta / 2}|\nabla u|_{g}\right\|_{L^{2}}^{2}
$$

Noticing also that

$$
\left\|H^{(m-4) \eta / 2}|\nabla u|_{g}\right\|_{L^{2}}^{2} \leq\left. 2\| \| \nabla \varphi\right|_{g}\left\|_{L^{2}}^{2}+C_{7}\right\| H^{m \eta / 2} u \|_{L^{2}}^{2}
$$

from (40), we thus get

$$
\left\||\operatorname{Hess} \varphi|_{g}\right\|_{L^{2}}^{2} \leq C_{7}\left\|H^{2 \eta} \varphi\right\|_{L^{2}}^{2}+C_{8}\||\nabla \varphi|\|_{L^{2}}^{2}+C_{9}\|\Delta \varphi\|_{L^{2}}^{2} .
$$

To conclude the proof, we note that by divergence theorem and Cauchy-Schwarz inequality one has

$$
\begin{aligned}
\||\nabla \varphi|\|_{L^{2}}^{2}=\int_{M}|\nabla \varphi|^{2} d \operatorname{vol}_{g}=-\int_{M} \varphi \Delta \varphi & \leq 2\|\varphi\|_{L^{2}}^{2}+2\|\Delta \varphi\|_{L^{2}}^{2} \\
& \leq 2\left\|H^{2 \eta} \varphi\right\|_{L^{2}}^{2}+2\|\Delta \varphi\|_{L^{2}}^{2}
\end{aligned}
$$
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[^0]:    ${ }^{1}$ Note however that the original proof by Hebey uses a different argument based on a delicate covering technique.

[^1]:    ${ }^{2}$ Because of 28], this result is true without curvature and injectivity radius assumptions. The main achievement here is the second order control of the conformal factor.

