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Summary

The optical frequency standards clearly surpass in terms of accuracy and stabil-
ity the microwave Cs primary standards, whose performance limits the realisation
of the second as de�ned in the International System of Units (SI). In 2006 several
atomic optical transitions have been recommended as secondary representations of
the second, and recently a roadmap towards the rede�nition of the SI second on an
optical transition has been delineated de�ning requirements and targets.

Among the optical clocks realising a secondary representation of the second, lat-
tice clocks based on neutral 171Yb have demonstrated feasibility and performances
competitive with the best frequency standards realised to date. Several research
laboratories around the world develop such frequency standards, including metrol-
ogy institutes in Japan, USA, Korea, China and Italy.

These frequency standards exploit an optical lattice to trap hundreds of neutral
atoms, and probe the narrow 1S0-3P0 clock transition with a ultra-stable laser at
the frequency of 518 THz.

The work presented in this thesis has been carried out with 171Yb lattice fre-
quency standards developed at the National Metrology Institute (NMI) of Italy, the
Istituto Nazionale di Ricerca Metrologica (INRIM), and at the Institute of Physical
and Chemical Research (RIKEN), in Japan, where I have been guest researcher.

The thesis discusses in details the evaluation of the systematic frequency shifts
of the Yb clock transition frequency due to external perturbations. The INRIM Yb
clock has been characterised with a fractional uncertainty of 2:8� 10�17, while the
RIKEN Yb clock with an uncertainty of 6:0� 10�18.

Furthermore, several frequency measurements are presented: at INRIM we mea-
sure the absolute frequency of the 171Yb clock transition directly against a Cs
fountain, which is the Italian primary frequency standard employed for the steer-
ing of the Italian time scale. The frequency is evaluated with an uncertainty of
5:9� 10�16. We also perform an optical frequency ratio measurement of the Yb
clock against the 87Sr transportable lattice clock developed at the NMI of Germany
(PTB), with a �nal fractional uncertainty of 2:8� 10�16. At RIKEN we measure
the frequency ratio between the Yb clock and the RIKEN 87Sr lattice clock with a
fractional uncertainty of 1:1� 10�17.
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Chapter 1

Introduction

The unit of time, the second, is among the base units in the International System
of Units (SI). In the new revision of the SI [1] coming into force this year (2019)
the second is de�ned

by taking the �xed numerical value of the caesium frequency �Cs, the
unperturbed ground-state hyper�ne transition frequency of the caesium
133 atom, to be 9 192 631 770 when expressed in the unit Hz, which is
equal to s�1.

This means that

�Cs = 9 192 631 770 Hz () 1 Hz =
�Cs

9 192 631 770
:

In other words, the de�nition �xes the absolute frequency of the microwave
transition between the two hyper�ne ground states of 133Cs unperturbed by external
�elds.

This de�nition improves a previous version [2] elaborated in 1967 which states
that the SI second is the duration of 9 192 631 770 periods of the radiation corre-
sponding to the transition between the two hyper�ne levels of the ground state of the
caesium 133 atom. While the new de�nition does not di�er from the previous one
in substance, it improves the wording clearly introducing the 133Cs ground state
transition frequency as a universal constant, assumed not to vary in space and time,
and specifying that the transition has to be unperturbed by any external �eld, such
as the blackbody radiation.

The Cs frequency standards [3] realise the primary representation of the SI sec-
ond, and are used to calibrate local and international time scales [4, 5] such as the
International Atomic Time (TAI) [6], which is obtained steering the weighted aver-
age [7] of more than 400 atomic standards operated around the world to maintain
agreement with the SI second de�nition. The steering correction is evaluated with
several primary and secondary atomic standards. Secondary frequency standards
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1 � Introduction

are based on atomic species di�erent from Cs: they have been selected to provide a
secondary representation of the second based on their characterized performances,
shown to be competitive with the best Cs standards [8].
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Figure 1.1: Scheme of the principle of operation of an atomic clock.

The basic principle of operation of an atomic frequency standard consists in
tracing a local oscillator (LO) frequency to a reference, provided by the frequency
of a speci�c atomic transition, called the clock transition. In other words the
LO is characterized so that its frequency is known against the atomic reference,
and di�ers from it by a constant factor. This is realised probing the frequency
reference, in a process named clock interrogation, using a slave radiation with a
�xed phase relation with the LO (see �gure 1.1). In the interrogation process the
probe radiation interacts with the atomic sample: if its frequency is reasonably close
to the atomic reference atoms can be excited along the clock transition. A frequency
correction is then applied to the LO according to the observed excitation and an
active feedback control loop is implemented to maintain its frequency constant
against the resonance frequency.

The best performing primary frequency standards are the Cs fountains [9�17],
which are able to realise the SI second with a fractional uncertainty in the low 10�16

regime and show a white frequency noise instability in terms of Allan deviation
of few parts in 1013 in 1 s averaging time. For example the German Cs fountain
frequency standard contributes to TAI with a systematic uncertainty of 1:7� 10�16,
and a statistical uncertainty of 9� 10�17 in 35 days of measuring time [18].

The Cs clock performances are now greatly surpassed by the optical frequency
standards, both in terms of accuracy and stability. Optical standards may be
based on several di�erent atomic species, such as ytterbium, strontium, mercury,
aluminium or magnesium; they all share the common property of using a reference
clock transition with frequency �0 in the optical domain, �ve orders of magnitude

2
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Figure 1.2: Frequency spectrum of an optical frequency comb.

larger than the microwave clock transition frequency of Cs-like standards. The
higher reference frequency allows to improve the quality factor Q / 1=�0, and thus
the clock stability, triggering the interest in developing these frequency standards.

In order to be measured against the SI second the optical frequencies require
to be down-converted in a regime where they can be compared with a primary
standard. This is performed with an optical frequency comb [19], which is a mode-
locked femtosecond laser whose frequency spectrum consists of a series of evenly
spaced lines, or teeth, covering a wide frequency range (see �g. �g:comb). Since
the frequency comb has optical spectral components in the infrared domain, it can
be used to realise beat notes with infrared radiations directly. A single frequency
doubling stage of the comb spectrum is typically su�cient to provide spectral com-
ponents in the visible frequency range and realise beat notes with visible lasers.

The frequency comb spectrum is characterized by two quantities, the carrier-
envelope o�set frequency fCEO initiating the sequence of teeth and the repetition
rate frep, which de�nes the separation between two consecutive spectral lines. The
frequency of the mth tooth of the optical comb is then

fm = fCEO +m� frep; (1.1)

where m is the integer corresponding to the mode number of the spectral line
considered. The accuracy and stability of fCEO and frep, which translate in the
comb teeth frequency and linewidth, depends on the frequency reference provided
to the comb. Tracing the comb frequency reference to a Cs primary standard allows
to use the optical comb as a frequency bridge between the optical and the microwave
domain, providing an optical signal referenced to the SI second.

There are two main designs of optical clocks: the single ion clocks and the
neutral atoms lattice clocks. While both systems exploit laser cooling techniques

3
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Figure 1.3: Overview of the fractional uncertainties reported for several optical fre-
quency comparisons performed worldwide over time, either with lattice clocks based on
neutral atoms (stars) or with ion clocks (diamonds). Both absolute frequency measure-
ments performed against Cs fountains or through TAI (blue) and optical frequency ratio
measurements (red) are reported. While the collected data is a subset of the results avail-
able in literature, it still succeeds to show the trend in the optical clock improvement over
time, showing the ability of such clocks to realise frequency comparisons beyond the SI
limit, provided by the uncertainty of the best Cs fountains (dashed line).

to cool atoms down to microkelvin temperatures [20, 21], the �rsts implement a
Paul trap to con�ne a single ion [22], while the seconds con�ne several hundreds of
neutral atoms in the potential wells of an optical lattice [23].

Optical clocks can now realise frequency comparisons with a fractional uncer-
tainty below 10�16, which is the Cs fountain’s uncertainty limit, and comparisons
between identical clocks have been demonstrated with uncertainties of few parts
in 1018 [24�26] (see �g. 1.3). Besides, statistical uncertainty contributions at 1 s
averaging time smaller than 10�16 have been shown [27, 28]. Such clock stability
allows to reach the clock systematic uncertainty limit in few hours of measuring
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1 � Introduction

time, compared to Cs fountains which require more than 20 days to average down
their statistical noise to the 10�16 level. The realisation of optical frequency com-
parisons with unprecedented accuracy is also allowed by the availability of devices
and technologies for frequency dissemination which do not deteriorate the mea-
surement uncertainty. These are the optical frequency combs, able to bridge the
frequency gap between two optical frequencies with an uncertainty contribution in
the 10�19 regime [29], and the optical �bre links [30, 31], which disseminate clock
optical signals between distant locations with an uncertainty contribution < 10�18

in 10 000 s averaging time [32].
Because of general relativity, the comparison of frequency standards requires

to include corrections accounting for the di�erent gravity potentials at the clock
locations (see also section 3.5.4). Unless the two compared standards are su�-
ciently close to be able to measure their di�erential gravity potential with high
accuracy, the relativistic redshift e�ect has to be evaluated with respect to a con-
ventional equipotential reference surface [33, 34]; this is accomplished relying on
the geoid model, whose uncertainty currently provides a limit for frequency mea-
surements. State-of-the-art redshift evaluations are performed with an uncertainty
of � 2� 10�18 [35]. Some clocks have been already characterized and compared
beyond this level [25, 36], becoming tools to measure geopotential di�erences with
unprecedented uncertainty. This comes at the expense of the reciprocal validation
of distant frequency standards at the 10�18 uncertainty level, limited by the redshift
evaluation.

4: 4\ e
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5: Do.

; ; Vu.

; : Vu

466Fv
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111
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Figure 1.4: Optical frequency measurements of secondary frequency standards per-
formed to date. A list of the worldwide laboratories developing optical standards is
provided for each of the atomic species whose clock transition frequency is chosen as
secondary representation of the second.
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1 � Introduction

The demonstrated performance of the optical frequency standards led the In-
ternational Committee of Weight and Measuresa (CIPM) since 2006 to recommend
several optical transitions as secondary representations of the second [37]. The list
of recommended frequencies as of 2017 includes the clock transitions of 199Hg+,
171Yb+(E2 and E3), 88Sr+, 87Sr, 171Yb, 199Hg and 27Al+ (see �gure 1.4).

Some optical clocks are now being successfully used to contribute to the reali-
sation of TAI and for the generation of optical time scales [38�43], duties currently
ful�lled by microwave standards.

All these advances show that optical clocks are suitable candidates for a future
rede�nition of the SI second. Because of the current uncertainty limit in the evalu-
ation of the redshift against the geoid at � 10�18, this level of uncertainty may be
adopted as a reasonable target for the optical clocks to validate their performance
and prove reproducibility, in light of a rede�nition [37]. From this perspective, a
roadmap towards a rede�nition of the second has been articulated in ref. [37]. Pre-
requisites of a rede�nition are �rstly the demonstration of at least three di�erent
and independent optical standards characterized and compared with uncertainties
in the low 10�18 regime; secondly, the continuity from the current de�nition has
to be assured with several independent absolute frequency measurements of the
optical frequencies considered with uncertainties lower than 3� 10�16. Finally, op-
tical clocks have to be regular contributors to TAI, and several independent optical
frequency ratios have to be demonstrated with an uncertainty < 5� 10�18, so as
to realise frequency ratio closures.

Thesis overview. The work presented in this dissertation is part of this frame-
work, providing a contribution towards the rede�nition of the SI second on an
optical atomic transition. The thesis discusses the operation and characterization
of two optical lattice frequency standards based on neutral 171Yb, developed at
INRIM, the Italian National Metrology Institute (Istituto Nazionale di Ricerca
Metrologica), in Torino and at RIKEN, the Japanese National Institute of Physical
and Chemical Research in Wako, Saitama.

The detailed characterization of the two frequency standards is reported, dis-
cussing all uncertainty contributions to be accounted for in the evaluation of the Yb
lattice clock uncertainty budget. The discussion includes strategies and methods
to overcome major uncertainty contributions in such frequency standards, with the
aim of developing reliable and reproducible procedures to characterize this type of
frequency standard, towards the demonstration of reliable performance at the 10�18

level.
Several frequency measurements involving the Yb frequency standards are re-

ported. Firstly the absolute frequency measurement of the 1S0-3P0 clock transition

ahttps://www.bipm.org/en/committees/cipm/
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1 � Introduction

frequency of neutral 171Yb is discussed; this is the most accurate measurement of
this kind performed directly against a primary frequency standard. Additionally
two independent measurements of the optical frequency ratio between the 171Yb lat-
tice frequency standards and 87Sr lattice frequency standards are discussed. These
results together with those of other research groups make the 171Yb/87Sr frequency
ratio the only interspecies frequency ratio independently measured by four di�erent
research groups, providing a metrological insight of this quantity.

We believe that these results contribute in building con�dence in the optical
frequency standards, and provide a small advance towards the rede�nition of the
unit of time on an optical transition.

7
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Chapter 2

171Yb optical lattice clocks
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Figure 2.1: Left: 171Yb relevant energy levels, with transition frequencies and
linewidths. The lattice light modi�es the clock transition energy levels allowing to con�ne
the atoms in a potential well, as shown in the �gure. The e�ect of the lattice light is
not displayed for all energy levels. Centre: Atoms can be axially cooled to the lowest
vibrational state through the sideband cooling scheme depicted. Right: Atoms are spin
polarized to a speci�c ground Zeeman state through the shown optical pumping cycles.
The process can be realised to either populate the 1S0(MF = +1=2) state (arrows in the
left side) or to populate the 1S0(MF = �1=2) state (arrows in the right)

In a optical lattice clock several hundreds of neutral atoms are collected in an
optical lattice and interrogated by the so-called probe laser, provided by the optical
local oscillator (LO), along an optical clock transition.

Lattice clocks based on 171Yb atoms exploit as the clock transition the narrow
1S0-3P0 transition at �Yb = 518 THz (see �gure 2.1) [44]. Other possible clock tran-
sitions have been recently proposed [45, 46], but they have not been experimentally
investigated yet.

The clock transition has a natural linewidth 
Yb � 7 mHz [47] small enough to

9



2 � 171Yb optical lattice clocks

represent a suitable frequency reference if it is not perturbed by the environment.
However, even in a quiet environment free of external perturbations if the atoms
are in motion when the interrogation process is performed the Doppler e�ect, the
atoms’ recoil and the short available interaction time induce line broadening and a
frequency shift of the atomic resonance.

2.1 The optical lattice
In a lattice clock these issues are solved con�ning the atomic sample in the po-

tential wells of a far-o�-resonance (red-detuned) optical lattice realised as a standing
wave [23, 48]. The interaction of the lattice light with the atomic electronic struc-
ture results in a dipole force which succeeds in con�ning the atoms near the lattice
intensity maxima (see also section 3.2.1). Figure 2.1 shows how the lattice modi�es
the clock transition energy levels inducing a spatially-depended light shift which
realises a potential well. Atoms con�ned inside a lattice site may be ejected from
the trap because of collisions with the background gas or because of lattice-induced
heating, however with a residual vacuum pressure below 10�7 Pa and implementing
an active stabilization of the lattice intensity is possible to keep a large ensemble
of atoms con�ned for several seconds (see also section 3.4.2).

In the simplest and most common con�guration of lattice frequency standards
the lattice is established by two counter-propagating beams along the selected z-
axis, which interfere and generate a standing wave pattern. This realises a 1-
dimensional lattice providing dipole traps which can be approximated along the
z-axis and in the vicinity of the intensity maxima to harmonic potentials with vi-
brational energy levels identi�ed by quantum numbers nz, as shown in �gure 2.1.
An atom trapped in this potential well may be excited either along a purely elec-
tronic transition (ng

z = ne
z, where �g� and �e� refer to the clock ground and excited

states) or on a sideband transition where a motional excitation or de-excitation
takes place (ne

z � ng
z = �nz == 0).

The lattice depth, usually referred as the trap depth U0 and corresponding to
the on-axis maximum depth at the centre of the potential well, can be retrieved
from the lattice axial trap frequency !z = 2��z and the lattice recoil energy Er
such that

U0 =
h2�2

z

4Er
with Er =

h2�2
L

2mYbc2 = h� 2:03 kHz = 1:34� 10�30 J; (2.1)

where �L is the lattice frequency and mYb = 2:838 464 470(43)� 10�25 kg is the
171Yb atomic mass.

The Gaussian radial pro�le of the lattice beams leads to radial trap frequencies
!r � !z, with

!r(z) = 2��r =
s

2U0

mYbw2(z)
; (2.2)

10



2.1 � The optical lattice

which varies along the z-axis according to the lattice 1/e2 radius w(z).
The trap depth can be chosen to satisfy the Lamb-Dicke condition [49], where

the spatial extension of the harmonic vibrational wavefunctiona z0 =
q

~=(2mYb!z)
is much smaller than the wavelength of the probing light �Yb = 2�=kYb = c=�Yb,
so that the Lamb-Dicke parameter

� = kYbz0 =

s
~k2

Yb

2mYb!z
=
s
EYb

r

h�z
� 1; (2.3)

where EYb
r = h2�2

Yb=(2mYbc2) = h � 3:48 kHz is the probe photon recoil energy.
Here we assume that the atoms occupy the ground vibrational state nz = 0 and
the probe beam propagates along the lattice axis, so that kYb = kYbz.

When the Lamb-Dicke condition is satis�ed, the atom recoil energy EYb
r ob-

tained absorbing and re-emitting a photon of frequency �Yb is much smaller than
the spacing ~!z between two neighbouring vibrational states.

In addition, in these conditions the linewidth � = 2�
 of the clock transition
spectroscopy feature is su�ciently smaller than the axial trap frequency so that
�=!z � 1; this means that the sidebands are resolved from the purely electronic
transition, which can be selectively probed during the interrogation process. This
is called the resolved sideband regime and has to be satis�ed to discriminate the
electronic excitation.

With these conditions satis�ed, probing the atomic ensemble along the lattice
axis allows to perform Doppler and recoil free spectroscopy.

Since the lattice polarizability is di�erent for the clock ground and excited states,
in general the energy shifts a�ecting the two states because of the interaction with
the lattice light are di�erent and vary according to the lattice frequency. As a
consequence, the clock transition frequency and line shape are a�ected by the lattice
perturbation. In order to overcome this problem the lattice frequency is tuned to a
so-called E1-magic frequency �L = �E1 at which the electric dipole polarizability �E1
of the two clock states is same [50]. For 171Y b, �E1 ’ 394 798:3 GHz (�E1 = 759 nm).
In this condition, as shown in �g. 2.1, the light shifts of the two clock states are
the same (neglecting higher order e�ects, see also section 3.2.1), hence the purely
electronic clock transition is almost unperturbed by the lattice light. If the lattice
frequency is moved away from the magic frequency the clock transition line shape
becomes asymmetric and broader, and at certain frequencies even the con�nement
of the atoms is undermined.

In the standard clock operation of the work presented in this thesis the lattice
trap depth U0 is chosen within 60 Er � U0 � 300 Er, corresponding to lattice
average temperatures TL = U0=(3

2kB) of 4 µK � TL � 20 µK. Such lattice depths

az0 is the average value of the position operator ẑ = z0(ây + â) in the ground vibrational state
of the lattice potential nz = 0, such that z0 = (h0j ẑ2 j0i)1=2.
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are realised with lattice beams having an optical power 0:5 W . PL . 1 W each
and setting the lattice waist w0 � 50 µm. Other lattice con�gurations exploiting
enhancement cavities to build up the lattice optical power allow to work with deeper
traps and larger waists [51, 52] even with the same lattice beam power. Despite
large depths allow to trap a larger ensemble of atoms, if possible it is preferred to
work with shallow depths U0 < 100 Er to limit and better control the lattice light
shift.

2.2 Magneto optical traps
The hot vapour of Yb atoms as produced by the atomic source requires to be

cooled to temperatures T . 20 µK before it is possible to trap the atoms in a
lattice. This is performed through two magneto-optical traps (MOTs) performed
in sequence. A MOT exploits laser cooling techniques together with magnetic �eld
gradients to cool and con�ne atoms in a small region of space [21]. The �rst MOT
is realised making the atoms interact with laser beams at 399 nm on the 1S0-1P1
atomic transition, while the second MOT interacts with the0.213 1S0-3P1 transition
at 556 nm, as shown in �gure 2.1. The MOT makes use of three pairs of laser beams
counter-propagating along the three spatial directions, to decelerate atoms in all
the three degrees of freedom through radiation pressure; the crossing point between
the beams coincides with the minimum of a magnetic �eld gradient generated by a
pair of coils in anti-Helmholtz con�guration. The magnetic �eld gradient generates
the trap making the radiation pressure force spatially dependent so that it reduces
together with the atom getting closer to the trap centre.

The thermal balance between the energy dissipation provided by the photon
radiation pressure and the heating induced by the atom recoil after spontaneous
emission determines a lower limit in the temperature of the atomic ensemble cooled
by the MOT. The temperature limit TD, called Doppler temperature, depends on
the linewidth � = 2�
 of the cooling transition exploited

TD =
~�
2kB

; (2.4)

where kB is the Boltzmann constant. The �rst MOT on the blue transition as a
Doppler temperature T blue

D ’ 0:7 mK, while for the green MOT T green
D ’ 3 µK.

Therefore, after the second MOT the atomic ensemble is su�ciently cold to be
contained in a lattice generated by feasible laser intensities.

Once atoms are loaded in the lattice, MOT laser beams and magnetic �eld
gradients can be turned o�, leaving atoms trapped in the lattice sites. Details
about the MOT sequence and performance for the RIKEN Yb clock can be found
in [53], while for the INRIM Yb clock can be found in [54, 55].
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2.3 � State preparation

2.3 State preparation
Sideband cooling. When atoms are loaded in the lattice, they are thermally
distributed among the lattice vibrational levels. In order to cool the atoms along
the direction where atoms are probed, namely the lattice axis (or longitudinal
direction), in the RIKEN Yb clock we implement quenched sideband cooling [56]
on the clock transition. This is realised applying a high power (i.e. & 1 mW) laser
pulse linearly polarized along the quantization axis (as de�ned in the following
section) and frequency tuned to a �xed frequency �l � �Yb��z to address the clock
transition red sideband (�nz = ne

z � ng
z = �1).

Atoms in a vibrational state with nz == 0 are excited to a vibrational state with
quantum number nz � 1, as shown in �gure 2.1. The cycling of the atoms back
to the 1S0 state is ensured by the quenching beam at 1388 nm resonant with the
3P0-3D1 transition, which optically pumps the excited atoms to the 3D1 short-lived
state. The decay through spontaneous emission to the ground 1S0 state occurs
through the 3P1 state, and strongly favours the ground vibrational state with same
quantum number nz � 1 (see �g. 2.1). The process thus succeeds in lowering the
atom vibrational quantum number by one. Over multiple excitation cycles most of
the atoms populate the lowest vibrational state.

Because of the atomic radial motion the red sideband excitation frequency varies
across the atomic sample, thus the sideband cooling can address all atoms with the
same e�ciency only if the irradiation time is comparable with the atom radial
oscillation time. We satisfy such condition implementing a sequence of multiple
pulses. The sideband cooling sequence consists of four pulses with optical power
of � 1 mW delivered along the lattice axis in the opposite direction of the probe
laser. The �rst pulse lasts 30 ms, while the following last 20 ms each. We �nally
achieve a mean vibrational quantum number of the atomic ensemble of �nz � 0:1.

In the INRIM Yb clock we currently do not implement this state preparation
sequence.

Spin polarisation. Among the odd isotopes of Yb, 171Yb has a nuclear spin
I = 1=2, providing a simple hyper�ne structure convenient for the atom manip-
ulation. The ground and the excited clock states are characterized by a single
degenerate hyper�ne state F = 1=2. In the presence of an external magnetic �eld,
the degeneracy is broken and both energy levels are split in two Zeeman states
identi�ed by the quantum numbers MF = �1=2. The suppression of the external
magnetic �eld is experimentally challenging, and small residual �elds result in a
broadening of the spectroscopic feature. Additionally, an unbalanced atom distri-
bution between the Zeeman levels leads to an asymmetric line shape. The issue is
tackled applying an external magnetic �eld of intensity B > 20 µT able to resolve
the di�erent transitions between the Zeeman states, inducing a separation of the
energy levels larger than the transition linewidths (see �g. 2.1).
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The axis of the external magnetic �eld de�nes the quantization axis of the atomic
system. This allows to selectively excite the di�erent transitions between Zeeman
states by choosing the appropriate orientation of the probe laser polarisation and
its frequency (see also section 3.1). Transitions satisfying �MF = M e

F �M
g
F = 0

are excited with linearly polarized � light parallel to the quantization axis, while
�MF == 0 transitions are excited either with circularly polarized � light or linearly
polarized light orthogonal to the quantization axis.

When the atoms are loaded in the lattice they are distributed among both
Zeeman ground states, thus just part of the population can be driven on the �
clock transition at a time. As a consequence the acquired signal-to-noise ratio is
lower than expected for the number of trapped atoms. The maximum signal is
recovered optically pumping the entire atomic ensemble to a speci�c Zeeman spin-
state. This spin polarisation process also suppresses line pulling e�ects between
the Zeeman transitions, and reduce atomic collisions, which are prohibited between
identical fermions by the Pauli exclusion principle (see section 3.4.1).

Spin polarisation is performed quenching one of the Zeeman ground states with
�-polarized light at 556 nm, resonant with the 1S0-3P1, �MF = �1 transition.
Atoms then preferentially decay along the �MF = 0 transition, with twice the
branching ratio of the �MF = �1 transition, to populate the desired Zeeman spin
state as shown in �gure 2.1 and 2.2.
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Figure 2.2: Atomic transitions involved in the spin polarisation process and their
branching ratios to the ground 1S0, MF = �1=2 states from the 3D1, MF = +1=2
state. The �gure and the calculated values are taken from [57]. The �gure allows to
understand how the sideband cooling process can be tuned to assist spin polarisation,
preferentially populating the 1S0, MF = +1=2 state for the case shown in the �gure.

In the INRIM Yb clock, an external bias magnetic �eld of about 0:03 mT is
used to resolve the Zeeman states, and the optical pumping is implemented with a
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single 1 ms pulse of �-polarized light propagating along the quantization axis.
In the RIKEN clock, we apply an external �eld of � 0:08 mT. Spin polarizing

light is delivered with the same optical �bre used for the sideband cooling laser
and propagates along the lattice axis. Its polarisation is chosen to be linear and
aligned orthogonal to the quantization axis. Since the spin polarisation and side-
band cooling processes both rely on the spontaneous decay of atoms from the 3P1
state, their e�ects may interfere. In the sideband cooling cycle atoms may decay to
both Zeeman ground states, degrading the spin polarisation performance (see �g.
2.2). On the other hand spin polarizing light heats up atoms eventually increasing
their vibrational state.

Sideband cooling can be optimized to assist the spin polarisation process pop-
ulating a speci�c Zeeman component of the 3D1(F = 1=2) state with a favourable
branching ratio to the 1S0 desired Zeeman state [57, 58], as shown in �gure 2.2.
The address of a speci�c 3D1(F = 1=2) Zeeman level is allowed by retaining both
quenching beam polarisation components parallel and orthogonal to the quantiza-
tion axis.

Optimal state-preparation sequence minimising the pumping cycles is found in-
terleaving 20 ms pulses for sideband cooling with 10 ms pulses for spin polarisation.

In both the RIKEN and INRIM clocks we achieve spin polarisation with an
e�ciency � 98 %.

2.4 Interrogation and detection.
The interrogation of the atomic sample is performed probing the 1S0-3P0 clock

transition. Typically, the probe laser is continuously active during the clock oper-
ation, but frequency detuned from resonance by � 100 kHz not to interact with
the atoms; the interrogation is implemented bringing the laser to resonance for the
required interrogation time.

Rabi interrogation. The simplest interrogation scheme, the Rabi interrogation,
consists in a single resonant light pulse of duration Ti. In the standard clock oper-
ation the probe laser intensity and the pulse duration Ti are chosen to coherently
excite all atoms from the ground state of the clock transition to the excited state. In
this case, the interrogation pulse is called a �-pulse and the pulse area Ti
R = �.

R is the Rabi frequency, which depends on the clock transition light-coupling
strength and is proportional to the squared-root of the probe laser intensity Ip,

R /

q
Ip (see also section 3.2).

Visualising the Rabi interrogation on the Bloch sphere [21], a resonant Rabi
�-pulse moves the Bloch vector from the south pole to the north pole of the sphere.
With a pulse area Ti
R < � the Bloch vector does not reach the north pole, and
speci�cally a �=2-pulse brings the vector to the equator, where the atom is in a
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superposition of the ground and excited states; this means that if the atoms were
detected after this pulse both the ground and excited states populations would have
been measured to be 50 % of the total number of trapped atoms. Similarly, pulse
areas larger than �, obtained with either a longer interrogation time or with higher
optical power, make the vector overtake the pole and eventually bring the atoms
back to the ground state for a 2�-pulse.

The interrogation pulse has to be delivered along the lattice axis to probe the
atoms in the Lamb-Dicke regime. The polarisation of the probe light has to be
linear and aligned along the quantization axis, which is also the lattice polarisation
axis. This is required to suppress the two � transitions with �MF = �1 from the
clock transition spectrum, avoiding the loss of atoms along these transitions.
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Figure 2.3: Line shape obtained from Rabi interrogation (blue), corresponding to the
excitation probability P at di�erent probe frequency detuning from resonance. Its deriva-
tive is shown with the red dashed curve. The plot is performed assuming a Rabi �-pulse
of duration Ti = 300 ms.

After interrogation a detection sequence is implemented to measure the excita-
tion probability P , which is the atom excitation fraction at the end of the inter-
rogation pulse. A frequency scan of the probe laser across the atomic resonance
allows to retrieve the Fourier-limited line shape of the clock transition in terms of
the excitation probability. in the frequency domain the Rabi interrogation provides
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a line shape of the form

P =

2

R


2
R + �!2 sin2

�q

2

R + �!2Ti

2

�
; (2.5)

where �! = 2�(�l � �Yb), with �l the probe laser frequency and �Yb the resonant
frequency.

A Rabi �-pulse leads to a spectroscopy feature of linewidth 
 � 0:8=Ti and
maximum excitation probability at resonance of Pmax � 1 (see �gure 2.3).

The plot of an experimental Rabi line shape is reported in a later section, in
�gure 2.15.

As shown in �gure 2.3, Rabi spectroscopy of the clock transition provides a
line shape whose derivative, and thus sensitivity to LO frequency variations ��l, is
maximal close to the line half-height points (i.e. the lock points), which are thus
suitable to be probed to check the probe laser frequency deviation from resonance.
Lock points are probed detuning the probe laser frequency by ���step = 
=2 from
resonance, where 
 is the full-width at half-maximum of the spectroscopy line, and
according to eq. (2.5) correspond to an excitation probability P = 0:5.
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Figure 2.4: Blue: Rabi interrogation sequence in the time domain shown as the probe
laser frequency detuning from resonance. Green: corresponding sensitivity function g(t)
over the Rabi pulse. Example provided for a �-pulse of duration Ti = 300 ms probing
the clock transition at the half-height points.

Frequency �uctuations ��l(t) of the probe laser with respect to the clock res-
onance, either induced by the LO noise or by external �elds perturbing the clock
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transition, re�ects in a variation �P of the excitation probability outcome. The ex-
citation probability sensitivity to such time-dependent �uctuations varies along the
interrogation pulse, and it is zero outside of it. It is possible to de�ne a sensitivity
function g(t) which depends on both the clock interrogation sequence and the lock
points such that [59, 60]

�P = �
Z Ti

0
g(t)��l dt : (2.6)

For a Rabi �-pulse and lock points de�ned above by frequency steps ���step =

=2 the sensitivity function reads [61]

g(t) =
(

sin2(�) cos(�) [sin(�1)(1� cos �2) + sin(�2)(1� cos �1)] for 0 � t � Ti
0 for t > Ti

)

(2.7)
where

� = 2��stepTi � 0:799
� = �

2 + arctan(�)

�1 = �
p

1 + �2
�
t
Ti

�

�2 = �
p

1 + �2
�
1� t

Ti

�
:

(2.8)

Figure 2.4 shows the Rabi interrogation sequence as performed detuning the
probe laser frequency (blue), together with the shape of the corresponding sensi-
tivity function according to eq. (2.7).

The derivative dP/d� at the lock points can be written in terms of g as [59]

dP
d�

�����
��step

= �
Z Ti

0
g(t) dt : (2.9)

Experimentally the excitation probability is obtained measuring the population
Ne of the clock transition excited state normalized over the total number of atoms
N , which in turn is the sum of the ground and excited state populations N =
Ng +Ne:

P =
(Ne �Nbkg)

(Ng �Nbkg) + (Ne �Nbkg)
; (2.10)

where Nbkg is the background signal acquired in the absence of atoms.
The ground state population is measured exciting the atoms along the 1S0-

1P1 transition with a 399 nm pulse and collecting the �uorescence signal emitted
from the atom spontaneous decay. The process is destructive, since atoms are
are heated out from the trap by the detection pulse. Once the ground state is
emptied, a second pulse measures the background signal. The population of the
clock transition metastable excited state is then pumped to 1S0 through excitation
to 3D1 and decay along the3D1-3P1-1S0 channel (see �g. 2.1). It is then measured
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with a third detection pulse at 399 nm. The pumping of the 3P0 population to the
ground state has an e�ciency � which is estimated and included in the calculation
of P . Typically, � = 0:8 in the INRIM Yb clock, while � = 0:9 in the RIKEN clock.
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Figure 2.5: Blue: pattern of the Ramsey interrogation sequence performed frequency
detuning the probe laser out of resonance outside the interrogation pulses. The shown se-
quence has interrogation pulses of Tp = 15 ms, and Tdark = 200 ms. Green: corresponding
Ramsey sensitivity function to probe beam intensity variations.

Ramsey interrogation. In addition to the Rabi interrogation, another possible
technique to probe the clock transition is the Ramsey interrogation. The Ramsey
sequence is composed of two resonant �=2 pulses of duration Tp = �=(2
R) each,
separated by a dark time Tdark in which the probe laser does not interact with
the atoms; this can be achieved turning the laser o�, however since this approach
leads to technical di�culties it can be preferred to keep the laser on and frequency
detuned from resonance. For Tdark ! 0 the Ramsey sequence e�ectively converges
to the Rabi interrogation.

The �rst resonant �=2-pulse brings the atoms in a superposition of the ground
and excited clock states, moving the Bloch vector from the Bloch-sphere south
pole to the equator. During the dark time, also called free-evolution time, the
atomic phase is let evolve along the Bloch sphere equator up to the second �=2-
pulse, which completes the interrogation process ideally bringing all the atoms to
the excited state (represented as the north pole in the Bloch sphere). If the probe
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laser is not perfectly resonant, the Bloch vector at the end of the sequence points
below the North pole, and the �nal excitation probability P < 1 re�ects the laser
frequency detuning from resonance.

The linewidth of the Ramsey spectroscopy fringe is determined by the Ramsey
time Tr = Tp + Tdark, de�ned as the time separation between the centre of the
two short pulses (see �g. 2.5), such that the linewidth (as the full width at half
maximum) 
 � 1=(2Tr).

The time-dependent sensitivity function g(t) for the Ramsey interrogation pat-
tern used in this experiment is shown in �gure 2.5, and can be written for a general
Ramsey scheme with Tdark � Tp as [60]

g(t) =

8
>>><

>>>:

a sin(
Rt) for 0 � t � Tp
a sin(
RTp) for Tp < t < Tp + Tdark
a sin(
R(Tdark + 2Tp � t)) for Tp + Tdark < t � T 0i
0 t > for T 0i

9
>>>=

>>>;
(2.11)

with a = � sin(�!stepTdark) sin(
RTp), where �!step = �2���step is the frequency
modulation applied to the probe laser frequency to probe either the left or right
side (according to the sign) of the clock transition to perform the frequency lock.
T 0i = 2Tp + Tdark is the total interrogation time.

In the standard clock operation, 
RTp = �=2 and the clock transition is probed
at the half-heigh points of the spectroscopy signal as with Rabi interrogation. In
this case ��step = 
=2 = 1=(4Tdark), thus a = 1.

2.5 Sequence of the clock cycle
The cycle of operation of a lattice frequency standard is shown in �gure 2.6.

Firstly atoms are collected in the blue MOT at 399 nm. When a su�cient number of
trapped atoms is reached, atoms are transferred and trapped in the green MOT at
556 nm, which is overlapped on the blue one, until a su�ciently low temperature
is reached. MOT �elds are then turned o� and atoms are left con�ned in the
lattice, which is continuously present and crosses the MOT region during the clock
operation.

Once atoms are in the lattice potential wells, their internal state can be changed
to optimize the clock performance, in the state preparation sequence. Atoms are
then probed at the half-height lock points implementing an interrogation sequence.

The atomic state readout after the interrogation is concluded, i.e. the detection
process, retrieves the excitation fraction P , which is used to quantify the discrep-
ancy between the LO frequency and the transition resonance in order to apply a
frequency correction. Since the detection process is destructive, atoms have to be
loaded again to perform another interrogation: this de�nes an operational cycle
time �tc required to load, interrogate and detect the atoms.
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Figure 2.6: Sequence of the clock cycle of operation. Since the frequency steering
involves a digital process, it can be overlapped to the beginning of the next cycle to
shorten the clock cycle.

A side-of-the-fringe frequency stabilization, probing just one side of the spec-
troscopy line, would stabilise the LO frequency with an o�set from the desired
resonance frequency. Instead, the probe laser frequency is modulated interleaving
clock cycles with opposite frequency detuning ���step = �
=2. The �nite di�er-
ence between the signal at the two lock points is used to implement a LO frequency
stabilization control loop with an error signal which zeros at resonance.

This approach requires two interrogations of the clock transition, hence two
clock cycles are necessary to evaluate the error signal and compute a frequency
correction. The frequency correction is then applied to an acousto-optic modulator
(the lock AOM) to frequency steer the LO frequency and continuously satisfy the
resonance condition.

2.6 Stability of lattice frequency standards
The fractional instability of a frequency standard is expressed in terms of the

Allan deviation [62] and can be calculated according to [63, 64]

�y(�) =
1
K

1
Q

1
S=N

s
�tc
�
: (2.12)

In the equation Q = �Yb=
 is the clock transition quality factor, where 
 is the
linewidth of the clock transition spectroscopy feature, which is Fourier-limited
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by the �nite interrogation time Ti (see eq.(2.5) for Rabi interrogation). S=N =
Smax=�S is the signal-to-noise ratio, where �S is the noise (i.e. instability) evalu-
ated at a measuring time � = 1 s and Smax is the signal maximum value. The signal
S can be written in terms of the number of probed atoms N times the measured
excitation probability P so that S = NP .

Equation 2.12 does not consider instability contributions corresponding to other
than white frequency noise processes. This is re�ected in the dependence of the
frequency instability to the averaging time � such that �y(�) / 1=

q
�=s: performing

a sequence of M uncorrelated frequency measurements, the instability averages
down by a factor

p
M , withM = �=�tc since the duration of a single measurement

corresponds to the clock cycle time �tc .
The factor K is a positive constant near unity which depends on the line shape,

and on the way the frequency modulation ���step employed to extract the clock
transition centre is performed [63]:

K =

������

dS
d�

�����
��step



Smax

������
: (2.13)

In the following we assume that the probe interrogation performs a �-pulse.
According to the treatment of [63] (page 77), the maximum signal Smax used

as normalisation value is taken as the value acquired probing the clock transition
resonance, such that Smax=
 is the slope at the lock points of a triangular line shape
with same height and width; therefore Smax = NPmax = N . Note that this value is
the same Smax appearing in the signal-to-noise calculation.

Since the signal at the lock points, i.e. the half-height points, is acquired apply-
ing a frequency modulation with step size ���step = �
=2 � �0:399=Ti [61], in
the following we introduce the notation P�� = P (���step), and P�� � 0:5 if the
probe laser frequency �l � �Yb.

The slope of the spectroscopy signal evaluated at the lock points is [61]

dS
d�

�����
��step

= N
dP
d�

�����
��step

� N� 0:604 Ti: (2.14)

Therefore the factor K can be calculated as

K � N� 0:604 T�
2� 0:399
T�N

� 1:52: (2.15)

2.6.1 Quantum projection noise and technical noise pro-
cesses

The fundamental limit to the clock stability is provided by the quantum projec-
tion noise (QPN) [65]: when the signal S is measured, the atomic wave functions
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collapse (i.e. are projected) into a particular state (either the ground state jgi or
the excited state jei). The measurement outcome �nds atoms in jei with a prob-
ability P , or in jgi with a probability 1 � P . The statistical �uctuation �S of the
measurement result, called the quantum projection noise (QPN), deteriorates the
clock stability. Such �uctuation is calculated as the variance of the projection op-
erator jeihej or equivalently as the variance of the binomial probability distribution
of �nding an atom in the excited state [65]

(�S)2 = NP�(1� P�); (2.16)

leading to a signal-to-noise ratio S=N = Smax=�S = NPmax=
q
NP�(1� P�) �

2
p
N (note that Pmax here has to match the normalisation value used in eq. (2.13)

and (2.15)). As a consequence, using eq. (2.15) the QPN instability of a frequency
standard performing a Rabi interrogation is

�QPN
y (�) =

1
K

1
Q

q
NP�(1� P�)

N

s
�tc
�
�

1
K

1
Q

1
2
p
N

s
�tc
�
�

0:26
�0Ti

s
�tc
N�

: (2.17)

Since the LO frequency stabilization is performed with a digital lock acquiring
the �nite di�erence between the signal at the two lock points, the signal to be
considered is S = NP�� � NP+�, and the calculation of the QPN instability has
to be modi�ed accordingly. The signal derivative, which is the error signal used
in the frequency-steering control loop, is thus dS/d� = 2N dP/d� . The QPN
obtained probing both lock points is

�S =
q

�S2
�� + �S2

+� =
q

2NP�(1� P�): (2.18)

Since the required time to probe both sides of the spectroscopy line shape is twice
the operation cycle time �tc, than the QPN-limited instability is

�QPN
y (�) =

1
2K

1
Q

q
2NP�(1� P�)

N

s
2�tc
�
�

0:26
�0Ti

s
�tc
N�

; (2.19)

which comes out to be the same result obtained in eq. (2.17).
In a lattice clock the number of atoms N interrogated varies according to the op-

erating conditions: the e�ciency of the loading procedure and the properties of the
optical lattice such as the trap depth play an important role. Beside physical con-
straints, N can be limited by purpose to contain the amount of collisions. Therefore,
in the experiments reported here 100 � N � 1000. For an operational cycle time
�tc = 1:6 s, and N = 300 the QPN instability would be �QPN

y = 1:2� 10�16 =
q
�=s.

Other noise sources deteriorating the stability of lattice frequency standards
are related to the detection apparatus e�ciency [66]. Including this terms, the
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instability limit provided by the atomic and technical noise processes can be written
[66, 67]

�y(�) =
1

2K
1
Q

vuut
 

1
N

+
1

Nnph
+

2�N2

N2

!
�tc
�
; (2.20)

where the �rst term in the parenthesis is the QPN, the second is the photon shot
noise determined by the limited number of detected photons nph per probed atom
due for instance to the angle of view of the detection system, while the third
term represents the e�ect of the single channel electronic detection noise, which
is intrinsic of the state readout process, with �N2 being its variance and N the
number of probed atoms. The factor 2 in front of the variance �N2 arises because
the total atom number N is retrieved with two detection channels, measuring the
ground and excited populations [68].

At RIKEN, for typical operating conditions where N � 300 atoms are probed
the rms �uctuation of the atom number due to electronic detection noise is evaluated
to be �N � 5. Accounting for a cycle time of �tc = 1:6 s the instability due to
technical atom number �uctuation is ��N

y � 5� 10�17 =
q
�=s.

2.6.2 The Dick e�ect and the LO instability
The instability of the local oscillator is usually the dominant contribution to

the lattice frequency standard instability. The LO frequency noise a�ects the clock
stability because of the Dick e�ect [61], named after G. J. Dick, who �rstly explained
the phenomenon.

The e�ect arises because in the clock operation the atomic sample is not con-
tinuously probed, instead the interrogation process is performed with a duty cycle
Ti=�tc < 1.

The presence of a dead time between two consecutive interrogations leads to
aliasing of the LO frequency noise, whose components near the harmonics mfc =
m=�tc (with m an integer factor) are downconverted into the detection band. The
clock instability limited by the Dick e�ect can be estimated in terms of the Allan
deviation as [60, 61]

�Dick
y (�) =

vuut1
�

1X

m=1

 
g2

c;m

g2
0

+
g2

s;m

g2
0

!

Sy
� m

�tc

�
; (2.21)

where Sy
�
m

�tc

�
is the one-sided power spectral density (PSD) of LO phase noise

evaluated at the Fourier frequencies m=�tc, while gc;m, gs;m and g0 are parameters
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de�ned as

gs;m =
1

�tc

Z �tc

0
g(t) sin

�
2�mt
�tc

�
dt

gc;m =
1

�tc

Z �tc

0
g(t) cos

�
2�mt
�tc

�
dt

g0 =
1

�tc

Z �tc

0
g(t) dt :

(2.22)

The function g(t) is the sensitivity function of the interrogation process to laser
frequency �uctuations, de�ned by eq. 2.7.

For a LO instability described by a PSD of

Sy(f) = 1:41� 10�29f�1 + 1:86� 10�31 Hz�1; (2.23)

which is the LO frequency noise measured at INRIM in 2012 [69], the Dick e�ect
instability is calculated to be 2:1� 10�15 =

q
�=s, assuming a cycle time of �tc =

320 ms and an interrogation time of Ti = 120 ms.
Increasing the operational duty cycle does help in the reduction of the Dick e�ect

instability; however, technical limits related to the destructive detection process,
and consequently the atom loading time, bound the improvement and have triggered
the interest in investigating non-destructive detection schemes [70]. Besides, a
direct way of tackling the Dick e�ect is the realisation of stable oscillators. These
are usually achieved using ultra-stable Fabry-PØrot cavities as frequency references.
Materials and design of the optical cavities, together with the environment where
they are enclosed, are chosen to provide the best isolation from temperature and
seismic noise [71�73]. Currently, the ultimate limit is provided by the thermal
noise of the cavity mirror coatings [74]. New generations of optical LOs based on a
cryogenic silicon cavity have demonstrated a short term instability dominated by
a �icker frequency noise as low as �y(�) = 4� 10�17 [75], which corresponds to a
PSD of Sy(f) � 1:2� 10�33f�1: in these conditions the Dick e�ect is suppressed at
�Dick
y (�) = 2� 10�17 =

q
�=s. A recent measurement with this LO has demonstrated

an instability where the Dick e�ect provides a contribution comparable with that
of the quantum projection noise [28].

While the Dick limit for the stability of a single frequency standard cannot
be avoided, combining two frequency standards in a single zero-dead-time clock
allows for the suppression of the Dick e�ect [27]. This is realised operating two
frequency standards based on the same LO in an anti-synchronized way, such that
a clock performs the interrogation while the other prepare and detect the atomic
sample; as a result the composite clock has no dead time and a 100 % duty cycle.
While this approach is e�ective in suppressing the Dick e�ect, it requires that
two clocks are operated at the same time to realise a frequency standard, and an
additional pair of clocks is necessary to perform a frequency comparison. Another
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approach to perform frequency measurements beyond the Dick limit between two
standards consists of correlating the frequency noise of the two LOs and performing
synchronous clock interrogations [67, 76]: the two LOs may be referenced to each
other through a phase lock, eventually mediated by a frequency comb; in this
way, if the atom interrogation is performed synchronously the LO frequency noise
is common mode between the two frequency standards, and cancels out in the
frequency comparison, not limiting the stability.

The frequency comparison between a Sr and Yb frequency standards performed
at RIKEN and reported in section 4.3 exploits this technique to suppress the in-
stability provided by the Dick e�ect.

2.7 Yb lattice clock at INRIM
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Figure 2.7: Scheme of the INRIM Yb lattice clock setup.

Figure 2.7 shows a scheme of the INRIM Yb lattice clock setup, whereas �g. 2.8
is a picture of it. An atomic oven source [77] at about 400 �C sublimates a sample
of solid ytterbium and generates a collimated �ux of atoms. A di�erential vacuum
tube separates the oven region, with a residual vacuum pressure of 2� 10�6 Pa,
from the main vacuum chamber for the light-atom interaction, which instead has a
residual vacuum pressure of 6� 10�8 Pa.

The main chamber view ports are designed to provide wide optical access, with
a diameter of either 40 mm for the 6 lateral view ports on the horizontal (x,y) plane
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Figure 2.8: Picture of the INRIM Yb lattice clock.

or 70 mm for the two ports on top and bottom of the chamber. The 1 cm thick
windows are installed with an indium wire sealing, which is UHV compatible and
require a small retaining force which avoids to induce birefringence in the glass.
All fused silica-glass windows are provided with an anti-re�ection coating at the
relevant optical wavelengths, namely at 759 nm for the lattice laser, and at 399 nm
and 556 nm for the MOT beams. Of particular importance is the coating at the
lattice wavelength providing a residual re�ectivity of R = 0:05 %, since the lattice
beam has a large optical power of about 1 W compared to other beams.

The oven and the main chamber are installed close to each other (the separation
distance is � 20 cm) to have a su�cient �ux of atoms in the MOT region not to
require a Zeeman slower decelerating tube (see ref. [78] for details). The atomic �ow
is slowed with a counter-propagating slower beam at 399 nm and while crossing the
main vacuum chamber interact with the three MOT beams. In order to avoid that
Yb atoms coat the window for the slower beam access, the slower beam accesses
the vacuum chamber from a lateral view port, and it is then re�ected on a 45°
mirror. The mirror performance degrades over time because of the deposition of
material emitted by the oven expected to be mainly Yb, despite Yb is a re�ective
metal, and require to be replaced with a time scale of about one year. A discussion
about mirror coating materials able to maintain good re�ectivity when subjected
to a �ow of Sr atoms (which possibly have similar chemical properties of Yb) can
be found in ref. [79].

The lattice is established almost horizontally (with a 60 mrad tilt from the
horizontal plane orthogonal to gravity), retro-re�ecting the incoming beam on a
curved mirror, as shown in �gure 2.7. The lattice is focused to a waist w0 = 45 µm,
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Figure 2.9: Sequence of operation of the Yb clock at INRIM. The slower beam time,
as shown by the shaded area, is tuned to load a small or large amount of atoms; this
is specially implemented when measuring the collisional shift by alternating the clock
operation with a high and a low atomic density condition. MOT magnetic �elds are not
displayed. The Bz �eld refer to the external bias magnetic �eld along the z-axis (along
gravity) added to a pre-set o�set value constant during operation (see text). The value
of Bz corresponds to a splitting between the clock transition � lines as indicated in the
�gure. The lattice intensity is either maintained at �xed depth U0 � 250 Er (solid area)
or increased to the maximum depth U0 � 400 Er (shaded area) for the interrogation and
detection. The detection process is performed with three pulses: the �rst detects the
ground state population, the second the background signal, while the third measures the
excited state population.

and delivers a maximum trap depth Umax
0 � 400 Er. The deformation of the radial

con�nement because of the gravitational force determines a minimum trap depth
Umin

0 � 250 Er below which the lattice cannot reliably trap atoms.
The clock sequence of operation is detailed in �gure 2.9. The cycle time is

�tc = 277 ms, and it can be increased to accommodate a longer loading time or
longer interrogation time.

Bias magnetic �elds along the three spatial axes are set to �xed o�set values to
compensate the magnetic �eld of the environment. Then an additional magnetic
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�eld term Bz is added along the vertical axis to de�ne the quantization axis and
split the Zeeman levels, as shown in �g. 2.9. Optimised bias o�set settings are
reached at Bz = 0 when the splitting between the two � lines is not observed and
the degenerate unpolarised transition excitation is maximal, as done in ref. [80]. We
typically achieve an excitation of the unpolarised line of P � 0:8. This technique
provides a reference setting for the bias �elds.

2.7.1 Optical radiations
The 399 nm radiation, as shown in �g. 2.7, is obtained though resonant second-

harmonic generation (SHG) [81] in a non-linear lithium-triborate (LBO) crystal of
a 798 nm laser source [82], provided by a diode laser (DL) injected in a tapered
ampli�er (TA). Both the DL and TA are manufactured by TOPTICA Photonics
and the combined system delivers an output power of 2:7 W at full TA current of
3780 mA, with a linear current-to-output power characteristic. The mode of the
beam is cleaned to a TE00 mode by coupling the laser to an optical �bre, whose
transmission e�ciency is 50 % to 70 %.

The frequency doubling is performed in a bow-tie enhancement cavity [82],
frequency locked exploiting the Hänsch-Couillaud technique [83]. With an input
power to the cavity of 1:2 W and optimized conditions the output power at 399 nm
is 400 mW.

The radiation at 556 nm is generated through SHG in a non-linear periodically-
poled potassium titanyl phosphate (PPKTP) crystal from a 1112 nm laser. The
input laser is a 10 mW doped �ber laser (Koheras Adjustik, NKT), ampli�ed in a
�bre ampli�er (Keopis) to obtain an optical power of 1:3 W. Frequency doubling
is performed in single pass, and generates 10 mW of green light.

The lattice laser is a Ti:Sapphire tuned to 759 nm (SolsTiS, M squared), using
as a pump a 532 nm, 10 W solid-state laser (Sprout, Lighthouse Photonics). The
output power with optimized operation is 2:4 W. The spectrum of the output mode
is �ltered with a volume Bragg grating (VBG) with 20 GHz bandwidth centred at
the lattice magic frequency to remove undesired spectral components which may
contribute with unexpected light shifts. The cavity-stabilised lattice laser has a
frequency drift of 2 kHz h�1 [84], and its frequency is continuously measured by
acquiring the beatnote with an optical frequency comb. We conservatively assign
an uncertainty of 100 kHz in its estimation.

As shown in �gure 2.7, these three radiation sources are all frequency stabilized
to a single 10 cm optical Fabry-PØrot cavity [55, 84], called 3-colour cavity, whose
mirrors are provided with re�ection coatings at the three wavelengths of interest,
namely 399 nm, 556 nm and 759 nm. We observe that in the presence of the 399 nm
light in the cavity, the cavity frequency drift hugely increases; we attribute this to
mirror thermal e�ects induced by the optical absorption of the energetic 399 nm
photons. We thus decide to frequency stabilize the 399 nm radiation by sending
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to the cavity the fundamental laser at 798 nm, whose wavelength is close to the
lattice wavelength and thus is included in the mirror re�ectivity band.

The radiation at 1388 nm radiation required to quench the 3P0 state is generated
with a pigtail distributed feedback diode laser (NKT) with an output power of about
10 mW which is sent to the atoms without attenuation, beside the extraction of a
pick-up beam for wavelength monitor. The 3P0-3D1 transition is power broadened
to a linewidth 
 � 300 MHz. Since the laser frequency drift in one day of operation
is smaller than the transition linewidth, it does not a�ect the performance of the
repumping process, and therefore the laser frequency does not require an additional
stabilization system.

Power broadening the transition allows to easily perform the detection process,
however it induces a light shift of the clock excited state breaking the sideband
cooling process. While we currently do not implement such state preparation stage,
in the future we plan to include it in the operation sequence, thus we will reduce
its power and stabilize its frequency.

Local oscillator

The local oscillator is a frequency stabilized laser at 578 nm. The laser source
is a quantum dot DL laser (DL-PRO, TOPTICA Photonics) at 1156 nm, operated
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Figure 2.10: Output power of the 1156 nm DL in terms of the diode current for the orig-
inal diode (measurement performed on Nov. 2016) and the replacement diode currently
in use (measurement performed on Nov. 2018).
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Figure 2.11: Output power at 578 nm generated by the SHG module with an input
power at 1156 nm of � 40 mW.

at a controlled temperature of 20 �C. Figure 2.10 shows the laser output power
in terms of the diode current, relative to either the original diode installed in the
system (blue dots) or the replacement diode currently in use (green dots). The
original diode broke after about one year of intensive operation; as shown in the
�gure the replacement diode showed from the beginning a better performance in
terms of lasing threshold and output power.

The 1156 nm laser beam is �bre coupled, with a coupling e�ciency of � 70 %,
and injected for SHG in a non-linear periodically-poled lithium niobate (PPLN)
crystal (NEL Crystal, NTT). The module consists of a PPLN waveguide enclosed in
a case provided with a thermoelectric cooler (TEC) and a thermistor for resistance-
based temperature readings. The SHG is performed in single pass through the
crystal. Figure 2.11 shows the output power at 578 nm generated by the SHG
module with an input power at 1156 nm of � 40 mW. The reading of the resistance
R is converted to a temperature value T according to the equation

1
T

=
1
T0

+
ln
�
R
R0

�

B
; (2.24)

with T0 = 25 �C, R0 = R(T0) = 10 k
 and B = 3450. With an input power of
about 60 mW, corresponding to the usual current working point of 325 mA, the
output power is � 7:5 mW.
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Figure 2.12: In-loop power spectral density of the 578 nm laser locked to the optical
cavity, showing a control loop bandwidth of � 1:3 MHz.

The DL frequency can be coarsely tuned either with the alignment of the laser
grating or the temperature set point. The temperature tuning allows for frequency
variations of about 10 GHz �C�1, however an increase or decrease of the temperature
set point by 0:5 �C is su�cient to induce a mode hop, which results in a frequency
jump back to the original frequency making the tuning ine�ective. Fine tuning of
the output frequency is performed acting on the diode current and the voltage of
the laser cavity piezoelectric device, which induces frequency variations of about
260 MHz V�1.

The DL is frequency stabilized to a 10 cm Fabry-PØrot optical cavity with a
�nesse F = 224 000 [69], with a spacer made of Corning ultra low expansion glass
(ULE) and fused silica mirrors provided with high-re�ection coatings at 578 nm
and ULE compensation rings. The frequency stabilization is realised through the
Pound-Drever-Hall technique [85, 86] delivering to the cavity a EOM-modulated
578 nm beam and acquiring the backre�ection signal from the cavity input mirror.
The frequency stabilization control loop has a bandwidth of about 1:3 MHz, as
shown by the in-loop power spectral density of �gure 2.12. The beam is power
stabilized at 10 µW.

The cavity is enclosed in a stainless steel vacuum chamber with a thermal in-
sulation provided by an external layer of foam and aluminium foil. An in-vacuum
copper shield re�ecting the black body radiation provides thermal homogeneity
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Figure 2.13: Instability of the LO either measured against a 1542 nm laser stabilized on
a separate cavity (blue curve), or acquired through the clock in-loop frequency corrections
applied to the lock AOM to stabilize the LO to the atomic reference (red �lled markers).
Open markers show the in-loop stability retrieved from frequency correction data while
implementing an additional low-bandwidth drift-compensation loop.

and stability. Further details of the vacuum package are reported in ref. [69, 78].
The cavity is temperature controlled implementing an active disturbance rejection
control (ADRC) [87], with heaters installed on the external surface of the vacuum
chamber.

We measure the instability of the local oscillator against a 1542 nm laser fre-
quency stabilized on a separate Fabry-PØrot ULE cavity, whose long-term frequency
drift is controlled with a low-bandwidth digital lock to an H maser. The ratio sta-
bility, shown in �gure 2.13 (blue curve) in terms of the overlapping Allan deviation,
shows a �icker �oor of � 3� 10�14 (�=s)0 for short averaging times dominated by
the 1542 nm laser instability, and a drift for longer averaging times due to the
residual thermal expansion of the 578 nm cavity.

The measured instability is compared with that extracted from the frequency
corrections applied lo the lock AOM (shown in �g. 2.7) to maintain the LO locked to
the atomic reference (red �lled markers in �gure 2.13). Like the �lled markers, open
markers are obtained from the lock data, but in this other case an additional digital
real-time low-bandwidth dedrift of the cavity frequency (with a time constant of
50 s) is implemented in addition to the main control loop. Open markers thus show
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Figure 2.14: Interleaved stability of the Yb frequency standard in term of the overlap-
ping Allan deviation.

the de-drifted in-loop stability.
The current local oscillator is an improvement from a earlier system, whose

laser source was obtained through sum frequency generation from two infra-red
lasers at 1030 nm and 1319 nm in a waveguide PPLN crystal, and stabilized with
a di�erent cavity-based setup. Details of the previous system can be found in [69,
88]. The new LO generation allows for a more reliable operation in terms of output
power, while the improved LO frequency stabilization system now allows to perform
frequency measurements with an instability reduced by more than a factor 10 from
earlier results, as shown in �gure 2.14. The frequency standard interleaved stability
is still limited by the LO frequency noise, and is assessed to be 2� 10�15 =

q
�=s to

3� 10�15 =
q
�=s according to the level of optimization of the cavity optical setup

and the duration of the clock cycle time.
The improved coherence time of the local oscillator now allows to probe the clock

transition with interrogation pulses of duration Ti � 240 ms, leading to a Fourier
limited rabi spectroscopy showing a linewidth of 
 = 3:3 Hz with Ti = 240 ms
(see �g. 2.15). The Rabi line shape �t shown in the �gure is obtained through eq.
(2.5) �xing the interrogation time and allowing a Rabi frequency inhomogeneity
according to the atomic sample temperature, which is left as a free parameter.
Since we do not apply axial cooling of the atomic ensemble, the temperatures
along the three spatial directions are same and included in the model with a single
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Figure 2.15: Rabi spectroctrocopy of the clock transition performed either with the
current LO (blue) allowing an interrogation time Ti = 240 ms, which leads to a Fourier
limited linewidth 
 = 3:3 Hz, or with the old system (red), whose smaller coherence time
allowed for pulses of duration Ti = 60 ms leading to a Lorentzian linewidth 
 = 16 Hz.

parameter, which is estimated to be T = 4:4 µK [89].
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2.8 Yb lattice clock at RIKEN
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Figure 2.16: Scheme of the RIKEN Yb lattice clock setup.

The experimental setup of the Yb lattice clock at RIKEN is shown in �gure
2.16, while �gure 2.17 shows a picture of the clock. A complete description of the
system can be found in ref. [53]. The Yb e�usive oven is a custom system with a
similar design of ref. [77], and it is operated at a temperature of about 400 �C. The
collimated �ux of atoms propagates along a Zeeman slower pipe before reaching the
main vacuum chamber. The Zeeman slower realises a magnetic �eld gradient along
the pipe shifting the energy of the 1S0-1P1 transition through the Zeeman e�ect: in
combination with a circularly polarised 399 nm slower beam counter-propagating
with the atomic �ux it allows to laser cool the atoms, which are maintained resonant
with the laser light all along the pipe despite the change in velocity thanks to the
carefully tuned magnetic �eld gradient.

The main vacuum chamber is provided with twelve view ports allowing the
access of the laser beams propagating in the vertical (z,y) plane, and with a single
view port allowing the access along the x-axis: an intra-vacuum mirror back-re�ects
the MOT beam propagating along this direction, while other MOT beams are back-
re�ected with out-of-vacuum mirrors.

This lattice clock can be operated in cryogenic con�guration (see ref. [24]) to
suppress the e�ect of the black body radiation (BBR) emitted by the environment
on the atomic energy levels (see section 3.3). The BBR-induced energy shift of
the clock transition becomes critical when the atoms are interrogated, as it results
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