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Abstract—Modern System-on-Chips (SoCs) deployed for safety-critical applications typically embed one or more processing cores along with a variable number of peripherals. The compliance of such designs with functional safety standards is achieved by a combination of different techniques based on hardware redundancy and in-field test mechanisms. Among these, Software Test Libraries (STLs) are rapidly becoming adopted for testing the CPU and peripherals modules. The STL is usually composed of two sets of self-test procedures: boot-time and run-time tests. The former set is typically executed during the boot or power-on phase of the SoC since it requires full access to the available hardware (e.g., these programs need to manipulate the Interrupt Vector Table and to access the system RAM). The latter set, instead, is designed to coexist with the user application and can be executed without requiring special constraints. When the STL is intended for testing the different cores within a multi-core SoC, the concurrent execution of the boot-time self-tests becomes an issue since this could lead to a longer power-up phase and excessive utilization of system resources. The main intent of this work is to present the architecture of a decentralized software scheduler, conceived for the concurrent execution of the STL on the available cores. The proposed solution considers the typical constraints of an STL in a multi-core scenario when deployed in field, namely minimum system resources usage (i.e., code and data memory). The effectiveness of the proposed scheduler was experimentally evaluated on an industrial STL developed for a multi-core SoC manufactured by STMicroelectronics.

I. INTRODUCTION

In the last decade the complexity of electronics devices deployed for safety-critical applications has been growing exponentially. Multi-core architectures are the answer of the semiconductor manufacturers for satisfying the performance requirements whilst being limited by the maximum power consumption of embedded applications. In the context of the automotive domain, the ISO 26262 standard regulates the usage of electronic devices and imposes strict reliability figures. From an industrial perspective, different solutions (commonly referred also as safety mechanisms) are together adopted for achieving the highest safety level (e.g., ASIL C or D) [1]. Such safety mechanisms fall in two main categories: hardware-based and software-based safety mechanisms. The former ones can be further distinguished depending on the functionality they are intended to perform:

• Fault detection and/or correction mechanisms: Triple Modular Redundancy (TMR), Lockstep Computing, End-to-End Error Correction Code for memories [2], [3].
• In-field testing mechanisms: Logic and Memory Built-in Self-Test (LBIST and MBIST, respectively).

Several examples of both LBIST and MBIST exist [4]–[8], and when correctly adopted they yield high fault coverage metrics. Typically, they are applied during the so-called Power-on Self-Test (POST), that is the in-field test performed after the device is powered up. Nevertheless, functional safety standards also impose testing the device periodically at run-time, that is when the system is already executing its functionalities (e.g., executing the application software). This type of test is normally referred to as on-line testing.

Software-based mechanisms better fit the on-line testing requirements. Normally, they consist in a set of software procedures or test programs composing a Software Test Library (STL). These programs are executed by the processor core and their main target is to test the processor core and eventually the peripherals surrounding it. This strategy, initially proposed by [9], has been studied by different research groups [10]–[15], and later extended targeting safety-critical devices used in the automotive field [16], [17]. These self-test procedures are usually developed by the semiconductor company, which owns all the structural information about the device and can guarantee that their execution achieves an adequate figure in terms of fault coverage. Once available, the self-test procedures are then integrated by the system company (often corresponding to a Tier1 company in the automotive domain) into the application software and invoked when required (e.g., during the power-on, periodically, or during the application idle times). In this way, the required safety level can be obtained without transferring any sensible information from the semiconductor to the system company. Furthermore, industrial STLs are designed to be configurable: the final customer (i.e., the system company) decides whether some self-test routines are required or not. As an example, if the floating-point unit is not used, the customer may decide to not execute the self-test procedures targeting that unit. This approach is today widely supported by many semiconductor
and IP companies, such as STMicroelectronics, Infineon [18], Cypress [19], Renesas [20], Microchip [21], ARM [22].

Concerning the automotive domain, the self-test procedures can be distinguished [16], [22] in:

- **Boot-time self-test routines**: they are executed by the target processor core during the boot phase of the SoC, when the system is entering the so called on-line phase. Tests belonging to this category modify the processor Special Purpose Registers, the Interrupt Vector Table, trigger exceptions and preemption is not allowed. Moreover, for the sake of test purposes, they require to access specific addresses in the shared portion of the system RAM, outside the boundaries of the processor stack frame.
- **Run-time self-test routines**: they are conceived to coexist with the application source code. Generally, they target mainly the computational units (e.g., arithmetic units) within the processor core. They are executed in real-time, they do not alter the processor status and can be interrupted in case high priority tasks require to be executed. Differently than boot-time tests, run-time ones do not access system RAM addresses outside the processor stack frame.

Considering single-core devices, a more comprehensive description of these tests and guidelines for an efficient development can be found in [16]. However, in that paper, the authors did not addressed the issues related to the usage of an STL in a multi-core context. The most relevant constraints of an STL oriented to test on-line a multi-core system are described below:

- **Minimum memory usage**: this stems from the fact that the STL source code normally coexists with an operating system or more in general with an application software. Since in embedded systems the memory resources are limited, the STL should interfere minimally with the user application. This requirement implies a limited use of memory resources to allocate the STL source code and also a reduced number of system RAM portions to be reserved for test purposes.
- **Avoid any source of non-determinism**: some test programs require proper sequence of instructions to be executed, that might be modified by the processor speculative units, such as the Branch Predictors and Caches. For the sake of determinism (at least for boot-time tests), these speculative modules are normally disabled and eventually enabled only when needed by specific test programs.
- **Whenever possible, reduce conflicts due to shared resources usage**, such as Interrupt controllers and other peripherals.

II. RELATED WORK

A. Motivations

To the best of our knowledge, the vast majority of the available Software-Based Self-Test (SBST) strategies [12] were devised considering only a single processor core at a time. When the STL has to be executed in field on the different processor cores of a multi-core system, a possible solution is to serially test one processor core at a time. Although straightforward, potential problems could arise when dealing with the boot-time tests. Despite the fact that the real-time constraints are more relaxed compared to the run-time routines, the boot-time routines are executed during the namesake phase of the System-on-Chip after it is turned on. Therefore, the serial execution could delay excessively the user application. For speeding-up the test application time, a better solution could be to execute the STL in parallel among the different cores. Clearly, the parallel execution of the entire STL is not always feasible since often some boot-time test programs use shared resources, such as the system RAM. The shared memory subsystem may represent a bottleneck for the concurrent execution of the test, due to the access contention among the different processor cores. Hence, the embedded software running in a multi-core scenario suffers from a limited timing predictability [23]. This issue is further emphasized from the fact that, unlike the traditional multi-core applications, in most of the cases there exists a unique copy of the STL in memory accessed by all the processor cores. Therefore, a suitable software scheduler is needed for managing the shared resources accessed by the different test programs (e.g., the system RAM).

B. State of the Art

Regarding the state-of-the-art self-test routines scheduling, the authors of [24] presented a test selection algorithm oriented to the minimization of the execution time under real-time constraints. The same topic was also addressed in a detailed study presented in [25]: the paper presents some scheduling alternatives when the self-test procedures coexist with hard real-time tasks. By an appropriate test selection, it was shown how the timing deadline can be accomplished without sacrificing the self-test quality (i.e., the fault coverage). Similar analyses but in a multi-core scenario were presented in [26] and [27]. In the former, the impact of a periodic testing on system availability was assessed. Using a suitable exploration framework, it was shown how to derive scheduling policy such that the test execution time is minimized and consequently maximizing the system availability. In the latter instead, a power-aware periodic scheduling is proposed with minor performance penalty while satisfying the imposed power consumption constraints.

The most closely relevant works to the one presented in this paper, albeit in a quite different testing scenario, are [28]–[30]. In [28] a scheduling algorithm of self-test routines for shared-memory multi-processor system is proposed. The algorithm is based on an optimized usage of system caches and code allocation in order to minimize the latency introduced by the memory subsystem. Instead in [29], it is shown how to exploit thread-level parallelism to improve the execution of self-test routines in each core of a multiprocessor chip. The same research group then presented in [30] an effective strategy for multi-threaded multi-core systems oriented at maximizing the
execution parallelism of the self-test routines without affecting the fault coverage.

However, the aforementioned papers dealt with the self-test procedures for end-of-manufacturing testing. Such test programs have fewer constraints in terms of memory usage and resources availability than the ones intended for in-field testing. Moreover, the approaches use caches extensively, which are not applicable in the scenario targeted in this work.

C. Contributions

All the above-mentioned studies treat either multi-core end-of-manufacturing testing or run-time on-line testing. Conversely, a first analysis of boot-time self-test procedures execution in a multi-core scenario is presented in [31]. With respect to [31], the aim of this work is to propose a decentralized scheduler for boot-time self-test procedures that:

1) maximizes the concurrency of the tests among the different cores while minimizing the system resources usage;
2) can be used in compliance with the actual industrial STL development methodology;
3) maintains the same fault coverage of the STL as when executed in a single-core scenario.

The rest of the paper is organized as follows: Section 3 introduces some practical concepts of the STL development flow that constraints the concurrent execution in the multi-core scenario along with the concepts about software synchronization in the multi-processor scenario. In Section 4 the proposed scheduler is described in details. The experimental validation of the scheduler is discussed in Section 5. Finally, Section 6 concludes the paper summarizing the obtained results and future directions.

III. BACKGROUND

The purpose of this Section is to discuss the most relevant constraints for the concurrent execution of an STL and briefly overview the most common techniques for synchronizing software executed by different processor cores.

A. Constrains for the concurrent execution of a STL

Typically, some boot-time self-test procedures exploit specific portions of the system RAM for improving the test of the targeted modules. For avoiding uncertain fault coverage, the addresses are fixed and chosen outside the boundary of the processor stack frame. As an example, test programs targeting the effective address calculation mechanisms extensively use strategies based on fixed addresses [32]. This approach is also adopted when the targeted module requires the source code being executed from specific memory locations. These test programs are normally copied to and executed from the system RAM, since reserving fixed addresses in the code memory would be too restrictive and negatively impact the portability of the STL. When the STL is executed in a multi-core System-on-Chip, those memory addresses should belong to the shared region of the RAM (i.e., a region allocated for common data between processors). Since in real applications, it is not feasible reserving multiple portions of this shared region exclusively for the STL, it is evident that a set of the boot-time self-test procedures cannot be executed in parallel due to conflict in accessing the shared portion of the RAM. Indeed, if multiple test programs access simultaneously the same shared region, the outcome is unpredictable.

B. Multi-processor software synchronization

Semaphores are one of the existing methods for achieving synchronization of software executed on different processors. A semaphore is an abstract data type (in most of the cases a shared variable) that regulates the access to a common resource by multiple processors. Depending on the number of processors allowed to access the common resource, the semaphores are distinguished in counting and binary semaphores. The latter are also called mutex, since exclusively one processor at a time can access the shared resource. When the processor is accessing the shared resource is said to be executing the code of the critical section. The basic idea is that the accesses to a shared resource are guarded by a suitable semaphore. Before entering the critical section, the processor checks the status of the semaphore. If the semaphore is available (i.e., unlocked), the processor tries to acquire the semaphore, locking the access to the shared resource. Independently from the low-level implementation, the mechanism used for checking and then acquiring the semaphore must guarantee that the two operations are executed atomically. That is, they appear to be indivisible from the other processors perspective. Finally, before leaving the critical section, the semaphore is released unlocking the access to the shared resource. Depending on the considered Instruction Set Architectures (e.g., ARM, MIPS, PowerPC, RISC-V), there exist different atomic instructions that perform a read-modify-write operation on a given memory location.

IV. PROPOSED APPROACH

The end goal of this paper is to propose a decentralized software scheduler intended for the concurrent execution of boot-time self-test routines in a multi-core SoC. The proposed scheduler considers the typical constraints of an STL when deployed in field, namely minimum system resources usage and compliance with the actual industrial STL development methodology, while maximizing the concurrency. These requirements imply:

- a unique copy of the STL in the code memory and portion of system RAM available for the test;
- unaltered fault coverage with respect to a single-core scenario;
- deterministic execution time.

A. Problem Formulation

The reader should note that the problem addressed in this paper is quite different from a generic multi-core real-time scheduler for embedded systems. Normally, given a set of tasks $\Lambda = \{\lambda_0, \ldots, \lambda_m\}$ to be executed, and a set of processing units $P = \{p_0, \ldots, p_n\}$, the goal of a scheduler is to assign to each processing unit $p_j \in P$ a set of tasks $\Gamma \subseteq \Lambda$ so
that the overall execution time is minimized. When dealing with a STL, \( \Lambda \) corresponds to the set of self-test procedures composing the STL while \( P \) represents the different cores to be tested. The fundamental difference relies on the fact that each \( \lambda_i \in \Lambda \) must be executed on each core \( p_j \in P \). Therefore, in this scenario the scheduler should guarantee the execution of all the self-test procedures while avoiding conflicts due to common shared resources (e.g., the system RAM), so that the overall test execution time is minimized.

Two possible approaches exist to schedule the accesses to a shared resource in multi-processors environments: centralized and decentralized. In the former, there is a high degree of control over the scheduling process, since all the requests are processed by a unique scheduler. Although it is conceptually easier to reason and design according to this paradigm, the drawback is that the scheduling is not so efficient in terms of performances. Instead, decentralized schedulers represent a more efficient solution, since they have an intrinsic distributed nature which takes full advantage of the underlying multi-processors system. Typically, they are built upon a first come, first served policy. Therefore, there is less control over the scheduling itself. The proposed scheduler falls into this category: each processor executes its own local software scheduler, interacting each others through a synchronization mechanism based on \textit{mutex}.

### B. The Decentralized Scheduler

Each local scheduler (described in Algorithm 1) concurrently executes all the \textit{Test Programs (TPs)} included in an ordered set, hereinafter called \textit{TestTable}, which defines the execution order of the self-test procedures composing the STL. It is important to note that the order specified in the \textit{TestTable} is identical for each processor. The TPs that cannot be executed in parallel due to conflicting accesses to a shared resource (e.g., the system RAM) are also present in a second set called the \textit{ShareResource} set. The relation between these two sets is \( \textit{ShareResource} \subseteq \textit{TestTable} \). In the following, it is assumed that \textit{TestTable} is ordered so that the test programs in \textit{ShareResource} are the first ones in the \textit{TestTable} sequence. The actual number of TPs executed is tracked by a different set, the \textit{PendingList}. Differently than in \textit{TestTable}, the order of the elements composing \textit{PendingList} and \textit{ShareResource} is irrelevant.

At the beginning, \( |\textit{PendingList}| = |\textit{TestTable}| \). The scheduler sequentially selects one TP at a time from \textit{TestTable} (coherently with the specified order, line 5), and it checks whether the selected TP is still present in \textit{PendingList} (that is, not yet executed, see line 6). If so and at the same time the selected TP does not belong to the \textit{ShareResource} set, the TP can be executed. Once executed, it is also removed from \textit{PendingList} (line 23), reducing its cardinality. Contrarily, if the TP is also present in \textit{ShareResource} (line 7), the TP can be executed given that the common resource is not busy. This is achieved through a suitable \textit{mutex} (line 8), which signals to each local scheduler whether another scheduler is currently executing a TP in the \textit{ShareResource} set. Therefore, the critical section corresponds to the portion of code executing tests belonging to \textit{ShareResource} (lines 8 to 16). It is important to note that a \textit{mutex} is required since only one local scheduler at a time can access the critical section. If the resource is not free, the TP is skipped. Instead of performing busy waiting (i.e., waiting for the resource to be freed), the scheduler tries to execute another TP (line 19). If the resource is free, the TP is executed (line 9) and removed from \textit{PendingList} (line 10).

The STL execution completes when there are no TPs to be executed, that is \textit{PendingList} is empty (line 3).

As it can be noticed, the scheduler does not release the \textit{mutex} (lines 11 to 16) as long as the next sequential TP still uses the shared resource. For this reason, the proposed scheduler is said to be \textit{selfish}: the first local scheduler that acquires the \textit{mutex}, executes consecutively all the TPs within the \textit{ShareResource} set without freeing the shared resource. As it is experimentally proved in the experimental part of this work, not releasing the \textit{mutex} along with the devised \textit{TestTable} ordering assumes a crucial aspect for the determinism and the efficiency of the scheduler.

Figure 1 shows a practical example of the scheduler described above. For the sake of a better understanding, let us consider the simplified case in which two processor cores

---

**Algorithm 1: Selfish Decentralized Scheduler Algorithm**

```plaintext
1. \textit{PendingList} \leftarrow \textit{TestTable};
2. \text{MaintainMutex} \leftarrow \text{false};
3. \textbf{while} \( |\textit{PendingList}| \neq |\emptyset| \) \textbf{do}
4. \quad \textbf{for} \( TP_i \in \textit{TestTable} \) \textbf{do}
5. \quad \quad \textbf{if} \( TP_i \in \textit{PendingList} \) \textbf{then}
6. \quad \quad \quad \textbf{if} \( TP_i \in \textit{ShareResource} \) \textbf{then}
7. \quad \quad \quad \quad \textbf{if} \text{Acquire}(\textit{Mutex}) \text{is successful} \lor \text{MaintainMutex} \text{is true} \textbf{then}
8. \quad \quad \quad \quad \quad \text{Execute} \( TP_i \);
9. \quad \quad \quad \quad \quad \textit{PendingList} \leftarrow \textit{PendingList}\setminus\{TP_i\};
10. \quad \quad \quad \quad \quad \textit{i} \leftarrow \textit{i} + 1;
11. \quad \quad \quad \quad \quad \textbf{if} \( TP_i \in \textit{ShareResource} \) \textbf{then}
12. \quad \quad \quad \quad \quad \text{MaintainMutex} \leftarrow \text{true};
13. \quad \quad \quad \textbf{else}
14. \quad \quad \quad \quad \quad \text{MaintainMutex} \leftarrow \text{false};
15. \quad \quad \quad \quad \quad \text{Release}(\textit{Mutex});
16. \quad \quad \quad \textbf{end}
17. \quad \quad \quad \textbf{else}
18. \quad \quad \quad \quad \quad \textit{i} \leftarrow \textit{i} + 1;
19. \quad \quad \quad \textbf{end}
20. \quad \quad \textbf{else}
21. \quad \quad \quad \text{Execute} \( TP_i \);
22. \quad \quad \quad \textit{PendingList} \leftarrow \textit{PendingList}\setminus\{TP_i\};
23. \quad \quad \quad \textit{i} \leftarrow \textit{i} + 1;
24. \quad \quad \textbf{end}
25. \textbf{end}
26. \textbf{end}
27.\end
```
CORE 0 and CORE 1 must execute a boot-time STL composed of three self-test procedures (TP1, TP2 and TP3). Two of these, TP2 and TP3, require the usage of a shared portion of the RAM. It should be noticed that TP2 and TP3 are scheduled at the beginning of the TestTable sets. Initially, as represented in the figure, the PendingList sets for both processors are equal to TestTable. Therefore, with the same formalism used in this Section, for each core the three sets are composed as depicted in Figure 1.

Initially, the mutex is free. Assuming CORE 1 is the first one that acquires the mutex, it starts executing TP2 and TP3 (being the firsts in TestTable) without releasing the mutex. At the same time, CORE 0 checks the status of the mutex, which is locked by CORE 1. Thus, it cannot execute any self-test procedure in the ShareResource set and it executes TP1 (being the first self-test procedure not requiring a common resource). Once CORE 0 terminates the execution of TP1 (it is removed from CORE 0 PendingList), CORE1 has not yet freed the mutex. Therefore, CORE0 waits until the resource is freed. Once TP3 terminates the execution on CORE 1, the mutex is released. At this point CORE 1 has to execute TP1 (the last program in CORE 1 PendingList), while CORE 0 can acquire the mutex and execute the remaining self-test procedures in its PendingList (i.e., TP2 and TP3).

By adopting the proposed scheduler described beforehand, the concurrency of the STL execution is maximized since while the shared resource is busy the local schedulers execute other self-test procedures. This does not impact the fault coverage, since the test programs are not preempted and thus the instructions flow of a given test program is not altered. Although there is a local scheduler for each processor core, the copy in the code memory is unique and shared by each processor. Therefore, the resources utilization is minimal. In the next Section, experimental evidences are provided supporting these claims.

V. CASE STUDY AND EXPERIMENTAL RESULTS

This Section is organized as follows: the first subsection describes the industrial case study used for the experimental validation of the proposed scheduler. Then, for the sake of comparison, in the second and third subsections the obtained performances (in terms of execution time) and limitations of different scheduling alternatives are reported: unlike the proposed method, a serial scheduler and several non-selfish decentralized schedulers are analyzed. Finally, in the last subsection the same analyses are also performed for the proposed scheduler and compared with the previous ones.

A. Case Study and Experimental Setup

The device used to prove experimentally the effectiveness of the proposed decentralized scheduler was the SPC58NN84, a triple-core SoC manufactured by STMicroelectronics, intended for automotive ASIL D applications. The SoC embeds three 32-bit dual-issue z4256n3 PowerPC-compliant processors. Each processor core includes a local SRAM for code and data, along with private data and instruction caches. For the sake of generality and experiments reproducibility, the local SRAM memories were not used (since this feature is not always available among the different automotive SoCs). Also the caches were not used, because they might compromise the outcome of some self-test procedures (also in terms of fault coverage) due to their non-deterministic behavior. Additional safety mechanisms are available in the considered SoC: two of the three processors are paired with an additional checker core in a delayed lockstep configuration. Additionally, the memories are equipped with ECC. The architecture of the SoC is depicted in Figure 2. The SoC includes 6Mbytes of Flash, 128Kbytes of system RAM and different peripherals shared among the three cores.

Concerning the STL, it comprises 104 self-test procedures: 34 of these are run-time tests, while the remaining 70 are boot-time tests. 13 out of 70 use a shared region of the system RAM. Therefore, they belong to the ShareResource set and cannot be executed concurrently. The memory footprint of the single-core STL is 429Kbytes. It is common practice to execute the run-time tests along with the boot-time ones during the device startup, to obtain the highest possible fault coverage. Then, the run-time test programs are executed periodically when the system is on-line. Therefore, for reproducing a realistic case study in the performed experiments, all the 104 self-test procedures are executed during the device startup. Finally,
the STL covers the 84.41% of the possible 729,522 stuck-at faults affecting the processor core. Generally, a stuck-at fault coverage grater than the 80% is considered acceptable for the processor core. This value stems from functional safety analyses performed by Functional Safety engineers, considering the number of faults within the core with respect to the total number of faults of the entire SoC. The library is executed in a single-core scenario in about 29ms with a system clock frequency of 16MHz. This execution time includes an initialization phase and a test phase. During the former the processor internal state (namely the Special Purpose Registers) is set along with specific Interrupt Service Routines for handling exceptions generated by test programs and other utility functions for sake of testing. The latter is the phase in which the test programs are actually executed.

The measurements of the different execution times were collected directly on the physical device, leveraging the on-chip hardware timers. For all the performed experiments the system clock frequency was the default one (i.e., 16MHz). Increasing the operating frequency was not considered as a solution since it would be out of the scope of this work. Furthermore, when referring to multi-core decentralized schedulers, the following setup was used:

- to reproduce the worst possible scenario, the measurements were gathered aligning the execution of the processor cores;
- when the number of active cores is two, the third core is switched off completely for avoiding influencing the outcome of the measurement;
- the hardware timer was started once the processors were aligned and then stopped once the last processor completed the test;
- all the performed measurements include the aforementioned initialization (being local to each core) and the test phase.

The considered device offers two main solutions for implementing the synchronization mechanism described in Section 2: hardware semaphores and decorated instructions. The former is a peripheral embedded in the SoC that implements directly in hardware the functionalities of a semaphore. The decorated instructions on the other hand are PowerPC-specific store/load instructions that implement an atomic read-modify-write mechanism on memory locations. In the following, all the discussed implementations are based on the decorated instructions, since they yield higher performances compared to hardware semaphores. Indeed, the average time for accessing a hardware semaphore (i.e., a peripheral) is about 190 clock cycles, while the decorated instructions require considerably fewer clock cycles (17 only).

B. Analysis of serial scheduling

A preliminary set of experiments consisted in measuring the execution time of the STL when using a serial scheduler (i.e., the STL is executed serially on each core). These measurements are used here as a reference point being the upper bound of any multi-core scheduler. The measurements are shown in Table I and were gathered considering the STL executed on 2 and 3 cores.

C. Analysis of Non-selfish decentralized schedulers

To prove that the proposed decentralized scheduler is valid, a second set of experiments focused on analyzing the performances of different decentralized scheduling algorithms. They differ from the proposed one since they cannot be considered selfish (that is, the mutex is released even though the next sequential self-test procedures still belong to the ShareResource set). The considered schedulers are listed in Table II.

Each of these decentralized schedulers considers different formats of TestTable: in DS1 the order of the self-test procedures is random. A total of 30 random orders were generated, and DS1 represents the best random ordering. It is worth to underline that the differences between the generated random orders were minimal. Therefore, for sake of conciseness, exclusively 30 random orders were generated and the best order is reported. DS2 orders the self-test procedures so that those included in ShareResource are executed first. The order of the self-test procedures within ShareResource is random. Differently, in DS3 the self-test procedures within ShareResource are ordered according to the duration of the self-test procedures themselves (with a descending order). For both DS2 and DS3 the remaining self-test procedures (i.e., those not included in ShareResource) are ordered randomly. Finally, DS4 and DS5 considers the self-test procedures still ordered according to their duration (descending and ascending order respectively), but independently from the fact that they could also belong to the ShareResource set. As it can be viewed in Table II, DS3 is the decentralized scheduler yielding the best performances. This is justified by the fact that it is the scheduler that better reduces the memory access contention, as shown in Table III.

Table III reports the values of the on-chip performance counters for the triple-core scenario (being the worst case from the access contention viewpoint). The first column reports the schedulers names. In the second column, the number of clock cycles corresponding to stalls due to the access contention for the Flash memory is reported. The third column shows the clock cycles corresponding to stalls due to access contention.
TABLE III
PERFORMANCE COUNTERS VALUES FOR THE TRIPLE-CORE SCENARIO

<table>
<thead>
<tr>
<th>Decentralized Scheduler</th>
<th>Flash Memory Stalls [clock cycles]</th>
<th>System RAM Stalls [clock cycles]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>1,878,336</td>
<td>663,386</td>
</tr>
<tr>
<td>DS2</td>
<td>1,932,409</td>
<td>791,922</td>
</tr>
<tr>
<td>DS3</td>
<td>1,589,729</td>
<td>478,264</td>
</tr>
<tr>
<td>DS4</td>
<td>1,738,412</td>
<td>525,011</td>
</tr>
<tr>
<td>DS5</td>
<td>1,929,209</td>
<td>788,668</td>
</tr>
</tbody>
</table>

for the system RAM. It is worth noting that any multi-core scheduler is limited by the shared memory architecture: as an example, considering exclusively the Flash memory, when moving from a single-core implementation to a multi-core one, the total number of clock cycles stalls increased from 200,679 to 1,589,729 (with the DS3 scheduler). Hence, as confirmed by the values present in the second column of Table III, the Flash memory represents the real bottleneck. In the considered architecture, the flash is divided into different partitions and it does not allow multiple reads from the same partition (the STL code is the same for the three processors): therefore, only one processor at a time can read from the flash. The scheduler DS3 may seem the most promising one, since it reduces substantially the execution time in both dual-core and triple-core scenarios. However, further experiments showed that it could hardly be used in an industrial context. Although it meets some of the requirements (minimum system resources usage), it suffers from a non-deterministic execution time when the number of tests composing the ShareResource set varies.
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The results of the third set of experiments are shown in the charts of Figures 3 and 4, for the dual and triple-core scenarios, respectively. In both cases, it was increased progressively the number of self-test procedures composing the ShareResource set, that is the set of procedures requiring the use of a shared resource. This was done adding one self-test procedure at a time, which was not originally part of the ShareResource set. It is noteworthy that this does not mean altering the total number of programs composing the STL, which is still 104.

For both figures, the orange line represents the execution time when increasing the size of the ShareResource set, inserting in a descending order the self-test procedures starting with the longest test programs in terms of duration (their duration is in the range 10,000 to 23,000 clock cycles). The blue one instead represents the behavior of the scheduler when increasing the size of the set, inserting in an ascending order the self-test procedures starting with the shortest test programs (duration ranging from 500 to 1,000 clock cycles). The red line represents the threshold imposed by the serial execution. Since the purpose is to show the indeterminacy of these approaches, it was decided not to consider more than 25 self-test procedure composing ShareResource.

It can be noticed comparing the two charts that the execution time is not predictable and it presents non-negligible oscillations. By monitoring the STL execution on each processor core using an external debugger (the Lauterbach Trace32
outperforms the other schedulers since it reduces the memory access contention. The reason for this reduction (confirmed again by monitoring the schedulers execution) originates from the fact that if the longest tests are executed first, it is likely that they will keep the shared resource busy for a considerable amount of time. This forces the other local schedulers to execute the self-test procedures not included in ShareResource and then wait for the shared resource to be freed. This significantly reduces the bus activity, but as the experiments of Figure 3 and 4 confirmed, it depends on the actual duration of the self-test procedures composing the ShareResource set.

The proposed scheduler enforces this condition with the devised order for TestTable and maintaining the resource busy until all the test programs in ShareResource are executed. The latter in particular avoids the alternated execution mentioned above, that causes the oscillations present in the scheduler DS3. Table IV reports the comparisons among the serial scheduler, the DS3 scheduler and the proposed selfish scheduler when executing the STL with the original number of test programs in the ShareResource set (namely 13).

As it can be observed by comparing the second and the fourth column of Table IV, the proposed solution reduces considerably the execution time of about 33% and 35% (for the dual-core and triple-core scenarios respectively). This is significant, since especially in the triple-core scenario the execution time improves with respect to DS3 of about the 14% and it is comparable with a serial execution but in a dual-core scenario. It is worth noting that the order of the self-test procedures within ShareResource is now irrelevant: the test programs within ShareResource are executed as an unique block.

Clearly, having multiple copies of the STL in the code memory would be beneficial for any multi-core scheduler. However, this is normally not possible when dealing with in-field test of embedded systems since this means a flash memory occupation two to three times higher than in a single-core scenario. As an example, considering the STL under analysis, the single-core version of the library occupies 429 Kbytes while the triple-core version is 489 Kbytes. Therefore, having independent copies of the single-core version is not acceptable since it leads to an excessive memory usage. On the other hand, the overhead from a timing point of view of the proposed scheduler is also modest, since it accounts for about 0.5 ms.

Table V summarizes the main characteristics of the proposed scheduler from a timing and memory footprint viewpoint for the triple-core scenario (being the worst possible in the considered case study). The reader should note that the execution time reported for the Triple-core STL is derived in a single-core scenario to show the overhead due to the decentralized scheduler structure, only.

The same experiments performed with DS3 were repeated and the results are shown in Figure 5 and 6 for the dual and triple-core scenario, respectively. The behavior illustrated in Figure 5 and 6 is now much more predictable compared to the charts depicted in Figure 3 and 4. Furthermore, it can be seen that the execution time in the dual-core scenario (Figure 5) is always lower than the serial execution, unlike the behavior of DS3 (Figure 3). It is important to note that in the triple-core scenario (Figure 6), the orange line after 21 self-test procedures in ShareResource crosses the red line. In more practical terms, it means that the execution time of the decentralized scheduler exceeded the serial scheduler. However, this represents an exaggerated case since the added test programs have a duration between 23,000 and 10,000 clock cycles. The reader should note that this is quite unrealistic in practical applications.

In order to assess the maximum achievable performances of the proposed scheduler, a further set of experiments focused on increasing the size of the ShareResource set, including progressively self-test procedures from TestTable not present originally in ShareResource. As in the experiments described in Figure 3, 4, 5 and 6, the self-test procedures were included starting from the shortest ones (in terms of duration) to the longest ones. However, the substantial difference with respect to the previous experiments is the fact that the aim is to increase the size of the ShareResource set as much as possible, well beyond the 25 self-test procedures of the aforementioned experiments. Figure 7 depicts the results of the experiments for two and three cores.
Fig. 6. The proposed scheduler execution time (y-axis) at 16MHz when increasing the number (x-axis) of self-test procedures in the ShareResource set in a triple-core scenario.

Fig. 7. The proposed scheduler execution time (y-axis) at 16MHz when increasing the duration (x-axis) of the ShareResource set. The blue and red dotted lines represent the serial scheduler for dual-core and triple-core scenarios, respectively.

For sake of generality, it is more convenient to express the results of Figure 7 using as x-axis the percent ratio between the duration of the ShareResource set and the total duration of the boot-time tests. It is important to underline that, in the considered STL, the tests labeled as boot-time are 70 out of 104. Therefore, 70 is also the maximum number of tests that can be included in the ShareResource set since the remaining 34 are run-time tests that are always present and by definition cannot be included in the ShareResource set. Figure 7 shows that up to a duration equal to 67% of the total duration of the boot-time tests, the execution time of the proposed decentralized scheduler is lower compared to a serial scheduler (for both dual-core and triple-core scenarios). It is noteworthy that a 67% figure corresponds to include in the ShareResource set 65 out of 70 self-test procedures. This means that it was possible to execute the vast majority of the test programs that can be labeled as boot-time tests. For completeness, the measurements corresponding to 90% and 100% of the boot-time duration were also gathered. In this case the execution time exceeded the one of the serial scheduler, since the last 5 test programs are the longest that can be included (each one requiring more than 15,000 clock cycles to execute). However, it is uncommon having such long programs accessing the system RAM for testing purposes. Typically, only few test programs require a shared portion of the system RAM for test purposes. Therefore, when considering a reasonable percent ratio of duration of the ShareResource set (namely 30-50%), the performances of the proposed decentralized scheduler are always superior compared to a serial scheduler.

By comparing the results shown in Figure 5, 6 and 7 it can be observed that as the size of the ShareResource set increases, the execution time of the decentralized scheduler degrades faster in a triple-core scenario than in the dual-core. This depends mainly from the fact that three active processors generate considerably more activity in the system bus than two processors. Moreover, as shown in Figure 2, in the considered architecture two processor cores (labeled as A and B) share the same cross bar (XBAR_2) while core C has a dedicated cross bar (XBAR_1). Therefore, it is inevitable that when all the three processors are active, the performances degrade faster since there are more conflicts on the same bus (not present when only two processors are active).

Finally, according to the development flow presented in [16], test programs are independently developed and then fault graded. Their cumulative effect is later considered for computing the final fault coverage figures. As it is extensively discussed in the above-mentioned paper, adopting the described development flow reduces the computational effort during the fault simulation process. Furthermore, another positive side effect stems from the fact that the computed fault coverage does not depend on the actual test program order. In particular, as long as the boot-time tests are not interrupted during their execution, the fault coverage is not altered. Therefore, since the proposed decentralized scheduler does not preempt the self-test procedures, the fault coverage is not altered.

VI. CONCLUSION

To the best of our knowledge, this paper describes for the first time a decentralized software scheduler for the concurrent execution of boot-time self-test procedures in a multi-core scenario targeting safety-critical applications. The proposed scheduler is based on a set of local schedulers, interacting each others by means of shared variables (i.e., a mutex). The benefits stemming from the adoption of the proposed scheduler are:

- **Maximum test concurrency**: local schedulers always try to execute other self-test procedures while the shared resource is busy.
- **Minimum system resource usage**: the proposed scheduler does not require having multiple copies of the STL.
code in memory, nor different portions of the system RAM to be reserved for test purposes. Therefore, as the experiments confirmed, the overhead with respect to a single-core version of the STL is minimal.

- **Deterministic execution time:** when increasing (or decreasing) the number of test programs that cannot be executed concurrently, the execution time degrades (or improves) in a predictable manner (unlike other decentralized schedulers analyzed in the experimental section).
- **The fault coverage of the STL is not altered:** the test programs structure is not modified, nor the instructions stream (there is not preemption).
- **Full compliance** with the industrial STL development flow.

Since from the experimental results it emerged that the performances tend to degrade faster in a triple-core scenario, we are currently exploring different solutions for further improving the performances of the proposed decentralized scheduler in a scenario with three or more cores. Furthermore, we are also investigating the capability (and the related performances) of the proposed scheduler to handle different STLs, as in the case in which the SoC embeds processor cores of different types.
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