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The first measurement of dielectron (\( e^+e^- \)) production in central (0–10\%) Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) at the LHC is presented. The dielectron invariant-mass spectrum is compared to the expected contributions from hadron decays in the invariant-mass range \( 0 < m_{ee} < 3.5 \text{ GeV}/c^2 \). The ratio of data and the cocktail of hadronic contributions without vacuum \( \rho^0 \) is measured in the invariant-mass range \( 0.15 < m_{ee} < 0.7 \text{ GeV}/c^2 \), where an excess of dielectrons is observed in other experiments, and its value is \( 1.40 \pm 0.28 \) (stat.) \( \pm 0.08 \) (syst.) \( \pm 0.27 \) (cocktail). The dielectron spectrum measured in the invariant mass range \( 0 < m_{ee} < 1 \text{ GeV}/c^2 \) is consistent with the predictions from two theoretical model calculations that include thermal dielectron production from both partonic and hadronic phases with in-medium broadened \( \rho^0 \) meson. The fraction of direct virtual photons over inclusive virtual photons is extracted for dielectron pairs with invariant mass \( 0.1 < m_{ee} < 0.3 \text{ GeV}/c^2 \) and in the transverse-momentum intervals \( 1 < p_{T,ee} < 2 \text{ GeV}/c \) and \( 2 < p_{T,ee} < 4 \text{ GeV}/c \). The measured fraction of virtual direct photons is consistent with the measurement of real direct photons by ALICE and with the expectations from previous dielectron measurements at RHIC within the experimental uncertainties.
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I. INTRODUCTION

The primary goal of studying ultrarelativistic heavy-ion collisions is to investigate the properties of the quark–gluon plasma (QGP), a phase of matter created at extreme conditions of high temperature and energy density in which quarks and gluons are deconfined [1,2].

The space–time evolution of the collisions can be described by relativistic viscous hydrodynamics [3] and hadronic transport models, which provide theoretical descriptions of the system in the partonic and hadronic phases, respectively, taking into account many-body properties of quantum-chromodynamics (QCD). Photons and dileptons, i.e., lepton–antilepton pairs produced by internal conversion of virtual photons, are unique tools to study the space–time evolution of the hot and dense matter created in ultrarelativistic heavy-ion collisions. These electromagnetic probes are produced continuously by a variety of sources during the entire history of the collision and they traverse the medium with negligible final state interaction, thus carrying undistorted information on their production source [4].

Photons emitted by the thermal system, both in the partonic and in the hadronic phases, and those produced in the initial hard parton-parton scattering are referred to as direct photons. Thermal radiation carries information on the average temperature of the system, while photons from the initial scattering provide a test for perturbative QCD (pQCD) calculations. The largest background contribution to the direct photon measurements is represented by photons originating from hadron decays in the late stages of the collision. This physical background is usually described by the so-called “hadronic cocktail,” obtained from simulations which incorporate the description of detector effects. Hadrons are generated according to their measured relative abundances and their decays are simulated based on the measured branching ratios [5]. Their momentum distributions are parametrized from the measured spectra or obtained using \( m_T \)-scaling starting from some reference distribution when the measurement is not available.

One of the main motivations of measuring direct photons is to study the different contributions of the direct photon spectrum, with particular interest to its thermal component, which dominates the spectrum in the low-\( p_T \) region (\( p_T \lesssim 3 \text{ GeV}/c \)).

The direct photon measurements in Au–Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) at RHIC [6–8] and in Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) at the LHC [9] indicate a dominant contribution from early stages at high temperatures. This is in contradiction with the large direct-photon elliptic flow, measured by PHENIX at RHIC [10] and by ALICE at the LHC [11], whose magnitude is comparable to the elliptic flow of all charged hadrons, suggesting a larger contribution from the late stages of the collisions. Theoretical model calculations based on relativistic hydrodynamics [12] fail in the simultaneous description of the direct photon spectrum and flow measured at RHIC, while a smaller tension is observed at the LHC. This “direct photon puzzle” is still under study at the present time.
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The study of real direct photons in the low-\(p_T\) region is challenging due to the large contribution of background photons originating from hadron decays. The dominant contribution is from \(\pi^0\) decays (about 90\%). The main advantage of dielectrons over real photons is that this contribution can be significantly reduced by measuring virtual direct photons in the invariant-mass range above the \(\pi^0\) mass. The fraction of virtual direct photons over inclusive virtual photons, measured in the kinematic range of quasireal virtual photons (\(p_{T,\text{ee}} \gg m_{\text{ee}}\)), is expected to be identical to that of real photons in the zero mass limit. Therefore, the measurement of direct \(e^+e^-\) pairs represents an independent and complementary measurement to that of real direct photons.

Different intervals of the dielectron invariant-mass spectrum are sensitive to different stages of the collision and their related physical processes.

The low-mass region of the dielectron spectrum \((m_{\text{ee}} < m_{\phi})\) contains contributions from low-mass vector meson decays and thermal radiation from partonic and hadronic phases. In this mass range, the dielectron production is largely mediated by the \(\rho^0\), \(\omega\), and \(\phi\) mesons. Among these, the \(\rho^0\) is the most relevant source, due to its strong coupling to the \(\pi^+\pi^-\) channel \((\pi^+\pi^- \rightarrow \rho^0 \rightarrow \gamma^* \rightarrow e^+e^-)\) and its lifetime of only 1.3 fm, making it subject to regeneration in the longer-lived hadronic gas phase. A significant broadening of the electromagnetic spectral function of the \(\rho^0\) meson in the hot hadron gas is produced as a consequence of many-body properties of hadron interactions in the hot hadron gas phase. These are connected to the partial chiral symmetry restoration which is expected at temperatures close to the phase boundary with pseudo-critical temperature \(T_{pc} = 154 \pm 9\) MeV [13–15].

The intermediate-mass region of the dielectron spectrum \((m_{\phi} < m_{\text{ee}} < m_{\psi})\) is sensitive to direct thermal radiation from the partonic phase (QGP) and to correlated semileptonic charm and beauty decays. In this mass range, the shape of the invariant-mass distribution gives information on the production mechanism of heavy quarks and on their angular correlations. The dielectrons in the high-mass region \((m_{\text{ee}} > m_{\psi})\) contain contributions from semileptonic heavy-flavor decays, heavy quarkonia, and Drell-Yan processes. Their initial production is described by perturbative QCD calculations and modified nuclear parton distribution functions and their final yield can be influenced by the presence of a deconfined state.

The interest in studying the dilepton continuum dates back to the 1970s, triggered by the experimental detection of the Drell-Yan process \((q\bar{q} \rightarrow \gamma^* \rightarrow e^+e^-)\) [16] and the discovery of the \(J/\psi\) [17,18]. The study of dielectrons was pioneered by the first generation of experiments at the CERN Super-Proton Synchrotron (SPS), which started its heavy-ion experimental program in 1986 using fixed target experiments. The Helios-2 and NA38 experiments found an indication for an anomalous dilepton excess [19], which was then confirmed by the second generation of SPS experiments. This experiment measured the dielectron spectra in different collision systems and center-of-mass energies. While the dielectron spectra measured in proton–nucleus collisions at \(E_{\text{lab}} = 450\) GeV were compatible with the known hadronic sources, the spectra measured in nucleus–nucleus collisions at \(E_{\text{lab}} = 200\) A GeV showed a clear excess in the dielectron production compared to the expected contributions from hadronic sources, especially in the low-mass region, below the \(\rho^0\) mass [20]. The role of the \(\rho^0\) meson as a mediator in the processes which produce thermal dileptons in the hot hadronic gas had already been highlighted a few years before and most of the theoretical models predicted an enhancement of the \(\rho^0\), due to regeneration via \(\pi^+\pi^- \rightarrow \rho^0\), but no in-medium effects. Theoretical models used to describe CERES data indicated two possible scenarios: a dropping of the \(\rho^0\) pole mass or a broadening of its width [21–23]. Unfortunately, the mass resolution and statistical precision of the first CERES data did not provide a clear discrimination between these two possible scenarios, which both fitted the data similarly well.

An enhanced dilepton production was also observed in the intermediate-mass region by Helios-3 for S–W with respect to p–W collisions at \(E_{\text{lab}} = 200\) A GeV [24,25]. Theoretical arguments based on enhanced open-charm production and thermal radiation from the partonic phase were used to explain the excess, while experimentally this remained an open question. The answers to the aforementioned ambiguities and unsolved questions came with NA60, a third-generation SPS experiment, specifically designed and built for dilepton measurements. NA60 measured the dimuon invariant-mass spectrum in In–In collisions at \(E_{\text{lab}} = 158\) A GeV [26,27]. The mass resolution and the statistical precision of the measurement allowed for a detailed analysis of the \(\rho^0\) spectral function leading to a clear conclusion regarding the origin of the excess observed in the low-mass region: the vacuum \(\rho^0\) and the scenario based on the mass shift were ruled out, while the \(\rho^0\)-broadening was confirmed. The ambiguity of the first CERES data regarding the origin of the low-mass excess was solved with the new data in Pb–Au collisions at \(E_{\text{lab}} = 158\) A GeV after the TPC upgrade [28]. Despite the fact that the calculations for both spectral functions described the enhancement reasonably well for masses below 0.7 GeV/c\(^2\), in the mass region between the \(\rho^0\) and the \(\phi\), the data clearly favored the broadening scenario over the dropping mass scenario, confirming the NA60 results.

The capability of the NA60 experiment to distinguish prompt muons, originating from the interaction vertex, and decay muons, coming from displaced vertices, allowed them to clearly establish the absence of any charm enhancement in the intermediate-mass region. The excess of dileptons previously seen in the intermediate-mass region, and confirmed by NA60, was solely attributed to prompt dimuons. The origin of this excess of prompt dilepton radiation dominating the intermediate-mass region of the dielectron spectrum was also investigated by studying the inverse slope parameter \(T_{\text{eff}}\) of the dimuon \(p_T\) spectrum as a function of mass [29]. This study was the first indication that dilepton radiation in the intermediate-mass region originates from the partonic phase [30,31].

The dilepton experimental program has been continued at higher energies at the Relativistic Heavy-Ion Collider (RHIC) by PHENIX and STAR. The first dielectron measurement in Au–Au collisions at a center-of-mass energy per nucleon
pair $\sqrt{s_{NN}} = 200$ GeV reported by PHENIX showed a very large excess in the low-mass region compared to the hadronic cocktail [32]. All models that successfully reproduced the SPS results failed to explain the PHENIX data [32,33]. Later, the STAR Collaboration also measured the dielectron invariant-mass spectrum in Au–Au collisions at $\sqrt{s_{NN}} = 200$ GeV [34]. The enhancement observed by STAR in the low-mass region is much smaller compared to PHENIX, and it is compatible with models that involve the broadening of the $\rho^0$ meson [34]. The inconsistency in the measurements of the low-mass excess between PHENIX and STAR has been solved with the new data from PHENIX, collected in 2010 after the installation of the Hadron Blind Detector (HBD) [35]. The large excess seen in the 2004 data was not confirmed, and the measured enhancement in the low-mass region is now consistent with the STAR measurement, and with models predicting the $\rho^0$ broadening.

The study of the dielectron spectrum in Pb–Pb collisions at the Large Hadron Collider (LHC), delivering higher collision energies, is interesting to further investigate the $\rho^0$ broadening effect near the phase transition to chiral symmetry restoration. Moreover, the study of the thermal dielectrons provides information on the temperature of the system created at unprecedented center-of-mass energies contributing to the characterization of its thermodynamic properties. The system created in Pb–Pb collisions at LHC energies has vanishing baryon chemical potential and hence the thermal component of the dielectron spectrum, including the effects of $\rho^0$ broadening, can be calculated using a lattice-QCD inspired approach based on a equation of state. The dielectron measurement at the LHC energies is extremely challenging due to the very small signal-to-background ratio, that is of the order of $10^{-3}$ in the low-mass region, which requires very high precision in the estimate of the combinatorial background and a detailed knowledge of the hadronic contributions to the dielectron spectrum.

In this paper, the first measurement of dielectron production in central (0–10%) Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV with ALICE at the LHC is reported. The data used in this analysis were recorded during the LHC heavy-ion run in the year 2011.

The paper is organized as follows. Section II contains a brief description of the ALICE apparatus. Section III illustrates the analysis techniques, including the particle-identification methods, the photon-conversion rejection techniques, the background description and signal extraction. Section IV presents the results on dielectron production yields within the ALICE acceptance and the comparison of the measured spectrum to the expectations from known hadronic sources and theoretical calculations. Section V presents our summary and outlook.

II. THE ALICE APPARATUS

ALICE (a large ion collider experiment) is a detector system at the LHC specifically dedicated to the study of heavy-ion collisions. The characteristics of the ALICE apparatus are described in detail in Ref. [36]. Electrons are measured in the ALICE central barrel using the inner tracking system (ITS) [37,38], the time projection chamber (TPC) [39] and the time-of-flight (TOF) [40] system. The central barrel detectors are located within a large solenoidal magnet, providing a field $B = 0.5$ T parallel to the beam line (z axis of the ALICE reference frame). The collision centrality is estimated using the measured charged-particle multiplicity in two scintillator hodoscopes (V0-A and V0-C detectors), covering the pseudorapidity regions $-3.7 < \eta < -1.7$ and $2.8 < \eta < 5.1$. [41,42]. The centrality is defined in terms of percentiles of the total hadronic cross section [43].

The ITS consists of six cylindrical layers of silicon detectors, concentric and coaxial to the beam pipe, with a total pseudorapidity coverage $|\eta| < 1.2$. Three different technologies are used for this detector: the two innermost layers consist of silicon pixel detectors (SPD), the two central layers of silicon drift detectors (SDD) and the two outermost layers of double-sided silicon strip detectors (SSD). The detector radii range from 3.9 cm for the innermost layer up to 43 cm for the outermost layer. The ITS is used in the determination of the primary and secondary vertices, and in the track reconstruction in the vicinity of the collision point. The last four layers of the ITS detector have particle-identification capabilities, via specific energy loss ($dE/dx$) measurements in the silicon detectors, which are complementary to the Particle IDentification (PID) signals from other detectors. The TPC is the main tracking device in the ALICE central barrel, with a pseudorapidity coverage $|\eta| < 0.9$. It is used for track finding and reconstruction, charged-particle momentum measurement via their curvature radius in the magnetic field and for particle identification via the measurement of the particle’s specific energy loss in the TPC gas. The TPC is cylindrical in shape, coaxial with the beam pipe, with an active gas volume ranging from about 85 cm to 250 cm in the radial direction, and a length of 510 cm in the beam direction. The TPC volume is divided into two symmetric parts by a thin high-voltage electrode at 100 kV, parallel to and equidistant from the two endcaps, which is used to create a highly uniform electrostatic field in the two drift regions of $\sim 250$ cm length inside the field cage. The gas mixture used, 90% Ne and 10% CO$_2$, is characterized by low diffusion, low-Z, and large ion mobility. These requirements are needed for a good momentum and PID resolution, and to guarantee the highest possible data acquisition rate. The TOF detector is made of multigap resistive plate chambers (MRPC), with a pseudorapidity coverage $|\eta| < 0.9$ and a time resolution of $\sim 80$ ps. This detector is arranged in a modular structure with 18 blocks in azimuthal angle matching the TPC sectors. It has a cylindrical shape, covering polar angles between 45 degrees and 135 degrees over the full azimuth. This detector is used in the electron identification. The determination of the event collision time needed to perform particle identification with the time-of-flight method can be provided on an event-by-event basis by the TOF detector itself or by the T0 detector [41]. The latter consists of two arrays of Cherenkov counters (TOC and T0A) positioned around the beam pipe, on both sides of the nominal interaction point. When both measurements of the start time are available, their weighted mean is used [44].
III. DATA ANALYSIS

A. Data sample, event, and track selection

The data sample used in this analysis was recorded with ALICE in 2011 during the LHC Pb–Pb run at \( \sqrt{s_{NN}} = 2.76 \) TeV using a trigger on central collisions requiring a minimum number of charged tracks measured in the V0-A and V0-C detectors [41]. The measured multiplicity in the V0 detectors is also used for the offline selection of the centrality interval 0–10%. Two opposite magnetic field polarities were applied during the data taking and analysed separately due to geometrical asymmetries of the experimental apparatus (see Sec. III.D). The pile-up from beam-gas interactions, collisions with de-bunched ions or with mechanical structures of the machine is reduced to a negligible level by rejecting events with multiple vertices identified with the SPD. To keep the conditions of the detectors as uniform as possible, avoid edge effects and reject residual parasitic collisions, the coordinate of the primary vertex along the beam axis is required to be within 10 cm from the nominal interaction point of ALICE. The total number of events collected for the centrality class 0–10% is approximately 20 million.

Primary track candidates with transverse momentum \( 0.4 < p_T < 5 \) GeV/c and \( |\eta| < 0.8 \) are selected from the reconstructed tracks in the ITS and TPC by applying some quality requirements. More specifically, tracks are required to have a minimum number of reconstructed space points in the TPC \( (N_{TPC}^{ITS} > 70) \) and in the ITS \( (N_{ITS}^{ITS} > 4) \), with one in the first SPD layer. The latter requirement is used to suppress the contribution of electrons from photon conversion in the detector material produced at radial distances larger than that of the first ITS layer. A minimum quality of the track fit is also required, expressed by \( \chi^2/ndf < 4 \) and a ratio of the number of reconstructed TPC clusters over the number of findable TPC clusters (accounting for track length, spatial location, and momentum) larger than 60%. The contribution from secondary tracks is reduced using the distance of closest approach (DCA) to the primary vertex. A parametrized \( p_T \)-dependent selection is applied to the transverse distance of closest approach: \( \text{DCA}_{y,z}^{max}(p_T) = 0.005 + 0.01/p_T^3 \) cm, with \( p_T \) in GeV/c. The longitudinal DCA is required to be smaller than 0.1 cm. Only tracks with an associated hit in the TOF are accepted to exploit its particle-identification capabilities. The TOF radial distance and the ALICE magnetic field determine a minimum \( p_T \) of approximately 0.3 GeV/c. The lower threshold on \( p_T \) is set to a higher value \( (p_T > 0.4 \text{ GeV/c}) \) due to the large inefficiency of the TOF and to the very low TPC–TOF matching efficiency for \( p_T \) close to 0.3 GeV/c [45].

B. Electron identification and hadron contamination

The particle-identification methods used in ALICE are illustrated in detail in Ref. [45]. To identify electrons, the transverse-momentum of the particles is required to be consistent within \( 3\sigma_{\text{TOF}} \) with the expected value for the electron mass hypothesis, where \( \sigma_{\text{TOF}} \) is the PID resolution of the TOF detector. After this preselection, the specific energy loss measurements in the TPC and in the ITS are used for the selection of the electron candidates. In the TPC, the measured \( dE/dx \) is required to be within an asymmetric range around the expected value for electrons: the upper limit is set at \( 3\sigma_{\text{TPC}} \), while a momentum-dependent lower limit is applied, parametrized as \(-3\sigma_{\text{TPC}} \times \exp(-p)\), where \( p \) (GeV/c) is the track momentum at the primary vertex. The latter is chosen due to the increasing overlap between the pion and electron bands at higher momenta. To improve the hadron rejection capabilities at low momentum, tracks are required to have a measured \( dE/dx \) in the ITS in the range \([-3\sigma_{\text{ITS}}, 1\sigma_{\text{ITS}}]\) around the expected value for electrons, \( \sigma_{\text{ITS}} \) the \( dE/dx \) resolution of the ITS. The electron purity, defined as the fraction of electrons in the selected track sample, is estimated as a function of track momentum using a multiple skewed Gaussian fit of the TPC signal, after the selection of the electron candidates in the ITS and TOF. The skewed gaussian distribution is defined by \( 2g(x)\Phi(ax) \), where \( g(x) \) is the Gaussian function and \( \Phi(x) = 0.5(1 + \text{erf}(x/\sqrt{2})) \). The skewness \( a \) is a free parameter of the fit, which varies for different particle species. The difference between the measured \( dE/dx \) in the TPC and the expected value for electrons, in units of \( \sigma_{\text{TPC}} \), for the momentum interval \( 0.5 < p < 0.6 \) GeV/c is shown in Fig. 1(a).

The electron purity, shown as a function of the track momentum in Fig. 1(b), is estimated in each momentum interval by extracting the residual fraction of hadrons within the selected region. The overall purity is better than 90% for low momenta \( (p \lesssim 1.2 \text{ GeV/c}) \) and better than 85% at high momenta, except for the momentum interval \( 4 < p < 5 \) GeV/c where the purity is approximately 87%.

The impact of hadron contamination on the dielectron invariant-mass spectrum is studied using Monte Carlo (MC) simulations of central Pb–Pb events based on the HIJING generator [46]. The contribution of ‘contaminated pairs’ is given by the invariant-mass spectrum of correlated electron-hadron and hadron-hadron pairs, where hadrons are wrongly identified as electrons.

We consider as correlated pairs oppositely charged particles produced in the decay of the same resonance or pairs from correlated \( \eta \) and \( b\bar{b} \) decays. In this MC study, the same level of hadron contamination estimated in data is reproduced in the simulation. This is done by randomly adding hadrons to a pure sample of electrons such that the hadron-to-electron ratio reproduces the same ratio estimated in real data, in each momentum interval, and for each hadron species. The input transverse-momentum distributions of dielectron sources in the MC simulation are corrected, using \( p_T \)-dependent weights obtained from the measured spectra [47–50], to have the same relative particle abundances as in data. The invariant-mass distribution of correlated electron-hadron and hadron-hadron pairs is shown in Fig. 2 in comparison with the invariant-mass spectrum of all pairs (dielectron signal pairs and “contaminated” pairs) obtained from the simulation. The relative contribution of hadron contamination to the dielectron invariant-mass spectrum is maximum in the low-mass region \( (0.2 < m_{ee} < 0.7 \text{ GeV/c}^2) \) with a peak around \( m_{ee} = 0.5 \text{ GeV/c}^2 \) and it decreases at high mass to less than 1%. The maximum value is less than 1.5% for the \( p_T,ee \)-integrated spectrum, less than 1% for \( 1 < p_T,ee < 2 \) GeV/c and less than 4% for \( 2 < p_T,ee < 4 \) GeV/c. The estimated
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FIG. 1. (a) Distributions of the difference between the measured $dE/dx$ in the TPC and the expected average value for electrons (in units of $\sigma_{TPC}$) after the selection of the electron candidates in the TOF ($|\eta_{TOF}(e)| < 3$) and in the ITS ($-5 < \eta_{ITS}(e) < 1$). (b) Electron purity as a function of the track momentum ($p$) estimated from the multiple skewed Gaussian fit.

C. Conversion rejection methods

The largest contribution to the combinatorial background, originating from the sequential pairings between oppositely charged dielectron pairs (see Sec. III D), is given by conversion electrons. These are more than 70% of all electrons in the selected track sample. Since the signal-to-background ratio is of the order of $10^{-3}$–$10^{-2}$ in the low-mass region ($0.2 < m_{ee} < 1 \text{ GeV}/c^2$), the suppression of the largest background contributor is a crucial aspect for the dielectron measurement. Two methods for rejecting electrons from photon conversion in the detector material are applied. A single-track conversion rejection is complemented by a pair-rejection method which exploits the orientation of the plane spanned by the electron-positron pair produced by a photon conversion with respect to the magnetic field.

Conversion rejection on a single-track level is based on the properties of the track reconstruction algorithm. All tracks are propagated down to the point of closest approach to the primary vertex. In the case of secondary tracks, this inward propagation results in wrong cluster associations in the ITS causing some distortions in the reconstructed track and in the measured momentum. Secondary tracks have shared clusters in the ITS with other primary tracks. The average fraction of shared clusters for secondary tracks increases for larger distances between the true production vertex of conversion electrons and the primary vertex, as shown in Fig. 3. A maximum 40% fraction of shared clusters in the ITS is allowed for all reconstructed tracks. This requirement represents the best compromise between the maximization of the photon conversion rejection and the minimization of signal loss. The single-track rejection method, which includes the requirement on the maximum fraction of shared ITS clusters, the requirement of having a cluster in the first ITS layer and the selection of tracks based on their DCA (see Sec. III A), is very efficient in rejecting single electrons from conversion in the case of a non-reconstructed partner. A large suppression of conversions is achieved by this technique, amounting to about 80% (60%)

FIG. 2. Invariant-mass distribution of correlated electron-hadron and hadron-hadron pairs, where hadrons are wrongly identified as electrons, in comparison with the invariant-mass spectrum of all pairs (dielectron signal pairs and ‘contaminated’ pairs) obtained from MC simulations. In the bottom panel, the ratio between the invariant-mass spectrum of electron-hadron and hadron-hadron pairs to that of all pairs is shown. Boxes represent the systematic uncertainties on the hadron contamination.
The regions used to select the conversion pair candidates are indicated by the red boxes.

at low (high) $p_{T,e}$, with a loss of signal tracks of around 15% approximately constant with $p_{T,e}$ [Fig. 5(b)].

In the pair rejection method, electron candidates from photon conversions are tagged and rejected from the track sample if combined with any other electron they fulfill a tagging criterion, thus preventing them from contributing to the combinatorial background. Electron-positron pairs produced by photon conversion in the material have zero mass (neglecting the recoil momentum of the nucleus involved in the process) and, as a consequence, no intrinsic opening angle. The expected orientation of the opening angle of a conversion pair is given by

$$\vec{w}_{\text{meas}} = \vec{p} \times \vec{z},$$

where $\vec{p} = \vec{p}_1 + \vec{p}_2$ is the total momentum of the $e^+e^-$ pair, and $\vec{z}$ is the direction of the magnetic field (the $z$ axis). The measured orientation of the opening angle is given by

$$\vec{w}_{\text{meas}} = \vec{p} \times \vec{u},$$

where $\vec{u}$ is a unit vector perpendicular to the plane defined by the electron-positron pair ($\vec{u} = (\vec{p}_1 \times \vec{p}_2)/|\vec{p}_1 \times \vec{p}_2|$). A discriminating variable to identify conversion electrons is the angle ($\psi_V$) between the expected and measured orientation of their opening angle:

$$\cos(\psi_V) = \vec{w}_{\text{exp}} \cdot \vec{w}_{\text{meas}}.$$  \hspace{1cm} (3)

Conversion pairs should have $\psi_V = 0$ or $\psi_V = \pi$, depending on the charge ordering of the two particles, while no preferred value exists for electrons originating from other sources. The $\psi_V$ distribution for $e^+e^-$ pairs originating from the main dielectron sources, obtained from MC simulations, is shown in Fig. 4(a).

The tagging criterion for the rejection of conversion electrons is defined by $5 < m_{ee} < 15$ MeV/c$^2$, and $0^\circ < \psi_V < 40^\circ$ or $140^\circ < \psi_V < 180^\circ$. The correlation between $\psi_{V}$ and $m_{ee}$ for electron-positron pairs produced by photon conversion in the material after they have passed the single-track rejection is shown in Fig. 4(b). The regions used for tagging the conversion candidates are also indicated. This background rejection method, in combination with the single-track rejection method, results in a rejection efficiency of conversion electrons from 90% to 80% going from low to high $p_{T,e}$, and a maximum rejection probability of signal tracks of 40% as estimated from simulations, as shown in Fig. 5.
The residual contribution from conversion electrons, estimated from MC simulations, is maximum for $m_{ee} < 20$ MeV/c$^2$ and it is negligible (less than 1%) at higher masses, as shown in Fig. 6. The maximum values are smaller than 4% for the $p_{T,ee}$-integrated spectrum, smaller than 3.5% and 9% for $1 < p_{T,ee} < 2$ GeV/c and $2 < p_{T,ee} < 4$ GeV/c, respectively. To correct for the residual conversion contribution, the dielectron invariant-mass spectrum is scaled by the factor $F = 1 - (\gamma \rightarrow e^+ e^-)/(\text{inclusive } e^+ e^-)$ (see the right panel of Fig. 6 for the ratio $\gamma \rightarrow e^+ e^-$/inclusive $e^+ e^-)$.

The results for the negative field polarity are shown for illustration, with similar results for the positive field polarity.

The relative contribution from conversion $e^+ e^-$ pairs to the dielectron invariant-mass spectrum is significant up to $m_{ee} = 0.1$ GeV/c$^2$ if no conversion rejection is applied. The residual contribution in the mass range $m_{ee} < 20$ MeV/c$^2$ is due to conversions occurring in the beam pipe and in the first layer of the ITS, which cannot be removed using the rejection techniques presented above.

D. Background description and signal extraction

The combinatorial background is described using the invariant-mass distribution of like-sign dielectron pairs. This is given by the geometric mean of positive and negative like-sign pairs multiplied by two:

$$B = 2\sqrt{[dN/dm_{ee}]_{++} \cdot [dN/dm_{ee}]_{--}}.$$  \hspace{1cm} (4)

This distribution describes both the uncorrelated and correlated background. The former arises from uncorrelated electron-positron pairs, while the latter originates from kinematically correlated pairs, such as “cross pairs” from double Dalitz decays and electron-positron pairs produced in the decays of different hadrons inside the same jets or in back-to-back jets. A small charge asymmetry is observed, manifested in small distortions in the momentum, $\eta$ and $\phi$ distributions of oppositely-charged particles and a small excess of particles with a given charge. This asymmetry originates from detector geometric inhomogeneities mainly due to the partial
installation of the transition radiation detector (TRD), with 13 of 18 modules in operation, and to some damaged pixels of the SPD which created gaps in its azimuthal coverage. The TRD, which is placed between the TPC and the TOF detectors, is not used in this analysis. However, it affects the detector acceptance and the TPC-TOF track matching since electrons passing through the TRD material have a larger probability to be absorbed or deflected compared to electrons passing through the gaps. These geometrical effects create different acceptances for opposite-sign and like-sign dielectron pairs, requiring an acceptance correction for the latter before it could be used as background estimator. The acceptance correction, the so-called $R$-factor, is defined as the ratio between unlike-sign and like-sign dielectrons from mixed events:

$$R = \frac{[dN/dm_{ee}]_{\text{mix}}^{+\text{−}}}{2 \cdot \sqrt{[dN/dm_{ee}]_{\text{mix}}^{+\text{+}} \cdot [dN/dm_{ee}]_{\text{mix}}^{−\text{−}}}}. \tag{5}$$

In the event mixing procedure, events with similar global properties are grouped together sorting them based on the $z$ coordinate of the vertex and the centrality of the collision. The borders of intervals used to sort the events in the mixing procedure are indicated in Table I.

The invariant-mass spectrum of signal dielectron pairs is obtained by subtracting the combinatorial background estimated from the $R \times$ like-sign spectrum from the unlike-sign spectrum. The invariant-mass spectra of unlike-sign, $R \times$ like-sign and signal dielectron pairs are shown in Fig. 7(a), while the $R$-factor is shown in Fig. 7(b). The effects of charge asymmetry on oppositely charged particles are reversed for different magnetic field orientations. This is reflected in the different shapes of the acceptance correction factor which are smaller than about 2%.

The signal-to-background ratio of the dielectron spectrum as a function of the invariant mass, shown in Fig. 8 for the $p_{T,ee}$-integrated spectrum, is a factor approximately 2 larger compared to the case where no conversion rejection is applied.

### E. Pair reconstruction efficiency

The pair reconstruction efficiency is calculated as the ratio between the invariant-mass distributions of reconstructed and generated dielectron signal pairs in the simulation. The reconstructed momentum of electrons is affected by the finite momentum resolution of the detector, the tracking procedure, and the energy loss by bremsstrahlung in the detector material. These effects are described in the simulation of the interactions between generated particles and the experimental

<table>
<thead>
<tr>
<th>Centrality (%)</th>
<th>$z$ coordinate of the vertex (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 2.5, 5, 7.5, 10]</td>
<td>[−10, −6, −2, 2, 6, 10]</td>
</tr>
</tbody>
</table>

FIG. 7. (a) Invariant-mass distributions of unlike-sign (black), like-sign (red), and signal (blue) dielectron pairs. (b) Acceptance correction factor ($R$ factor) for both magnetic field orientations. Only statistical uncertainties are shown.

FIG. 8. Signal-to-background ratio of the dielectron measurement as a function of the invariant mass for the negative magnetic field polarity. Similar values are obtained for the positive magnetic field configuration.
apparatus, modeled by GEANT3 [51]. The detector effects are applied to transform the generated momentum of electrons $\vec{p}_{\text{gen}}$ into the corresponding ‘measurable’ momentum $\vec{p}_{\text{rec}}$, i.e., the momentum that would be measured by the detector. The latter is used to calculate the invariant mass of generated dielectron pairs in the denominator of the efficiency.

The procedure used in the electron’s momentum transformation, which is outlined in detail in Ref. [52], is based on the detector response matrices obtained from simulations which connect the components of the momentum vector of generated and reconstructed electrons. The detector behavior is fully described by four transformation matrices, one for $p_T$, one for the polar angle ($\theta$) and two for the azimuthal angle ($\phi$) of electrons and positrons.

The MC simulations used to calculate the pair reconstruction efficiency include dielectron sources produced by HIJING and an additional sample of dielectron sources injected into the simulated events. This injected sample includes $\pi^0$, $\eta$, $\eta'$, $\rho^0$, $\omega$, $\phi$, and $J/\psi$, forced to decay into dielectrons, produced in equal amounts with uniform $p_T$ distributions, and an enriched sample of heavy-flavor sources with forced semileptonic decay channel. The input $p_T$ distributions of dielectron sources are corrected using $p_T$-dependent weights, which include a correction factor to adjust their relative particle abundances according to measurements [47,48,50]. The $p_T$-differential cross section of neutral pions measured by ALICE [48] is used as a reference to modify the input spectrum of $\pi^0$, while the shapes of $p_T$ distributions of all other light-flavor mesons are obtained from $m_T$-scaling of the $\pi^0$ spectrum, replacing $p_T$ with $\sqrt{m^2 - m_c^2} + (p_T/c)^2$. For the enriched heavy-flavor sources, the input distributions are tuned using PYTHIA6 [53] (Perugia 2011 tune). The correlated semileptonic heavy-flavor decays produced by HIJING are used with unmodified input spectra. The latter choice is justified by the consistency between the shape of the invariant-mass distribution of dieelectrons from heavy-flavor decays generated by HIJING and PYTHIA6. The pair reconstruction efficiency includes a correction factor to account for the different random rejection probability, between data and MC simulations, of signal tracks in the photon conversion rejection method based on pair correlations (see Sec. III C). This correction factor is given by the ratio between the rejection probability of dielectron signal pairs embedded into real and simulated events. The reconstruction efficiency of dielectron signal pairs as a function of their invariant mass for different $p_T$ intervals is shown in Fig. 9.

F. Hadronic cocktail

The hadronic cocktail, obtained from simulations, contains the sum of the contributions to the dielectron spectrum originating from hadron decays. Similarly to the efficiency calculation, the $p_T$-spectrum of $\pi^0$ measured in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$TeV [48] is used as input parametrization to the MC simulation to generate the invariant-mass spectrum of dielectrons from $\pi^0$.Dalitz decays, while $m_T$-scaling is applied to generate the contributions of the remaining light-flavored mesons, except for the $\eta$. The contribution from the latter is estimated as the average of the spectra obtained using the parametrizations retrieved from the $\eta/\pi^0$ ratio as a function of $p_T$ measured in pp collisions at $\sqrt{s} = 7$TeV [49] and from the $K^\pm/\pi^\pm$ ratio measured in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$TeV [50], respectively. In the latter, kaons are used as proxy for the $\eta$, due to their similar masses. This parametrization of the $\eta$ spectrum is in agreement with the recently published $p_T$ spectrum measured by ALICE in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$TeV [54].

The contributions from semileptonic charm and beauty decays are obtained from PYTHIA6 (Perugia 2011 tune) for pp collisions at $\sqrt{s} = 2.76$TeV and scaled by the average number of binary collisions ($N_{\text{coll}}$) obtained from the MC Glauber model [55]. The invariant-mass distributions of dielectrons from charm and beauty decays obtained using PYTHIA6 are normalized using the cross sections $\sigma_{\text{ee}}$ and $\sigma_{\text{cG}}$ measured in pp collisions at $\sqrt{s} = 2.76$TeV [56,57]. The average branching ratios of 9.6% for the $c \rightarrow e$ decays [58] and of 21.5% for the $b \rightarrow c \rightarrow e$ decays [5] are used in the PYTHIA6 simulation. This approach, based on the $N_{\text{coll}}$ scaling, assumes no shadowing and no energy loss of charm and beauty quarks in the medium. An alternative method to obtain the charm contribution is also adopted, which is based on the randomization of the initial angular correlations of $c\bar{c}$ pairs to simulate their interactions with the medium [32]. More specifically, electrons and positrons are generated independently starting from the input $p_{T,e}$, $\eta$ and $\phi$ distributions of single electrons from charm decays produced by PYTHIA6 (Perugia 2011 tune), thus ignoring their initial correlations in the azimuthal angle and pseudorapidity. The comparison between data and the two cocktail versions using different approaches to estimate the charm contribution is illustrated in Fig. 12 below.

The $J/\psi$ contribution is generated in pp collisions and then scaled by $\langle N_{\text{coll}} \rangle$ and by the $R_{\text{Au}}$ measured in central (0–10%) Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$TeV by ALICE [59].
TABLE II. Relative systematic uncertainties in different mass ranges.

<table>
<thead>
<tr>
<th>Mass range (GeV/c^2)</th>
<th>Rel. syst. uncert. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 0.5]</td>
<td>7</td>
</tr>
<tr>
<td>[0.5, 2.8]</td>
<td>35</td>
</tr>
<tr>
<td>[2.8, 3.5]</td>
<td>15</td>
</tr>
</tbody>
</table>

G. Systematic uncertainties

The systematic uncertainties on the measured dielectron spectrum originate from tracking, particle identification, photon conversion rejection, hadron contamination and background subtraction. The former three contributions are mainly due to the non-perfect description of the detector and of real data by MC simulations that are used to calculate the pair reconstruction efficiency. The systematic uncertainty on hadron contamination is connected to the uncertainty in the purity estimation and to the uncertainty on the relative contribution of correlated electron-hadron and hadron-hadron pairs, where hadrons are wrongly identified as electrons (see Sec. III B). The systematic uncertainty on the background subtraction is related to the precision in the estimation of the combinatorial background. To estimate the magnitude of systematic uncertainties, the dielectron spectrum is studied by varying the parameters of the analysis used for the track selection, particle identification, and photon conversion rejection. Using different selection criteria, a variation of a factor larger than 10 in the pair reconstruction efficiency and of a factor larger than 2 in the S/B are obtained, respectively, such that also the uncertainties from the background subtraction are included. The dielectron spectra obtained for the different settings are corrected for the corresponding pair reconstruction efficiencies, obtained using the same settings in the simulation. The systematic uncertainties are calculated as the RMS of the spread of efficiency-corrected dielectron yields in which all contributions are considered together to take into account their correlations. To obtain better statistical precision and to minimize the interference between statistical and systematic uncertainties, the data points are grouped into three mass ranges: 0 < m_{ee} < 0.5 GeV/c^2, 0.5 < m_{ee} < 2.8 GeV/c^2, and 2.8 < m_{ee} < 3.5 GeV/c^2. The systematic uncertainties are found to be weakly dependent on p_T,ee and are estimated using the p_T,ee-integrated spectrum. The relative systematic uncertainties are calculated for each mass region and they are assigned to the data points in the corresponding mass ranges. The systematic uncertainty on the relative contribution of hadron contamination is assumed to be of the order of 50%, which results in a contribution of less than 1–2% on the dielectron spectra which is added in quadrature to the other contributions. Table II summarizes the systematic uncertainties in the different mass regions.

Regarding the systematic uncertainties on the hadronic cocktail, the upper and lower limits of the invariant-mass distributions of the light-flavor component are obtained by simulating the hadron decays using as input the parametrizations of neutral pions corresponding to the upper and lower limits of their systematic uncertainties. The systematic uncertainty on the heavy-flavor component of the hadronic cocktail is obtained by adding in quadrature the contributions on the cross sections c\bar{c} and b\bar{b}, that on the total inelastic cross section in pp collisions at √s = 2.76 TeV [60], that on (N_{coll}) and on the branching ratios of charm decays. The latter two contributions are 24% and 7%, respectively [5,58]. The systematic uncertainty on the J/ψ R_AA is also included.

IV. RESULTS

A. Cocktail comparison

The measurement of the dielectron invariant-mass spectrum is shown in Fig. 10 in comparison with the expected contributions from hadronic sources (hadronic cocktail). In the mass range 2.7 < m_{ee} < 2.8 GeV/c^2, where a negative dielectron yield is measured, an upper limit at 90% C.L. is set on the total inelastic cross section in pp collisions at √s = 2.76 TeV [60], that on (N_{coll}) and on the branching ratios of charm decays. The latter two contributions are 24% and 7%, respectively [5,58]. The systematic uncertainty on the J/ψ R_AA is also included.

The contribution to the dielectron spectrum from the ρ^{0} meson is expected to be modified due to its significant regeneration during the hadronic phase and the broadening of its mass shape. The ratio of data and the hadronic cocktail, excluding the contribution from the vacuum ρ^{0}, is calculated in the invariant-mass range 0.15 < m_{ee} < 0.7 GeV/c^2, where an excess of the dielectron yield is observed with respect to the cocktail of hadronic sources in other dilepton experiments,
and its value is $R = 1.40 \pm 0.28$ (stat) $\pm 0.08$ (syst) $\pm 0.27$ (cocktail). This ratio corresponds to a larger dielectron production with respect to the contribution from hadronic sources excluding the vacuum $\rho^0$ with a statistical significance of $(R - 1)/\Delta R = 1.41$, being $\Delta R$ the statistical uncertainty on the data-to-cocktail ratio. The limited sensitivity of the dielectron measurement in the low-mass region, due to the low number of events and to the small signal-to-background ratio in the invariant-mass range $0.15 < m_{ee} < 0.7$ GeV/$c^2$, prevents any analysis of a possible excess spectrum. We consider in the following in more detail the compatibility of the data with thermal radiation emission at the level that is expected from the theoretical model that described successfully the SPS and RHIC data [62,63].

**B. Thermal dielectrons**

The dielectron invariant-mass spectrum for $m_{ee} < 1$ GeV/$c^2$ is compared to the expectations from two theoretical model calculations that include thermal dielectrons from the partonic and hadronic phases. Both models predict a broadening of the $\rho^0$ electromagnetic spectral function as an effect of interactions in the hot hadron gas phase. This effect is directly connected to the partial restoration of chiral symmetry at high temperatures close to the phase boundary. In the first model, from R. Rapp [62,63], the thermal component is obtained from an expanding fireball model for central Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, corresponding to $\langle N_{ch}/d\chi \rangle = 1600$, using a lattice-QCD inspired approach with an equation of state for the QGP with critical temperature $T_c = 170$ MeV. The thermal emission rate of dielectrons from the hadronic phase is calculated based on the hadronic many-body theory with in-medium modified $\rho^0$ [62,63]. The same approach is used to describe RHIC and SPS data.

The second model from Song et al. [64] is based on the Parton-Hadron-String Dynamics (PHSD) transport approach. The contribution of thermal dielectrons from the partonic phase is calculated assuming that the degrees of freedom in the QGP are massive off-shell strongly interacting quasiparticles. In the hadronic phase, the dielectron production is calculated using in-medium modified electromagnetic spectral functions of low-mass vector mesons which change dynamically during the propagation through the medium and evolve towards on-shell spectral functions in the vacuum. Dielectrons from the decays of heavy quarks are also included, whose interactions with the medium are described using the Dynamical quasi-particle model (DQPM) [65,66].

The theoretical predictions are obtained using the “true” momentum of electrons, e.g., the momentum that is generated in the simulation, and the electrons are selected in the same kinematic region as in data $0.4 < p_{T,e} < 5$ GeV/$c$ and $|\eta_e| < 0.8$.

The measured dielectron spectrum is affected by the energy loss of electrons by bremsstrahlung in the interactions with the detector material. These effects produce a shift of the $p_{T,e}$ spectrum of electrons towards lower values. In real data, the number of electrons with a $p_{T,e}$ larger than the lower threshold is smaller compared to the ideal case in which electrons are not affected by energy loss. For a fair comparison with the data, a correction factor is applied to the theoretical predictions that would otherwise overestimate the data. The correction factor is calculated using a cocktail simulation. This is defined as the ratio between the invariant-mass spectra of dielectrons obtained using the measured and generated momenta. The kinematic range selection is applied on the corresponding measured and generated momenta, respectively. The correction factor is 0.9, approximately constant as a function of the invariant mass. A systematic uncertainty of 0.1 is assumed on this correction factor, i.e., 100% of the difference between the corrected theoretical calculation and that obtained using the generated momentum of electrons, which results in the uncertainty bands represented along the theory curves. The dielectron spectrum in the invariant-mass range $m_{ee} < 1$ GeV/$c^2$ is shown in comparison with the predictions from these two models in Fig. 11.

The contribution from the hadronic cocktail is slightly underestimated in the PHSD model for $m_{ee} > 0.8$ GeV/$c^2$, which results in a ratio to our hadronic cocktail which is smaller than 1. In the invariant-mass range of interest ($m_{ee} < 1$ GeV/$c^2$), data are consistent with the predictions from both theoretical models within the experimental uncertainties.

**C. Charm contribution**

The contribution to the dielectron invariant-mass spectrum from semileptonic heavy-flavor hadron decays is obtained by assuming that the production cross sections of $c\bar{c}$ and $b\bar{b}$ pairs in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV are given by those in pp collisions at the same center-of-mass energy, scaled by the average number of binary nucleon-nucleon collisions ($N_{coll}$). This approach ignores shadowing and suppression effects due...
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The limited statistical precision of the dielectron measurement
in the mass region dominated by heavy-flavor decays and the systematic uncertainties on the $c\bar{c}$ cross section pre-
vent any conclusion on the effects of interactions between heavy quarks and other partons in the medium as both versions of the hadronic cocktail are consistent with the data within the uncertainties.

**D. Virtual direct photons**

The fraction of virtual direct photons over inclusive photons is measured in the kinematic region $p_T,ee \gg m_{ee}$

\[
f(m_{ee}) = r f_{\text{dir}}(m_{ee}) + (1 - r) f_{\text{LF}}(m_{ee}) + f_{\text{HF}}(m_{ee}).
\]

In the above equation, $f_{\text{dir}}(m_{ee})$ is the expected invariant-

mass distribution of virtual direct photons, described by the
Kroll-Wada equation [67], $f_{\text{LF}}(m_{ee})$ and $f_{\text{HF}}(m_{ee})$ are the mass distributions of the light-flavor and heavy-flavor components of the hadronic cocktail, respectively. Each component in Eq. (6) is integrated over the bin width in each invariant-mass range. The charm contribution obtained from PYTHIA6 via
$N_{\text{coll}}$-scaling is used for the fit. The spectra of $f_{\text{LF}}(m_{ee})$ and $f_{\text{dir}}(m_{ee})$ are independently normalized to data in the mass range $0 < m_{ee} < 20$ MeV/c$^2$ before the fit is executed. The fit parameter $r$, which was varied in the range $[0,1]$ in the

$\chi^2$ minimization procedure, represents the fraction of virtual direct photons:

\[
r = \left( \frac{y^e_{\text{dir}}}{y^{\text{inclusive}}_{\text{dir}}(m_{ee}=0 \text{ GeV/c}^2)} \right).
\]

The fit function, its individual components, the $\chi^2$ per degree of freedom of the fit, and the measured dielectron spectra in the transverse-momentum intervals $1 < p_{T,ee} < 2$ GeV/c and $2 < p_{T,ee} < 4$ GeV/c are shown in Fig. 13.

For the calculation of the systematic uncertainties, the contributions from data, the hadronic cocktail components and the normalization range are considered separately. The system-
atic uncertainties from data are obtained by considering the variation of the virtual direct photon measurement due to a coherent shift of all data points by their systematic uncertain-
ties, while the hadronic cocktail and the normalization range remained unaltered. The systematic uncertainties for the light-

flavor and heavy-flavor components of the hadronic cocktail are calculated similarly, while the contribution from the norm-
alization is calculated by considering the variations of the measurement corresponding to the following normalization ranges: $0 < m_{ee} < 20$ MeV/c$^2$, $0 < m_{ee} < 40$ MeV/c$^2$, and $0 < m_{ee} < 60$ MeV/c$^2$. The systematic uncertainties on the fraction of virtual direct photons are summarized in Table III. The total systematic uncertainties are obtained by summing in quadrature all individual contributions.

**TABLE III. Summary of systematic uncertainties on the fraction of virtual direct photons.**

<table>
<thead>
<tr>
<th>Source</th>
<th>$1 &lt; p_{T,ee} &lt; 2$ GeV/c</th>
<th>$2 &lt; p_{T,ee} &lt; 4$ GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>0.0014</td>
<td>0.0024</td>
</tr>
<tr>
<td>Light-flavor cocktail</td>
<td>0.0223</td>
<td>0.0193</td>
</tr>
<tr>
<td>Heavy-flavor cocktail</td>
<td>0.0123</td>
<td>0.0197</td>
</tr>
<tr>
<td>Normalization range</td>
<td>0.0036</td>
<td>0.0215</td>
</tr>
<tr>
<td>Total</td>
<td>0.0256</td>
<td>0.0314</td>
</tr>
</tbody>
</table>
The result of the virtual direct photon measurement, including statistical and systematic uncertainties, is

\[ r = 0.02 \pm 0.04 \text{ (stat.)} \pm 0.03 \text{ (syst.)} \] for \( 1 < p_{T,\text{ee}} < 2 \text{ GeV}/c \),

\[ r = 0.10 \pm 0.06 \text{ (stat.)} \pm 0.03 \text{ (syst.)} \] for \( 2 < p_{T,\text{ee}} < 4 \text{ GeV}/c \).

Considering that every source of real photons is also a source of virtual photons, the fraction of real direct photons is expected to be equal to that of virtual direct photons in the zero-mass limit:

\[ \frac{(\gamma^* \gamma^*)_{\text{dir}}}{(\gamma^* \gamma^*)_{\text{inc}}} \bigg|_{m_{ee} \to 0} \bigg|_{c^2} = \gamma^* \bigg|_{c^2} \] \[ (8) \]

In Fig. 14, the fraction of virtual direct photons measured in Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) in the centrality range 0–10% is compared to the real direct photon measurement at the same center-of-mass energy in the centrality range 0–20% [9] and to several theoretical model calculations related to the centrality range 0–10%. The equivalent direct photon ratio for virtual photons is obtained as \( R_{d} = 1/(1-r) \). In all the models, the contribution from prompt photons is calculated using pQCD, while the thermal component is obtained by integrating the static emission rate of thermal photons over the space-time evolution of the system assuming that a quark-gluon plasma is formed in heavy-ion collisions. The main difference between these models is the description of the system evolution which results in different thermal photon contributions.

In the approach by Paquet et al. [68], the system evolution follows a 2+1D hydrodynamical model, described in Ref. [69]. The initial conditions of the collision are obtained using the IP-Glasma approach [70], with the formation time of the plasma set at \( t_0 = 0.4 \text{ fm}/c \). Shear and bulk viscosity are also taken into account. In the hadronic phase, following the hydrodynamic expansion, the particle interactions are modeled by the ultrarelativistic quantum molecular dynamics (UrQMD) model [71]. The photon emission rates from [72–74] are adopted, including a viscous correction for each emission channel.

In van Hees et al. [75] calculations, a lattice-QCD equation of state (EoS) is adopted for the QGP phase and it is connected with a hadron gas at the freeze-out. Initial radial and elliptic flow effects are also included. The photon emission rates are taken from Ref. [72].

The real direct photon measurement was performed using the 2010 data set, for which no trigger on central collisions was used. The measurement was performed in a wider centrality interval compared to that used in the analysis presented in this paper to improve the statistical precision of the measurement.

**FIG. 13.** Fit function [Eq. (6)], its individual components and dielectron invariant-mass spectra measured in central collisions for the transverse-momentum intervals 1 < \( p_{T,\text{ee}} < 2 \text{ GeV}/c \) (a) and 2 < \( p_{T,\text{ee}} < 4 \text{ GeV}/c \) (b). The hadronic cocktail is \( f_H(m_{ee}) + f_{\text{HF}}(m_{ee}) \).

**FIG. 14.** Comparison between the direct photon ratio \( R_{d,\gamma^*} = 1 + \gamma^*_{\text{dir}} / \gamma^*_{\text{inc}} \) measured using virtual photons in the centrality range 0–10% to that obtained using real photons in the centrality range 0–20% and several theoretical model calculations (see text for references). The real photon measurement is taken from Ref. [9]. The statistical and systematic uncertainties of the data are represented by vertical bars and boxes.
The Chatterjee et al. [76] model uses event-by-event hydrodynamics to represent the initial inhomogeneities of the energy density profile. The initial formation time is $\tau_0 = 0.4 \text{ fm}/c$. The 2+1D ideal hydrodynamic evolution is assumed to have longitudinal boost invariance and is solved with the SHASTA algorithm [77]. The equation of state is from [78], while the emission rates are taken from Ref. [79] for the QGP phase and from Ref. [72] for the hadronic phase. The total thermal photon emission rates are calculated integrating over the full fireball space-time evolution.

The Linnyk et al. [80,81] model uses the off-shell transport approach PHSD [82,83] to give a microscopic description of the collision evolution. Both partonic and hadronic interactions are considered as sources of photons. The latter involves the production of photons from meson–meson or meson–baryon binary collisions or bremsstrahlung radiation as well as the production of photons in hadronic decays. In addition, vector meson and nucleon interactions and the $\Delta$ resonance decay are also considered. The prompt photon component is the same given in Ref. [68].

The direct photon ratio measured in the centrality range 0–10% is expected to be larger than that measured in the centrality range 0–20% due to the larger average energy density and temperature in the most central Pb–Pb collisions. The data instead show that the direct photon ratio measured in the centrality range 0–10% is at the lower edge of that measured in 0–20%, remaining however consistent with it within the statistical and systematic uncertainties. The predictions from the different theoretical model calculations are consistent with both measurements within the experimental uncertainties in the entire transverse momentum range, except for Linnyk et al. in which the contribution from prompt photons, which is dominant at high $p_T$, is underestimated.

The statistical significance of the virtual direct photon measurements, defined as the ratio between the measured value and its statistical uncertainty, is $r / \Delta r_{\text{stat}} = 0.45$ for $1 < p_{T,\text{ee}} < 2 \text{ GeV}/c$ and $r / \Delta r_{\text{stat}} = 1.51$ for $2 < p_{T,\text{ee}} < 4 \text{ GeV}/c$. Given the statistical significance smaller than 3, these measurements are consistent with zero within their statistical uncertainties. In consequence, an upper limit at 90% C.L. on the virtual direct photon production is estimated in both transverse-momentum intervals based on the Feldman and Cousins methodology [61]. Gaussian distributions are assumed for statistical and systematic uncertainties, that are treated independently and summed quadratically in the estimation of these confidence ranges. The estimated upper limits on the virtual direct photon ratios are 0.10 for $1 < p_{T,\text{ee}} < 2 \text{ GeV}/c$ and 0.22 for $2 < p_{T,\text{ee}} < 4 \text{ GeV}/c$.

The measurement of the fraction of virtual direct photon can be compared to the measurements from PHENIX and STAR in Au–Au collisions at $\sqrt{s_{NN}} = 200 \text{ GeV}$ at RHIC [34,35]. The fraction of direct photons from the initial hard parton–parton scattering (prompt photons) is expected to decrease with increasing center-of-mass energy as the prompt direct photon cross section rises slower than the hadron cross section with collision energy [84,86]. In pp collisions, the fraction of prompt direct photons at the LHC energy is indeed lower than at RHIC (around 1–2% vs. 3%) [85]. The transverse momentum region $1 < p_{T,\text{ee}} < 4 \text{ GeV}/c$, where the fraction of virtual direct photons is measured, contains a significant contribution from thermal photons. The production yield of thermal photons at LHC energies is expected to be larger than at RHIC due to the higher initial temperature of the system, its larger size and longer lifetime. This scenario is confirmed by the fact that the fraction of virtual direct photons measured at RHIC in the same transverse momentum range, going from around 10% at $p_T \approx 1 \text{ GeV}/c$ to 20–30% at $p_T \approx 4–5 \text{ GeV}/c$, is similar to the measurement presented in this paper.

V. SUMMARY AND OUTLOOK

The first measurement of the dielectron invariant-mass spectrum in central (0–10%) Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76 \text{ TeV}$ was presented. A significant effort was made in the description of the hadron decay background and in the signal extraction for this extremely challenging measurement. An innovative technique, based on a single-track rejection, was used to suppress the contribution to the combinatorial background of electron-positron pairs produced by photon conversion in the detector material that is now extensively used for other dielectron measurements. The cocktail of known hadronic sources is consistent with the dielectron spectrum over the measured invariant-mass range within the statistical and systematic uncertainties. The data to cocktail ratio measured in the invariant-mass range $0.15 < m_{\text{ee}} < 0.7 \text{ GeV}/c^2$, excluding the contribution from the vacuum $\rho^0$, is $1.40 \pm 0.28$ (stat.) $\pm 0.08$ (syst.) $\pm 0.27$ (cocktail). The relatively low number of events collected during the Pb–Pb data taking period of 2011 and the limited knowledge of the charm contribution, which represents the dominant source of dielectrons with $m_{\text{ee}} > 0.4 \text{ GeV}/c^2$, reduce the sensitivity to a thermal signal in the low-mass region. The dielectron spectrum is compared to two theoretical models which include the contributions of thermal dielectrons from partonic and hadronic phases and assume a broadening of the electromagnetic spectral function of the $\rho^0$ meson. Both models are consistent with the data within the uncertainties.

The effect of the interactions between charm quarks and other partons in the medium is simulated assuming random correlations between dielectrons from charm decays using PYTHIA simulations. The limited precision of the dielectron measurement in the invariant-mass region dominated by heavy-flavor decays ($m_{\text{ee}} < m_{\text{ee}} < m_{J/\psi}$) prevents any conclusion on shadowing and energy loss effects on the dielectron spectrum.

The fraction of virtual direct photons over inclusive virtual photons was measured in the invariant-mass range $100 < m_{\text{ee}} < 300 \text{ MeV}/c^2$ for $1 < p_{T,\text{ee}} < 2 \text{ GeV}/c$ and $2 < p_{T,\text{ee}} < 4 \text{ GeV}/c$. The measured fraction of virtual direct photons is at the lower edge of the real direct photon measurement from ALICE [9], remaining consistent with it within the experimental uncertainties. The virtual photon measurement is also consistent with the expectations from previous dielectron measurements at RHIC in Au–Au collisions at $\sqrt{s_{NN}} = 200 \text{ GeV}$ [34,35].

A more precise dielectron measurement is expected with the new Pb–Pb data at $\sqrt{s_{NN}} = 5.02 \text{ TeV}$ of the LHC Run 2,
while a significant improvement is expected after the ALICE upgrade, where the number of events is expected to increase by a factor 100. The simulations of the detector performance indicate that a detailed study of the in-medium properties of the $\rho^0$ meson will be done from the analysis of the excess in the low-mass region and the QGP temperature will be measured with a precision of 10–20% from an exponential fit to the intermediate mass region, where the contribution from charm decays is expected to be strongly suppressed by the improved secondary vertex resolution of the upgraded detectors [87].
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