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Abstract—This paper presents a modified soft-decoding strategy, which improves performance in the presence of strong phase noise. This can substantially increase the reach of systems that are severely affected by phase noise, generated by fiber non-linear Kerr effect. This strategy is applied to two different experimental scenarios employing constellation shaping, which is known to generate strong non-linear phase noise. In the first experiment, we show that the strategy significantly improves the performance of probabilistically-shaped (PS) 64-QAM over low-dispersion fibers. In the second experiment, the strategy is used to optimize the position of the points of a 32-QAM constellation (geometrical shaping). This optimized constellation is then compared to standard 32-QAM and PS 64-QAM over standard single-mode fiber. Also in this case, the modified strategy is able to give significant reach gains.

Index Terms—Optical communications, non-linear phase noise, probabilistic constellation shaping, geometric constellation shaping.

I. INTRODUCTION

RECENTLY, constellation shaping has been applied to optical communications as a method to further increase transceiver sensitivity [1], [2]. Different techniques are enclosed under the “constellation shaping” definition, and they can be divided into two main groups: probabilistic constellation shaping (PCS) and geometric constellation shaping (GCS). Both of these methods change the shape of standard quadrature amplitude modulation (QAM) constellations, with the purpose of optimizing the constellation to a specific data rate and channel. Consequently, this improves the sensitivity of the transceiver, allowing to reach longer distances at high data rates. Moreover, PCS can also continuously adapt the data rate, allowing greater flexibility compared to standard QAM constellations [3].

The coherent optical channel is well approximated by the additive white Gaussian noise (AWGN) channel [4], for which the optimal transmit constellation is the Gaussian constellation. Since it requires an infinite set of transmitted symbols, such a constellation cannot be realized in practice. Both PCS and GCS try to approximate a Gaussian constellation using a finite set of points. For instance, the Maxwell-Boltzmann probability distribution [5] was found to be optimal in terms of maximization of the mutual information (MI), when PCS is applied to a standard QAM constellation over an AWGN channel.

While the AWGN approximation is valid for a wide range of long-haul optical communications scenarios, there are situations where this approximation is not accurate. For example, single-span systems [6], transmitters using low symbol rates [7] or transmission over low-dispersion fiber [2] are known to generate non-AWGN non-linear interference (NLI). In those cases, a significant portion of NLI is in the form of phase and polarization rotation noise (PPRN) [8], [9], which changes the statistics of the transmission channel. This effect is stronger when using constellation shaping, since Gaussian-like constellations inherently generate more NLI [8], [10]. Therefore, the Gaussian constellation is not optimal anymore over such channel.

The main effect of PPRN on the constellation is similar to laser phase noise (PN), and it is called non-linear phase noise (NLPN). This effect can be further divided into two main categories, depending on its memory (length of its autocorrelation function) [11]. Long-autocorrelation NLPN can be almost fully compensated for by standard carrier phase recovery (CPR) algorithms, which are already employed at the receiver to compensate for laser phase noise. On the other hand, short-autocorrelation NLPN cannot be compensated for by the CPR, and thus it impairs the detection of the received signal. Therefore, this short-autocorrelation NLPN is the main effect that makes the channel statistics differ from AWGN.

A lot of work has been recently done to improve transmission performance in the non-linear optical channel. Most of it focused on the optimization of symbol probabilities (for PCS) or locations (for GCS) in order to generate less NLI [6], [12]–[15]. However, the real-world gain of these techniques was found to be small. Part of the reason lies on the fact that the minimization of the power of the total NLI does not allow distinguishing between short-autocorrelation and long-autocorrelation NLPN.

In [16]–[20], the authors used a radically different approach. Instead of preventing NLI generation, they focused on its compensation at the receiver. If the compensation is successful, then the channel becomes AWGN, allowing the use of powerful AWGN-optimized constellations. In [16], the authors designed a phase-tracking algorithm based on the assumption that phase noise is a first-order Wiener process, and each sample of phase noise is distributed according to the Tikhonov (or Von Mises) distribution. A similar approach was followed in [20], where the authors used a Kalman adaptive filter to track and compensate the time-varying intersymbol
interference (ISI) effect of NLI. Both of these methods were found to be effective, and they are not tailored to a specific scenario. However, they require a change in the standard digital signal processing (DSP) chain of a coherent receiver. Moreover, the hardware implementation complexity may be too high to be practically realized. Indeed, to the best of our knowledge, no real-time implementation has been presented.

This work is based on the latter approach, and proposes a modification of the soft-decision strategy at the receiver, in order to take into account the presence of NLPN, which alters the channel statistics. A similar method has already been successfully applied to wireless communications in [21], assuming a Tikhonov-distributed memoryless phase noise. In [17] another approach was adopted, where a multi-dimensional Gaussian distribution was assumed. In this work, we use the same channel model as [21], applying it to the non-linear optical channel, with a particular focus on systems using constellation shaping.

This paper is organized as follows. In Section II, the theoretical channel model is described, providing the expressions used by the receiver to decode the symbols. Afterwards, the effectiveness of this method is investigated in two different experimental scenarios. In the first scenario, illustrated in Section III, the modified decoding metric is applied to a system using both standard and PCS QAM constellations, propagating over low-dispersion fiber. These results have been partially published in [22]. In the second scenario, shown in Section IV, the method is used to design a geometrically-shaped constellation that is tailored to a channel with NLPN. Conclusions are drawn in Section V.

II. THEORETICAL MODEL

Modern coherent receivers for long-haul optical transmission employ pragmatic soft-decision forward error correction (FEC) decoding, also called bit-interleaved coded modulation (BICM) [23, 24]. These receivers perform constellation demapping and binary FEC decoding in two separate steps. The de-mapper calculates bit-wise log-likelihood ratios (LLRs) (also called L-values) after estimating channel statistics, usually under the AWGN assumption. Since standard CPE algorithms (such as blind phase search (BPS)) can be applied, the channel and the receiver (including adaptive equalization and phase recovery), thereby obtaining a received symbol $y_k$. Assuming that the optical channel is memoryless, i.e. the CPE is able to compensate for most of the long-autocorrelation phase noise, it can be fully described by its conditional probability $p(y|a)$, where $y$ and $a$ are scalars. Moreover, assuming that the channel is stationary, the time index $k$ can be dropped without any loss of generality.

The demapper then takes the received symbol $y$ and generates a $m \times 1$ vector of bit-wise LLRs. They are real numbers that represent the reliability of the estimation of the binary representation $b_k$. Large positive (or small negative) values of $l$ mean that the estimation of that bit is reliable, while values of $l$ close to zero mean a less reliable estimation. LLRs are used by the binary soft FEC decoder to estimate the information bits.

$$L_i = \log \frac{P(b_i = 1|y)}{P(b_i = 0|y)} = \log \frac{\sum_{a_i \in C_i} p(y|a_i)P(a_i)}{\sum_{a_i \in C_i} p(y|a_0)P(a_0)}$$

In this equation, $i = 1, \ldots, m$ is the bit index, and $C_i$ is the set of constellation symbols whose $i$-th bit is equal to $b$. $P(a)$ is the a-priori probability to transmit symbol $a$. If no PCS is applied, then all transmitted symbols are equiprobable, i.e. $P(a) = 2^{-m}$ for all the symbols.

In the next sub-sections, expressions of (1) are provided for both the AWGN channel and the AWGN channel with phase noise.

B. AWGN conditional probability

In an AWGN channel, the received sample $y_k$ of Fig. 1 is expressed as:

$$y_k = a_k + n_k$$

where $n_k$ is an additive white Gaussian noise sample, which is a combination of amplified spontaneous emission (ASE) noise and NLI, with variance $\sigma_n^2$. The conditional probability $p(y|a)$ is the circularly symmetric Gaussian probability density function (PDF), centered around $a$

$$p(y|a) = \frac{1}{\pi \sigma_n^2} \exp \left(-\frac{|y - a|^2}{\sigma_n^2}\right)$$

This expression is then substituted into (1) to calculate the LLRs. In this paper, this detection technique will be briefly called “AWGN”.

C. Conditional Probability with NLPN

The presence of phase noise modifies (2) into

$$y_k = a_k e^{j\phi_k} + n_k$$

A. Information-theoretical channel model

A block diagram of the channel model used in this section is shown in Fig. 1. The binary FEC encoder encodes information bits to channel bits. A block of $m$ channel bits $b_k = [b_{1,k} \ b_{1,k} \ \ldots \ b_{m,k}]$ is mapped into a complex symbol $a_k$ drawn from a constellation $C$ with cardinality $|C| = 2^m$. In these equations, $k$ represents the time index.

A sequence of complex symbols is then transmitted over the “optical channel” block, which is composed by the optical transmitter, the channel and the receiver (including adaptive equalization and phase recovery), thereby obtaining a received symbol $y_k$. Assuming that the optical channel is memoryless, i.e. the CPE is able to compensate for most of the long-autocorrelation phase noise, it can be fully described by its conditional probability $p(y|a)$, where $y$ and $a$ are scalars. Moreover, assuming that the channel is stationary, the time index $k$ can be dropped without any loss of generality.

The demapper then takes the received symbol $y$ and generates a $m \times 1$ vector of bit-wise LLRs. They are real numbers that represent the reliability of the estimation of the binary representation $b_k$. Large positive (or small negative) values of $l$ mean that the estimation of that bit is reliable, while values of $l$ close to zero mean a less reliable estimation. LLRs are used by the binary soft FEC decoder to estimate the information bits.
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where the parameter $\phi_k$ represents residual phase noise. As stated at the beginning of this Section, $\phi_k$ is assumed to be a memoryless process, i.e. $\phi_k$ is statistically independent from $\phi_n$ for $k \neq n$.

Then, an appropriate probability distribution must be chosen for $\phi$. Since it is a phase, it is bounded between $-\pi$ and $\pi$, therefore distributions with unbounded support (like the Gaussian distribution) are not suitable. In the literature, a well known distribution for random phases is the Tikhonov (or von Mises) probability distribution [26]:

$$p(\phi) = \frac{e^{\kappa_x \cos \phi}}{2\pi I_0(\kappa_x)} \quad \phi \in (-\pi, \pi)$$

(5)

where the parameter $\kappa_\phi$ is called concentration, and $I_0(.)$ is the modified Bessel function of the first kind. This distribution is an approximation of a Gaussian distribution wrapped between $-\pi$ and $\pi$. Moreover, for large values of concentration (i.e. small phase noise), the Tikhonov distribution resembles a zero-mean Gaussian distribution with variance $\sigma_\phi^2 \approx 1/\kappa_\phi$.

With those assumptions, the channel conditional probability can be expressed as [21]

$$p(y|a) \approx \sqrt{\frac{\kappa_\phi}{8\pi^3}} e^{-\kappa_x/2\sigma_n^2} \exp \left( -\frac{|y|^2 + |a|^2}{2\sigma_n^2} + \frac{ya^*}{\sigma_n^2} + \kappa_\phi \right)$$

(6)

where the modified Bessel function of the first kind has been approximated as $I_0(x) \approx e^x/\sqrt{2\pi x}$ (valid for large values of $x$). We found that this approximation is accurate for the values of $\kappa_\phi$ encountered in the experiments.

This expression can then be then substituted in (1) to evaluate LLRs for this channel. The receiver just needs to estimate, other than AWGN variance $\sigma_n^2$ (which is also required in standard AWGN receivers), an additional parameter $\kappa_\phi$. In this paper, this detection technique will be called “PN-aware”.

Fig. 2 shows two examples of the PDF of the received signal $p(y)$. The constellation is 16-QAM, with an AWGN variance $\sigma_n^2 = 0.25$ and two different concentrations of phase noise: $\kappa_\phi = 205$ (a) and $\kappa_\phi = 33$ (b). The probability of $y$ has been calculated from (6) using the law of total probability

$$p(y) = \sum_{a_i \in C} P(a_i)p(y|a_i)$$

(7)

Smaller values of concentration (i.e. larger phase noise) change the shape of the PDF, especially in the outer points, which become similar to “rain drops”. On the other hand, large values of concentration make the PDF similar to the AWGN PDF (3).

D. Performance metrics

In an optical communication system, the most important performance metric is the post-FEC bit error ratio (BER). For high-capacity long-haul transmissions, it must usually be below $10^{-15}$. To perform a reliable post-FEC BER measurement, a very large number of codewords needs to be transmitted, which is extremely time-consuming, even for real-time field programmable gate array (FPGA) receivers.

To avoid performing this operation, a popular approach is the estimation of the so-called achievable information rate (AIR) metrics, which allow to infer post-FEC BER performance without performing the actual decoding [27]. For BICM receivers, a widely used metric is the generalized mutual information (GMI), which can be easily evaluated from the LLRs using Monte-Carlo integration [24, eq. (35)]:

$$\text{GMI} \approx H(C) - \frac{1}{N} \min_{s \geq 0} \sum_{i=1}^{mN} \sum_{k=1}^{N} \log_2 \left( 1 + e^{s\left(1 - H(a_i) - H(k_i)\right)} \right)$$

(8)

where $H(C) = -\sum_{a_i \in C} P(a_i) \log_2 P(a_i)$ is the entropy of the transmitted constellation, $N$ the number of symbols and $s$ an optimization parameter. The optimization over such parameter is mandatory whenever the exact channel law is unknown [24].

To compare standard QAM modulation formats with PCS QAM, assuming the use of the probability amplitude shaping (PAS) architecture introduced in [28], the normalized GMI (NGMI) [29] is often used. The NGMI of a standard $2^m$-QAM constellation is

$$\text{NGMI} = \frac{\text{GMI}}{m}$$

(9)

while the NGMI of a PS $2^m$-QAM constellation with entropy $H(C)$ is

$$\text{NGMI} = 1 - \frac{H(C) - \text{GMI}}{m}$$

(10)

By fixing the same NGMI threshold, different constellations, with and without PCS, can be fairly compared [29].

III. EXPERIMENTAL DEMONSTRATION OVER LOW-DISPERSION FIBERS

Low-dispersion fibers – e.g. G.653 or G.655 – are known to generate strong short-autocorrelation NLPN; this effect can be explained by the time-domain pulse-collision theory [8]. Therefore, the modified decoding metric of (6) can be beneficial for signals transmitted over those legacy fibers,
which are still widely installed and deployed in several countries, like Brasil [30] and Japan [31]. In order to assess the gain that can be achieved by using the modified metric (6), we ran an experiment over G.655 non-zero dispersion-shifted fiber (NZDSF), comparing the performance of PS 64-QAM constellations with (uniform) 16-QAM and 32-QAM at the same net data rate. The experimental setup and the transmitted constellations are the same as in [2, Sec. III.G]. Differently from [2], the use of bit-wise decoding is assumed and consequently the GMI is used as a performance metric.

### A. Experimental setup

The experimental setup is shown in Fig. 3. Two four-channel digital-to-analog converters (DACs) generate the channel under test (CUT) and 30 interfering wavelength division multiplexing (WDM) channels at 16 Gbaud around 1558 nm. As modulation format, four polarization-multiplexed (PM) constellations have been tested: 16-QAM, 32-QAM and two different PS 64-QAM (-1 and -2). The parameters of the four constellations are summarized in Table I. Using these parameters, 16-QAM and PS 64-QAM-1, 32-QAM and PS 64-QAM-2 achieve the same net (i.e. post-FEC) data-rate, assuming a soft-decision FEC with an overhead of 20%. The PS 64-QAM constellations have been obtained with the exponential probability mass function [2, Eq. (1)], whose parameters have been chosen to obtain the entropy shown in Table I.

An integrated coherent receiver, connected to a four-channel 50 Gs/s real-time oscilloscope, detected the CUT. Receiver offline DSP was made of a 24-tap fractionally-spaced least-mean-squares (LMS) adaptive equalizer, followed by a pilot-aided BPS-maximum likelihood (ML) phase recovery [2], [32]. BPS used 18 test phases, and pilot symbols (1%) were used only to aid phase unwrapping. The memory of the moving average was optimized for every received waveform.

<table>
<thead>
<tr>
<th>Constellation</th>
<th>Entropy (bit/symbol)</th>
<th>GMI threshold (bit/symbol)</th>
<th>Data rate (Gbit/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-QAM</td>
<td>4</td>
<td>3.6</td>
<td>106.6</td>
</tr>
<tr>
<td>32-QAM</td>
<td>5</td>
<td>4.5</td>
<td>133.3</td>
</tr>
<tr>
<td>PS 64-QAM-1</td>
<td>13/3 ≈ 4.33</td>
<td>56/15 ≈ 3.73</td>
<td>106.6</td>
</tr>
<tr>
<td>PS 64-QAM-2</td>
<td>31/6 ≈ 5.17</td>
<td>137/30 ≈ 4.57</td>
<td>133.3</td>
</tr>
</tbody>
</table>

### B. Back-to-back results

The performance of the four constellations in optical back-to-back is shown in Fig. 4, in terms of NGMI as a function of the optical signal-to-noise ratio (OSNR), where the noise has been calculated over a bandwidth equal to the symbol rate. Dashed lines have been obtained using the AWGN decoder, whilst markers have been calculated with the PN-aware decoding metric. Results are compared with the theoretical curves (solid black lines). Since no other sources of phase noise are present, the proposed algorithm gives no improvement in back-to-back. This suggests that the phase noise introduced by the transmitter and receiver lasers (< 100 kHz linewidth) is almost fully compensated for by the CPE. This hypothesis is further justified by the fact that the measured non-circularity index (NCI) [11, Sec. IV-A] was always lower or equal than 0.04 dB at the NGMI threshold for all constellations.

At the NGMI threshold of 0.9, shown as a black dashed-dotted line in Fig. 4, back-to-back penalties with respect to the theoretical performance are approximately 0.9 dB for 16-QAM and PS 64-QAM-1 and 1.4 dB for 32-QAM and PS 64-QAM-2.
C. Propagation results

The WDM signal was transmitted over a recirculating fiber loop, shown in Fig. 3, made of two 80-km spans of NZDSF fiber with EDFA amplification. The main parameters of the fiber are summarized in Table II. The performance results are shown in Fig. 5 as maximum reach (at the NGMI threshold of 0.9) for different per-channel launch power values. From Fig. 5a it can be noticed that the PS constellation has a shorter reach than 16-QAM. This contrasts with the back-to-back results, which showed that PS 64-QAM constellations have a better sensitivity with respect to 16-QAM and 32-QAM. In that scenario, NLPN is so strong that the sensitivity gain of PS is overcome, even using PN-aware decoding. Moreover, there may be an additional penalty, due to a suboptimal performance of the BPS phase recovery algorithm, which has been shown to have a penalty when applied to PS constellations [33]. Nevertheless, PN-aware decoding is able to substantially increase its reach by 14.1% compared to AWGN decoding, while the reach increase with 16-QAM is only 4%. A constellation diagram of PS 64-QAM-1 at its maximum reach is shown in Fig. 6, together with the corresponding PDF, estimated using (7). In (b), the difference between 32-QAM and PS 64-QAM-2 is smaller, and the reach increase due to PN-aware decoding is equal to 5.6% and 9.9%, respectively. This difference is caused also by the absence of an exact Gray mapping on 32-QAM, which reduces its sensitivity with respect to 64-QAM.

The higher gain obtained by applying the modified metric to PS constellations is related to the fact that a larger amount of NLPN is generated during propagation for Gaussian-like constellations. For the same reason, the gain of the modified detection strategy increases with the propagation distance, as shown in Fig. 7, where the NGMI at the optimum launch power is shown for the PS 64-QAM-1 constellation as a function of the number of spans. PN-aware decoding gives a better NGMI over AWGN decoding at every distance. The gain is slightly increasing with distance, due to the generation of additional NLPN.

D. Discussion and conclusion

As expected from the theory, propagation of PS constellations over NZDSF generates strong short-autocorrelation NLPN, which cannot be fully compensated by receiver CPE. This is particularly evident when PCS constellations are compared, at the same net data rate, with lower-cardinality uniform QAM constellations [2]. The use of the PN-aware decoding (6) is able to partially mitigate this effect, without increasing significantly the receiver complexity. Nevertheless, it is not able to fully compensate for NLPN. To achieve this effect,
more powerful (and, possibly, complex) DSP schemes need to be designed.

IV. EXPERIMENTAL DEMONSTRATION WITH GEOMETRICAL SHAPING

GCS is a constellation shaping technique that optimizes the position (and the bit mapping) of constellation points, according to a given metric. The metric can be arbitrarily chosen; therefore, by choosing an appropriate metric that takes into account Kerr effects, a maximum-reach gain can be obtained.

GCS has been widely applied to the non-linear fiber-optic channel [6], [12]–[15]. However, as discussed in the introduction, these methods are mostly focused on generating less NLI. In this example, following [21], we optimize the constellation using the PN-aware metric (6). In this case, assuming that the variance of NLPN does not significantly change by “moving” constellation points, this operation improves the performance of the PN-aware decoding described in Section II. In particular, we used the simulated annealing algorithm [34] to optimize constellation points, given the additive noise variance and the Tikhonov PN concentration. More details on this procedure can be found in [21, Sec. II].

A. Optimization of 32-QAM

As an example, we ran the optimization algorithm over a 32-QAM constellation, obtaining the results shown in Fig. 8. The constellation has been optimized with the simulated annealing algorithm over a channel with a fixed SNR of 13 dB (considering only additive noise) and a Tikhonov phase noise with concentration $\kappa = 637.1$. These two values were heuristically chosen among a large set of SNRs and concentrations, and the resulting constellation was found to have a good back-to-back and propagation performance.

A BICM receiver is assumed, i.e. the adopted performance metric was the GMI, and the LLRs were calculated using the PN-aware metric of (6). With such scheme, 32-QAM has a penalty with respect to square QAM constellations (e.g. 64-QAM), due to the absence of an exact Gray bit-to-symbol labeling. The resulting constellation is shown in Fig. 8b, and its performance over an AWGN-BICM channel is shown in Fig. 8a. To aid visualization, results have been quoted as gap to the AWGN capacity, which is defined as

$$\text{SNR}_{\text{th}} - 10 \log_{10} \left( \frac{\text{GMI}}{1} \right)$$

where the SNR is the ratio between the variance of the signal and the variance of the additive noise in (3).

The largest SNR gain is $\sim 0.5$ dB, which is obtained for an SNR of approximately 10 dB. Unfortunately, as it will be shown later, this SNR is too low for the considered NGMI thresholds. Nevertheless, this constellation gives a non-negligible shaping gain across a wide range of SNR. We remark that the gain of GCS, albeit smaller than PCS, is obtained without requiring a distribution matcher and a proper coded modulation scheme.

B. Experimental setup

The effectiveness of the PN-optimized GS 32-QAM was experimentally tested. The experimental setup is identical to Fig. 3, where the loop fiber was replaced with $4 \times 80$-km spans of G.652 SMF, whose parameters are summarized in Table II. The constellations under test were three: 32-QAM (unshaped), GS 32-QAM and PS 64-QAM-3, with entropy 5.2 bit/symb. This value was chosen to obtain the same net data rate of 32-QAM (both shaped and unshaped) with a 4/5-rate FEC, corresponding to a 25% overhead. An NGMI threshold of 0.86 was used for all the constellations under test, which is lower than the one used in Sec. III, since the FEC overhead is higher. The corresponding GMI thresholds are reported in Table III. The theoretical SNR gains, measured at the threshold with respect to 32-QAM, are $0.37$ dB and $1$ dB for GS 32-QAM and PS 64-QAM-3, respectively. As in Sec. III, PS 64-QAM-3 has been obtained with the exponential probability mass function.

C. Results and discussion

The experimental results are shown in Fig. 9 and Fig. 10. Fig. 9 shows the back-to-back results, expressed as NGMI as a function of the OSNR, normalized to the symbol rate. The NGMI threshold (0.86) is shown as a black dashed line. Like in Fig. 4, AWGN and PN-aware decoders give the same result in back-to-back. Therefore, only the results with the AWGN decoder are shown. As expected from theory (Fig. 8), GS 32-QAM has a slight advantage compared to 32-QAM, while PS 64-QAM-3 has the largest gain, thanks to the higher number of constellation points.

Propagation results, expressed as maximum reach (at the NGMI threshold) for different per-channel optical launch powers, are shown in Fig. 10. Solid lines (and markers) have been obtained with PN-aware decoding, while dashed lines have been obtained with AWGN decoding. Comparing the three constellations, there is a noticeable reduction of the optimal launch power with PS 64-QAM-3. This means that
NLPN is affecting this constellation, reducing its maximum reach. This effect can be also seen by looking at the dashed lines (AWGN decoding), where the gain of PN-aware decoding over AWGN decoding is noticeably larger with PS 64-QAM-3. All constellations have a net data rate of 128 Gbit/s.

V. CONCLUSION

In this paper, we presented a modified soft-decoding strategy that improves the performance in the presence of short-autocorrelation non-linear phase noise. We tested this strategy over two experimental scenarios. In the first scenario, the metric improved the performance of PS 64-QAM over low-dispersion fibers. In the second scenario, the modified strategy was used to optimize a 32-QAM constellation, which reduced the amount of NLPN over standard single-mode fiber.
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