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cDipartimento di Ingegneria Civile e Ingegneria Informatica, Università di Roma Tor Vergata, 00133 Roma, Italy

Abstract

Given a continuous-time system and a dynamic control law such that the closed-loop system satisfies standard Lyapunov con-
ditions for local asymptotic stability, we propose a hybrid implementation of the continuous-time control law. We demonstrate
that subject to certain “relaxed” conditions, the hybrid implementation yields global asymptotic stability properties. These
conditions can be further specialized to yield local/regional asymptotic stability with an enlarged basin of attraction with
respect to the original control law. Two illustrative numerical examples are provided to demonstrate the main results.

1 Introduction and preliminaries

Consider a nonlinear system described by the equation

ẋ = f(x, u), (1)

where x(t) ∈ Rn denotes the state, u(t) ∈ Rm is the
control input and the mapping f : Rn × Rm → Rn
is assumed to be Ck for some sufficiently large k ∈ N.
Suppose, in addition, that f(0, 0) = 0, namely the origin
is an equilibrium point of the unforced system.
Definition 1. Consider the nonlinear system

ξ̇ = α(x, ξ), u = β(x, ξ), (2)

with state ξ(t) ∈ Rs, s ∈ N, where the mappings α : Rn×
Rs → Rs, α(0, 0) = 0, and β : Rn×Rs → Rm, β(0, 0) =
0, are in Ck. Then, system (2) is a globally stabilizing
controller for (1) if there exists a radially unbounded,
continuously differentiable, positive definite function V :
Rn × Rs → R>0 such that

V̇ 6 −ρ(x, ξ), for all (x, ξ) ∈ Rn × Rs, (GAS)

along the trajectories of the closed-loop system (1)-(2),
where ρ : Rn×Rs → R>0 is a continuously differentiable,
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positive-define function. Moreover, system (2) is instead
a locally stabilizing controller if

V̇ 6 −ρ(x, ξ), for all (x, ξ) ∈ W, (LAS)

for some non-empty open neighborhoodW ⊂ Rn×Rs of
the origin.

Although in practical applications it is clearly more
desirable to satisfy the requirement (GAS), instead of
(LAS), achieving the former objective is a rather chal-
lenging - and typically daunting - task. Several proce-
dures have been proposed in the literature to deal with
this problem, such as control Lyapunov functions (Son-
tag 1989), differential geometric approaches (Isidori
2013) and sliding mode tools (Shtessel et al. 2014), etc..

The main objective of this note consists in providing
conditions that allow to obtain global asymptotic stabil-
ity of the origin for the closed-loop system by combining
conditions weaker than those in (GAS) with a hybrid
implementation of a given locally stabilizing controller.

2 Hybrid implementation of dynamic continuous-
time controllers

In this section we discuss a control design technique
- based on the knowledge of a locally stabilizing con-
troller for system (1) - that guarantees global conver-
gence. Moreover, we formalize the notion of hybrid im-
plementation of the dynamic control law (2).
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Assumption 1. A locally stabilizing controller of the
form of (2), together with the underlying functions V
and ρ, is given for (1).

To provide a concise statement of the results, let

L(x, ξ) , ∂V (x,ξ)
∂x f(x, β(x, ξ)) + ∂V (x,ξ)

∂ξ α(x, ξ), (3)

for any (x, ξ) ∈ Rn × Rs, and define the sets

C , {(x, ξ) ∈ Rn × Rs : L(x, ξ) 6 −µρ(x, ξ)}, (4a)

D , {(x, ξ) ∈ Rn × Rs : L(x, ξ) > −µρ(x, ξ)}. (4b)

with µ ∈ (0, 1). The proposed alternative conditions for
global stabilization can be then stated as follows.
Assumption 2 (Hybrid relaxed requirements). For
each (x, ξ) ∈ U ⊆ Rn × Rs there is ζ ∈ Rs such that 1

L(x, ζ) 6 −ρ(x, ζ), (HR1)

V (x, ζ)− V (x, ξ) 6 0. (HR2)

Despite that the conditions (HR) resemble the Control
Lyapunov Function (briefly, CLF) approach, here ζ de-
scribes the state of the controller, rather than the con-
trol input as in CLF. By comparing the inequality in
(HR1) with the one in (GAS), it is evident that the for-
mer, requiring the existence of ζ associated to individ-
ual values of x, is significantly milder than the latter.
More precisely, the (GAS) condition requires that a cer-
tain inequality holds for any possible pair of independent
values of x and ξ, whereas the (HR) requires that, in
order to satisfy the same inequality, for any x one has
the possibility of selecting a different ζ within a compact
set (sub-level sets of V , as entailed by (HR2)). Although
conditions (HR) resemble the ones given in Seuret &
Prieur (2011), Postoyan et al. (2015), Chai et al. (2017),
here they are used with the aim of extending the basin
of attraction of a locally stabilizing controller, rather
than guaranteeing asymptotic stability of a global con-
troller implemented in a discrete manner. Suppose now
that the locally stabilizing controller of Assumption 1
satisfies the conditions (HR). Then the following hybrid
implementation of the controller can be envisioned.
Definition 2. The hybrid implementation of the con-
troller (2) is defined as the hybrid system

ξ̇ = α(x, ξ), (x, ξ) ∈ C, (5a)

ξ+ ∈ arg minζ∈Ξ(x,ξ)Π(x, ξ, ζ), (x, ξ) ∈ D, (5b)

u = β(x, ξ), (5c)

with Π a lower semicontinuous function and Ξ(x, ξ) :=
{ζ ∈ Rs : L(x, ζ) 6 −ρ(x, ζ), V (x, ζ) 6 V (x, ξ)}.

1 Note that, by definition of (LAS), W ⊂ U .

The function Π is introduced in (5b) to systematically
select the most desirable ξ+ ∈ Ξ(x, ξ) according to some
optimality criterion (e.g., minimum norm, minimum de-
viation from the current ξ, etc.). However, if for each
(x, ξ) ∈ U the set Ξ(x, ξ) is bounded, then it is possible
to chose such a function as a constant, so that the jump
dynamics (5b) read as ξ+ ∈ Ξ(x, ξ).

Note that, if Assumption 2 holds with U = Rn×Rs, then
the set Ξ(x, ξ) is not empty for all (x, ξ) ∈ Rn×Rs. Under
this assumption, in the following theorem, we show that
the controller (5) renders the origin uniformly GAS for
the closed-loop system (1), (5).
Theorem 1. Let the lower semicontinuous function
Π(x, ξ, ζ) be level-bounded in ζ, locally uniformly in
(x, ξ). Let U = Rn×Rs and suppose that Assumptions 1

and 2 hold. Define $(x, ξ) , infζ∈Ξ(x,ξ) Π(x, ξ, ζ) and
assume that it is locally bounded from above and contin-
uous. Then, the origin is a uniformly globally asymp-
totically stable equilibrium point for system (1) in closed
loop with the hybrid implementation (5) of the locally
stabilizing controller (2).

Proof. Consider the closed-loop system, governed by the
following hybrid dynamics[

ẋ

ξ̇

]
= F (x, ξ), (x, ξ) ∈ C, (6a)

[
x+

ξ+

]
∈ G(x, ξ), (x, ξ) ∈ D, (6b)

where

F (x, ξ) =

[
f(x, β(x, ξ))

α(x, ξ)

]
, (6c)

G(x, ξ) =

[
x

arg minζ∈Ξ(x,ξ) Π(x, ξ, ζ)

]
, (6d)

andC andD are as defined in (4a) and (4b), respectively.
First, we show that system (6) is well-posed. Since, by
assumption, the functions L and ρ are continuous, then
both the flow set C and the jump setD are closed. More-
over recall that the mappings f , g, α and β are continu-
ous and locally bounded, which implies that the flow map
F (x, ξ) is outer semicontinuous and locally bounded for
all (x, ξ) ∈ C (see Corollary 5.20 of Rockafellar & Wets
2009). Furthermore, by Example 5.22 of Rockafellar &
Wets (2009), the map (x, ξ)⇒ arg minζ∈Ξ(x,ξ) Π(x, ξ, ζ)
is outer semicontinuous and locally bounded, thus imply-
ing that the jump map G(x, ξ) is outer semicontinuous
and locally bounded. By Assumption 2, G(x, ξ) is non-
empty for each (x, ξ) ∈ Rn × Rs. Thus, the system (6)
satisfies the “hybrid basic conditions” and is well-posed
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(see, e.g. Theorem 6.8 of Goebel et al. 2012). Hence,
since the set Ξ(x, ξ) is nonempty and C ∪ D = Rn+s

(and hence solutions to the hybrid system (6) can nei-
ther flow nor jump outside of C ∪ D), by Theorem S3
of Goebel et al. (2009), maximal solutions of system (6)
are either complete or blow up in finite time.

We now demonstrate the stability properties of the ori-
gin of the system (6). To this end, consider then the
Lyapunov function V . Since

L(x, ξ) = 〈∇V (x, ξ), F (x, ξ)〉 6 −µρ(x, ξ), (7a)

for all (x, ξ) ∈ C and

max
ζ∈(arg minζ∈Ξ(x,ζ) Π(x,ξ,ζ))

V (x, ζ)− V (x, ξ) 6 0 (7b)

for all (x, ξ) ∈ D, the function V is non-increasing along
solutions of system (6) and, therefore, its sub-level sets
are positively invariant with respect to system (6). Fur-
thermore, such sets are compact due to radial unbound-
edness of V . Hence, since solutions to system (6) cannot
blow up in finite time, they are complete and the origin
is uniformly globally stable for system (6).

It then remains to show uniform convergence of the tra-
jectories to the origin. In order to prove this, we show
that, given any r ∈ R>0 and ε ∈ R>0, there is a time T ∈
R>0 such that each solution x(t, j) of system (6) start-
ing in rB is such that |x(t, j)| 6 ε for all (t, j) ∈ dom(x)
such that t+ j > T , namely, roughly speaking, any ini-
tial condition in rB is uniformly shrunk to εB in finite
time. Fix r ∈ R>0 and let c0 ∈ R>0 be such that rB ⊂
S1 := {(x, ξ) ∈ Rn × Rs : V (x, ξ) 6 c0}. Fix ε ∈ (0, 1),
and let Sε := {(x, ξ) ∈ Rn × Rs : V (x, ξ) 6 ε c0}. Thus,
let % := inf(x,ξ)∈S1\Sε ρ(x, ξ), which is strictly positive

since ρ is a continuous, positive definite function, S1 \ Sε
is a compact set, and 0 /∈ S1 \ Sε. Furthermore, by con-
sidering that the functions V and ρ, and the mappings
α, β, f , and g are of class Ck for some sufficiently large
k, there exists ν ∈ R>0 such that, for all (x, ξ) ∈ S1 \Sε,
〈∇(L(x, ξ) + ρ(x, ξ)), F (x, ξ)〉 6 ν. Hence, let

T , 1 +
c0(ν + %− µ%)

(1− µ)µ%2
,

and assume that there exists a solution (x, ξ) to
system (6), with (x(0, 0), ξ(0, 0)) ∈ rB, that stays
in S1 \ Sε for all hybrid times (t, j) ∈ dom(x)
with t + j 6 T . Then, for all k ∈ Z>1 such that
tk + k 6 T , it results that L(x(tk, k), ξ(tk, k)) +
ρ(x(tk, k), ξ(tk, k)) 6 0. Since ρ(x, ξ) > % for all (x, ξ) ∈
S1 \ Sε and a jump occurs at hybrid time (tk+1, k) only
if L(x(tk+1, k), ξ(tk+1, k)) + ρ(x(tk+1, k), ξ(tk+1, k)) >
(1 − µ) ρ(x(tk+1, k), ξ(tk+1, k)) > (1 − µ) %, this
implies that there exists a minimum dwell-time

τ := (1−µ) %
ν between two consecutive jumps of the solu-

tion (x, ξ). Therefore, the solution (x, ξ) is non-Zeno and

(t, j) ∈ dom(x) implies j 6 t
τ + 1. Hence, by following

Theorem 3.18 of Goebel et al. (2012), it results that

V (x(t, j), ξ(t, j)) 6 V (x0, ξ0)− µ% t,
6 V (x0, ξ0)− τ

τ+1 µ% (t+ j − 1),

6 c0 − τ
τ+1 µ%(t+ j − 1),

leading to a contradiction since (x, ξ) ∈ S1\Sε if and only
if ε c0 < V (x, ξ) 6 c0. Therefore, there does not exist a
solution (x, ξ) to system (6) that stays in S1 \ Sε for all
hybrid times (t, j) ∈ dom(x) with t+j 6 T . Hence, since
the sets S1 and Sε are positively invariant with respect
to system (6) and solutions to system (6) are complete,
there exists T such that, for each solution (x, ξ) of sys-
tem (6) such that (x(0, 0), ξ(0, 0)) ∈ S1, (t, j) ∈ dom(x)
and t+ j > T imply (x(t, j), ξ(t, j)) ∈ Sε. Hence, by the
arbitrary selection of r ∈ R>0 and ε ∈ (0, 1), the origin is
uniformly globally asymptotically stable for system (6),
thus concluding the proof.

Remark 1. If Assumption 1 holds, then, by (LAS), there
exists ε? ∈ R>0 such that ε?B ⊂ W and D ∩ ε?B = {0}.
By the proof of Theorem 1, this implies that solutions
(x, ξ) to system (6) such that @(t, j) ∈ dom(x, ξ) such
that x(t, j) = 0 and ξ(t, j) = 0 have a semi-global uni-
form dwell-time and are eventually continuous.

By weakening the assumptions of Theorem 1, it is still
possible to guarantee uniform local asymptotic stability
of the origin for the closed-loop system, as shown below.
Corollary 1. Assume that there exists an open
set U ⊂ Rn × Rs containing the origin such that
Assumptions 1 and 2 hold and that the function
Π(x, ξ, ζ) is lower semicontinuous and level-bounded
in ζ, locally uniformly in (x, ξ). Define $ : U → R,
$(x, ξ) := infζ∈Ξ(x,ξ) Π(x, ξ, ζ) for all (x, ξ) ∈ U , and
assume that it is locally bounded from above and contin-
uous. Then, the origin is a uniformly locally asymptot-
ically stable equilibrium point for system (1) in closed
loop with the hybrid implementation (5) of the locally
stabilizing controller (2).

Proof. Let c0 ∈ R>0 be such that S1 := {(x, ξ) ∈ Rn ×
Rs : V (x, ξ) 6 c0} ⊂ U and consider the hybrid system[

ẋ

ξ̇

]
= F (x, ξ), (x, ξ) ∈ C ∩ S1, (8a)

[
x+

ξ+

]
∈ G(x, ξ), (x, ξ) ∈ D ∩ S1, (8b)

where F , G, C, and D are as in (6c)–(6d). By the same
reasoning used in the proof of Theorem 1, the hybrid
system (8) is well-posed. Therefore, by Theorem S3 of
Goebel et al. (2009), letting φ be one of its maximal
solutions, exactly one of the following cases holds: (i) φ
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is complete; (ii) φ blows up in finite time; (iii) there is
(t, j) ∈ dom(φ) such that φ(t, j) /∈ S1. Hence, consider
the function V , which satisfies (7a) for all (x, ξ) ∈ C∩S1,
and (7b) for all (x, ξ) ∈ D ∩ S1, due to the fact that
Ξ(x, ξ) 6= ∅ for all (x, ξ) ∈ S1 ⊂ U . Since (7a) holds for
all (x, ξ) ∈ C∩S1, one has that F (x, ξ)∩TC(x, ξ) 6= ∅ for
all (x, ξ) ∈ (C ∩ S1) \D and hence, by Proposition 2.10
of Goebel et al. (2012), item (iii) holds only if φ(t, j)
jumps out of S1. However, since (7b) holds for all (x, ξ) ∈
D ∩ S1, G(x, ξ) ∈ S1 for all (x, ξ) ∈ S1, and, hence,
the case of item (iii) cannot hold for maximal solutions
starting in S1. Therefore, the proof follows by the same
reasoning used to prove Theorem 1.

From the constructions in the proof of Corollary 1, the
estimate of the basin of attraction of the origin for the
closed-loop system (obtained by using V as Lyapunov
function) without hybrid implementation is a subset of
the one for the closed-loop system with it. Indeed, by
construction, all the points (x, ξ) ∈ W that satisfy (LAS)
are such that (HR) holds with ζ = ξ. The following
corollary provides a regional interpretation of this result.
Corollary 2. Let a bounded open set E ⊂ Rn × Rs
containing the origin be given and let V be a sub-
level set of V such that E ⊆ V. Let U , {(x, ξ) ∈
V : 〈∇V (x, ξ), F (x, ξ)〉 > 0} and suppose that As-
sumptions 1 and 2 hold. Thus, define $ : U → R,
$(x, ξ) := infζ∈Ξ(x,ξ) Π(x, ξ, ζ) for all (x, ξ) ∈ E, and
assume that it is locally bounded from above and con-
tinuous. Then, the origin is a uniformly asymptotically
stable equilibrium point for system (1), (5) with basin of
attraction containing E.
Remark 2. Interestingly, the statement of Corollary 2
may be interpreted in a spirit similar to that of LaSalle’s
theorem. In fact, while the latter dictates to verify addi-
tional conditions on the system only in the set in which
the time-derivative of the Lyapunov function is equal to
zero to determine the asymptotic behavior of closed-loop
trajectories, the former prescribes to verify additional
conditions whenever the time-derivative is not negative,
to ensure regional convergence from a given set.

3 Numerical Simulations

To corroborate the above theoretical analysis, in this
section, we present two examples of application of the
hybrid implementation of local controllers.

3.1 Enlarging the basin of attraction of the origin

Consider a nonlinear system described by the equation

ẋ = x+ cos(x)u , (9)

with state x(t) ∈ R and input u(t) ∈ R. Since
cos(±π/2) = 0 and, correspondingly, ẋ|x=±π/2 = ±π/2

for any u ∈ R, the largest achievable basin of attrac-
tion for the zero-equilibrium coincides with the interval
(−π/2, π/2). Suppose that a dynamic controller in-
spired by LQG strategies has been designed - based on
the linearized system - to satisfy Assumption 1, namely

ξ̇ = (1− `∞)ξ + `∞x+ u , u = −p∞ξ , (10)

with p∞ = `∞ = 1 +
√

2 obtained by solving the under-
lying Riccati (control and filtering) equations.

The function V associated to the linearized system then
provides an estimate of the basin of attraction of the
zero equilibrium for the closed-loop extended system
(9)-(10) as shown by the cyan line in Fig. 1, since the
union of the red and green regions depicts the subset
of the state-space in which V̇ (x, ξ) > 0. By relying on
the arguments in Corollaries 1 and 2 and the discus-
sion in Remark 2, the conditions (HR) are checked in

the region where V̇ (x, ξ) > 0. Constructively, it is first
imposed that jumps of the state ξ are allowed on the
same level line of the function V , hence trivially satisfy-
ing (HR2) (corresponding to the selection Π(x, ξ, ζ) =
(V (x, ξ)−V (x, ζ))2). It can be verified that, instead, in-
equality (HR1) holds in the green region, thus reducing
the set in which the relaxed conditions for stability do
not hold only to the red region.

Fig. 1. Guaranteed basin of attraction of the continuous-time
controller (10) (cyan line) and of its hybrid implementation
(magenta line). Trajectory-based estimate of the basin for
the latter controller (yellow region) and trajectories of the
system (9)-(10).

Fig. 2 shows a trajectory of the closed-loop hybrid im-
plementation of (9)-(10) corresponding to an initial con-
dition for which the purely continuous-time evolution
would diverge (see the dashed black line in the green re-
gion), while the controller is instead repeatedly reset to

values of the state for which V̇ (x, ξ) < 0 every time the
trajectory intersects the green subset.
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Fig. 2. Trajectory of the closed-loop hybrid implementation
of (9)-(10) corresponding to an initial condition for which
the purely continuous-time evolution would diverge.

3.2 Global stabilization with a local controller

Consider the nonlinear system

ẋ1 = −2x1 + x2 − 3u, (11a)

ẋ2 = −x1 −
x2

x2
1 + 1

− x2 + 2u, (11b)

together with the PI controller

ξ̇ = x2, (12a)

u = −5.67116 ξ − 2.19912x2, (12b)

which has been designed by applying the Ziegler-Nichols
tuning method to the linearized system, assuming that
the available output is y = x2. Letting

V (x, ξ) = 2.23ξ2 + 0.655ξx1 + 1.07ξx2 + 0.173x2
1

+ 0.309x2x1 + 0.345x2
2,

ρ(x, ξ) = 1
2 (x2

1 + x2
2 + ξ2),

it can be checked that (LAS) holds with respect to

W = {(x, ξ) ∈ R2 × R : V (x, ξ) < 4.561},

whereas (GAS) does not hold. Nevertheless, by com-
puting the cylindrical algebraic decomposition, see e.g.
Collins (1975), of the inequalities in (HR), it can be ver-
ified that, instead, for each (x, ξ) ∈ R2 × R there exists
ζ ∈ R such that (HR) holds. Hence, letting

Π = 32.2 ζ2 + 24.9 ζx2 + 4.84x2
2,

which is obtained by considering the squared norm of the
control input β when the state ξ of the controller (12)
equals ζ (i.e. minimizing the control effort after the
reset of the controller), by using the tools given in
Menini et al. (2018), it can be checked that the function

$(x, ξ) , infζ∈Ξ(x,ξ) Π(x, ξ, ζ) is locally bounded from
above and continuous. Thus, the hypotheses of Theo-
rem 1 are met and hence the hybrid implementation of
the controller (12) makes the origin globally asymptoti-
cally stable for the closed-loop system. Fig. 3 depicts a
trajectory of the closed-loop hybrid implementation of
(11)-(12), where the post-jump value of the controller
state ξ has been computed by using the numerical tools
given in Calafiore & Possieri (2018).
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Fig. 3. Trajectory of the hybrid implementation of (11)-(12).
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