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ABSTRACT The rapid growth in the adoption of wireless sensor networks (WSNs) is motivated by the advantages offered with respect to wired systems, such as cost-effectiveness, easiness of installation, scalability, flexibility, and self-organization. However, due to their nature, the nodes in WSN rely on a limited energy source; therefore, an efficient communication among the nodes is desirable to prolong the lifetime of the WSN. In particular, the alternation of active and sleep states and the regulation of the transmission power represent two common approaches to save energy. This paper proposes the simultaneous use of two fuzzy logic controllers to dynamically adjust the sleeping time and the transmission power of the nodes in order to optimize energy consumption. The experimental results show a network lifetime improvement ranging from 30 to 40%, according to the adopted Medium Access Control (MAC) protocol.

INDEX TERMS Fuzzy logic controller, sleeping time, transmission power, industrial WSN.

I. INTRODUCTION In a wireless sensor network (WSN), a large number of small and autonomous nodes are deployed to sense and monitor the environment. Nodes communicate with each other via radio frequency waves to convey the acquired information to a base station, by means of single or multiple hops. The base station is a more powerful node for interfacing the WSN with the end user, as it generally forwards the received data to a server. The adoption of WSNs in industrial environments has recently increased due to several advantages with respect to traditional wired industrial systems [1]. Installation and re-location of the monitoring system are expedited, with better scalability, flexibility and self-organization. Cost-effectiveness represents another advantage, due to the absence of expensive communication cables and reduced costs for regular maintenance. However, due to requirements of low cost and miniaturization, the nodes of a WSN are resource-constrained, with limited memory and computation capability. In addition, the nodes are usually battery-supplied, so energy becomes the most limiting factor as it directly affects the network lifetime [2]. Energy is mainly consumed in sensing, computing, and transmitting data; among them, transmission is by far the highest power consuming activity [3]. Therefore many solutions for energy efficient communication have been proposed at different levels of the protocol stack, mainly at network, data link and application layer.

At the network layer, a routing protocol can be adopted to find the communication path that minimizes the energy consumption [4], [5]. In addition, the nodes can be grouped by means of a clustering algorithm: in this way, the data collected by the nodes of a cluster can be aggregated and reduced by the cluster head before being transmitted, with a consequent energy saving [6]–[9].

At the data link layer, a Medium Access Control (MAC) protocol can provide energy-efficient mechanisms to control multiple accesses to the wireless channel [10], [11]. Different MAC protocols have been proposed according to the network properties. The IEEE 802.15.4 standard [12] regulates the wireless communication of low-power, low-data-rate, short-range devices. It defines two operating modes: active and sleep. Nodes are active only when they have to transmit or they expect to receive data, otherwise they enter...
into the sleep mode and they switch off their modules to save power. An alternative protocol, especially adopted in process automation applications, is the WirelessHART open standard [13], which is characterized by a high data rate and a severe security policy.

At the application layer, regulating the sampling time (i.e., the rate of the environment measurements) can affect the network lifetime [14]–[16]. A high sampling time minimizes the energy consumption, since few measurements are required, but it also penalizes the reactivity and effectiveness of the WSN, due to the latency in recognizing environmental changes.

Also the transmission power can be adjusted to achieve a good trade-off between the network lifetime and the quality of service (QoS) of the application [17]–[20]. On one hand, if the transmission power is too high, the node wastes energy and its signal is more likely to disturb other nodes. On the other hand, a too low transmission power increases the probability of packet loss, because the signal-to-interference ratio (SIR) measured at the receiver’s antenna decreases.

Among the described approaches, the most direct way to limit the power consumption is by adjusting the transmission power and sleeping time. Communicating with minimum transmission power can dramatically reduce power consumption: as an example, the wireless module MRF24J40MA consumes only 2 µA in the sleep mode. Although extremely advantageous from the energetic point of view, spending most of the time in the sleep mode and communicating at minimum transmission power can be impractical. The node cannot accomplish its tasks because few data samples would be transmitted during short active phases and they would be detected only at close distance.

In this paper, two fuzzy logic controllers (FLCs) are proposed to dynamically adjust the transmission power and the sleeping time in order to find the proper trade-off between the power saving and the WSN performance. Fuzzy logic is widely adopted in WSNs [21], [22] because it can deal with uncertain and vague values, such as clock drifts and interference between nodes. In these cases, an exact computation may be too complex and it could also be meaningless due to the quick variation of the network parameters. The novelty of the proposal is the use of two FLCs in parallel for adjusting both the transmission power and the sleeping time. The FLCs operate at the data link layer, but their adoption do not imply any change to the protocol stack, as they only need primitives for adjusting the sleeping time. In addition, the implementation of the proposed approach requires two kinds of control packets exchanged at the application layer, in order to inform on the input and output parameters of the FLCs.

The benefits of the proposed technique are confirmed by practical validations, whereas, to the best of our knowledge, all other state-of-the-art approaches were evaluated only by means of simulations. The energy savings due to the adoption of FLCs in IEEE 802.15.4 networks have been already shown in [23], although the advantages have been estimated only by means of simulations. This paper proves the validity of the approach to other MAC protocols, by extending the analysis to WirelessHART. In addition, it validates the results by means of two testbed scenarios.

The main novelties of this paper are:

- simultaneous use of two FLCs in order to regulate both transmission power and sleeping time at the application layer. In literature, energy-efficient solutions based on fuzzy logic focus on either one of the two parameters, and they exploit one FLC only.
- applicability of the proposed solution to two main standardized MAC protocols, i.e., IEEE 802.15.4 and WirelessHART. Instead, other fuzzy logic based methods are either compliant to only one standard, or they require changes to the standard, or they do not provide details at the data link layer.
- special attention to industrial applications with deadline-aware requirements. In this case, the number of packets sent in time is considered more important than the throughput in itself, i.e., the total number of packets sent. Other state-of-the-art methods have a different vision, such as quality of service and throughput, which can be suitable for different application fields.
- evaluation of the performance by means of a real implementation, whereas, to the best of our knowledge, the benefits of all similar solutions are shown only by means of simulations.

The remaining of this paper is organized as follows. Section II introduces the main concepts about the IEEE802.15.4 and WirelessHART standards. Section III reviews existing approaches for saving energy by adjusting the transmission power and the sleeping time. The proposed mechanism is presented in Section IV. The tested scenario and the simulation results are described in Section V. The obtained results are validated with a real implementation in Section VI. Finally, some conclusions are drawn in Section VII.

II. MAC PROTOCOLS FOR INDUSTRIAL WSN

An open issue in industrial WSNs concerns the constraints of low-power sensor nodes, especially when the application requires frequent data communication, which increases power usage. This section presents the most relevant WSN standards that have been designed to manage the limited node resources.

The IEEE 802.15.4 standard defines physical and MAC layer for low-power, low-data-rate, personal area WSNs. It provides a MAC superframe composed of a contention

---

access period, when the data transmission is regulated by means of a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) technique, and a contention free period, when up to 7 devices can transmit by means of the guaranteed time slot mechanism. A limitation of IEEE 802.15.4 is the absence of a frequency hopping technique. As a consequence, communication may be highly affected by noise and interference, which usually characterize industrial networks.

IEEE 802.15.4 has been adopted by a majority of WSN standards, most notably the series of standards from ZigBee. All subsequent industrial WSN standards are built on top of IEEE 802.15.4. Among new standards, WirelessHART [13] is particularly promising for industrial applications. WirelessHART implements a subset of IEEE 802.15.4, but it adds many specifications in its own Data Link Layer (DLL) to address some critical requirements for industrial environment.

WirelessHART provides five levels of the ISO/OSI protocol stack: physical, data link, network, transport and application layer. It offers a network manager for communication scheduling and routing among nodes. WirelessHART works in the 2.4 GHz band with a maximum data rate of 250 kbit/s and 16 channels spaced by 5 MHz guard band. The data link layer can be divided into time slots of 10 ms. WirelessHART uses TDMA as medium access technique, in order to limit the unpredictability of the communication. In addition, it manages a black list of channels suffering from interference and, in this way, it is possible to disable channels affected by noise. Several differences between IEEE 802.15.4 and WirelessHART have been carried out in the literature [24]. WirelessHART imposes a strict limit on the duration of the TDMA slots, which are fixed to 10 ms, therefore it is not as flexible as IEEE 802.15.4 in terms of superframe duration and beacon interval. On the other hand, WirelessHART uses multiple radio channels, in order to improve network performance. Despite their differences, IEEE 802.15.4 and WirelessHART are equally considered as two of the most suitable protocols for industrial WSNs, as they enable low-rate and low-power communication.

III. RELATED WORK

Fuzzy logic-based solutions are commonly adopted in WSN because they can handle uncertainties in the design and management of the network. FLCs can accomplish many tasks and they affect different layers of the protocol stack.

At the network layer, fuzzy logic can help in partitioning the WSN into clusters. Clustering improves the communication efficiency and network scalability because the data collected by the nodes of a cluster are aggregated by the cluster-head. Then, the cluster-head sends the gathered data to the base station. Due to their heavier tasks with respect to the other nodes of the cluster, the cluster-heads are selected among the nodes with more residual energy. Furthermore, cluster-heads close to the base station consume even more energy because they communicate more frequently with the base station. This issue is addressed with unequal clustering algorithms: they look for network partitions such that the clusters near the base station are smaller than the clusters far from it. In particular, the fuzzy energy-aware unequal clustering (EAUCF) algorithm exploits an FLC to determine an unequal clustering [8]. For every node, the FLC considers the residual energy and the distance with the base station in order to compute the competitive range of the node. Then, the nodes exchange messages with the value of their competitive range and their residual energy. If a node receives a message by another node inside its competitive range with a higher residual energy, then the receiving node leaves the cluster-head competition. The remaining nodes are selected as cluster-heads. EAUCF is improved by the fuzzy based unequal clustering (FBUC) algorithm [9]. The fuzzy rules applied in FBUC consider also the node degree, besides its residual energy and the distance with the base station, in order to compute the competitive range.

At the data link layer, fuzzy-logic based strategies can be adopted for coordinating the channel access. For example, MAC protocols often rely on perfect network time synchronization for scheduling the transmission and reception phases of the nodes. However, clock drifts introduce inaccuracies among nodes. An FLC can take into account the effect of the clock drifts and delay or anticipate the packets scheduling accordingly [11]. Every node is supposed to have a limited buffer for temporarily storing the received packets before processing them. If the buffer is filled up, the next incoming packets are discarded. The FLC evaluates the ratio of nodes with overflowed buffer, the ratio of nodes with high failure rate in their transmission, the ratio of nodes that did not synchronize their communication with another node due to clock drifts. The output of the FLC is the variation (high increase, increase, no change, decrease, high decrease) of the adjustment factor. The adjustment factor is multiplied by the length of the previous interval of schedule broadcast in order to compute the length of the new interval.

At the application layer, fuzzy logic systems are adopted to adjust the behavior of the nodes. In particular, great effort is devoted to power savings, as the batteries that feed nodes are a limited source of energy. The transmission power directly impacts on the energy balance, because transmission is the highest power consuming activity of a node. In addition, instead of being active all the time, a node can save energy by sensing and communicating periodically, i.e., with a proper sampling and sleeping time. The next two subsections review state-of-the-art solutions that optimize energy consumption by dynamically adjusting transmission power, sampling and sleeping time with an FLC. Then, a widespread approach, which is an alternative to FLC, is presented in the third subsection.

A. FUZZY LOGIC FOR ADJUSTING TRANSMISSION POWER

In the literature, different parameters have been considered for controlling the transmission power, such as the QoS of
the communication, the distance between the sender and the receiver and the number of available receivers.

When data packets are exchanged between two nodes, the receiver has the opportunity to evaluate the QoS of the communication in order to adjust the power level of its future transmissions [17]. In particular, the Link Quality Indicator (LQI) is chosen as a QoS representative, since this parameter indicates the quality of the received signal by estimating how easily it can be demodulated. The FLC decides the variation of the transmission power by evaluating the LQI of the current communication and the LQI of the previous one. This approach can reduce the packet error rate and prolong the WSN lifetime.

The idea that the transmission power should depend on the distance between sender and receiver has led to the development of a MAC protocol compliant with IEEE 802.15.4 [19]. Since the nodes do not know the position of their neighbors, the distance between two communicating nodes is assumed as directly related to LQI and to the Received Signal Strength Indicator (RSSI), which is the measurement of the power of the received signal. An FLC regulates the transmission power according to the average values of LQI and RSSI during the monitored interval. An additional increment of the transmission power can be applied if more than two error frames are detected in the monitored interval. An energy saving of 11%, without any throughput loss, was claimed and a further enhancement may be obtained by considering also the ratio of the number of errors to the total number of transmitted bits [18].

The transmission power directly affects the degree of a node: if it increases, the node can send data to a wider distance and its degree becomes higher. Therefore, an FLC has been proposed for adjusting the transmission power of the nodes according to their degree [20]. The inputs of the FLC are the error $e_d$ of the node degree and the ratio of $e_d$ to the variation of the transmission power in the last period of time. The FLC defines, as output, the transmission power in order to optimize the energy consumption of the WSN.

### B. FUZZY LOGIC FOR ADJUSTING SAMPLING AND SLEEPING TIME

The data packets that a node sends after sensing the environment may be lost or arrive at the base station with a delay larger than the deadline, resulting in both cases as a deadline miss. The number of deadline misses is related to the sampling time: a low sampling time increases the traffic load on the network, with higher probabilities of node collisions and deadline misses. An FLC can limit the deadline miss ratio by adjusting the sampling time according to traffic conditions [14]. In details, the FLC regulates the sampling period by acquiring two inputs: firstly, the error $e_m$ between the current deadline miss ratio and the desired tolerable one; secondly, the change of $e_m$ between two consecutive intervals. The Dynamic Sampling Algorithm (DSA) further extends the network lifetime by evaluating also the remaining battery capacity of each node [15].

IEEE 802.15.4 offers primitives for changing sleeping and wake-up time, so the sampling time can be adjusted without affecting the MAC layer. Many variations to IEEE 802.15.4 have been proposed in order to improve energy savings, but they do not offer a general technique for regulating the sampling time, due to their different management of the duty cycle mechanism. For some MAC protocols, either synchronous or asynchronous, there are specific solutions that exploit an FLC to dynamically adjust the duty cycle, and consequently the sampling time.

S-MAC is a popular synchronous MAC protocol, which divides time into frames [25]. Each frame is composed of a listen and a sleep interval. A node starts transmitting during the listen interval of the receiver; then the data transfer continues during the whole frame. On the other hand, the nodes that do not participate to the communication switch off their radios during the sleeping interval. A node notifies its scheduling to the others by means of a special control signal. A group of nodes that share the same sleeping time form a virtual cluster. With neighbors belonging to different virtual clusters, a node needs a higher duty cycle in order to follow any listen intervals. As a countermeasure, an FLC can dynamically regulate the duty cycle of the nodes based on the density of their neighborhood. The reduction of the wake up time is theoretically proven [26].

In asynchronous MAC protocols, the nodes rely on mechanisms different from synchronization to initiate a data packet exchange. For example, with preamble sampling technique [27], a node sends a long preamble before transmitting useful information. In this way, the receiver saves energy since it is not forced to sample the channel continuously: it is sufficient that the sampling time is shorter than the preamble length. Strobed preamble sampling protocols offer an enhancement of this basic approach: instead of a single meaningless preamble, the sender transmits a series of shorter preambles with the address of the receiver. Consequently, the receiver can limit the preamble phase by means of an acknowledge signal. Simulations show that, when a strobed preamble sampling protocol is adopted, the lifetime of the network can be extended if an FLC regulates the sleeping time of each node by evaluating its remaining battery energy and the average number of data packets that it has to transmit [28].

### C. PROPORTIONAL CONTROLLER

A proportional controller (P controller) uses a feedback mechanism for dynamically regulating a parameter of the WSN. The output of the P controller is proportional to the error of the monitored parameter, i.e., the difference between the target and the current value. For example, the transmission power $P_{TX}$ can be computed according to the error of the signal-to-noise ratio (SNR) [29]:

$$P_{TX}(k) = P_{TX}(k-1) + K_p \cdot (SNR_p - SNR_c)$$ (1)

where $K_p$ expresses the proportional gain, $SNR_p$ is the predefined value of SNR to obtain the desired Packet Reception Rate (PRR), and $SNR_c$ is the value of SNR measured by
the receiver and then communicated to the sender. The P controller is aimed to reduce the packet loss caused by the interference among nodes due to concomitant transmissions.

The proportional-integral-derivative controller (PID controller) is a more complex control system:

- the proportional term takes into account the present error of the monitored parameter;
- the integral term depends on the accumulation of past errors;
- the derivative term predicts the future error.

A PID controller can adjust the transmission power as follows [30]:

\[
P_{TX}(k) = K_p e_d(k) + K_i \sum_{j=0}^{k} e_d(j) + +K_d [e_d(k) - e_d(k-1)] + P_{TX0}^0
\]

where \(K_p\), \(K_i\), and \(K_d\) are constants; \(P_{TX0}^0\) is the output of the controller when the error \(e\) is null; \(e_d(k) = d_d(k) - d_s(k)\) is the error of the node degree, i.e., the number of other nodes in the WSN that can be reached in one hop; \(d_s(k)\) is the current node degree, and \(d_d(k)\) is the desired value.

IV. PROPOSED APPROACH

Both sleeping time and transmission power of sensor devices are dynamically adjusted by means of two FLCs. The first controller determines the sleeping time, and the second one regulates the transmission power. The two controllers are described in Sections IV-A and IV-B.

The two FLCs can be implemented on each node of the WSN. In this way, a node autonomously computes its optimal settings based on the available inputs. However, this solution may be not viable because a node may have to satisfy strict constraints of cost and miniaturization, which prevent adding extra hardware for the FLCs. Two alternatives are possible, depending if the number of hops to reach the base station is fixed to one (single-hop network) or not (multi-hop network).

In a single-hop network, the FLCs are implemented in the base station and compute sleeping time and transmission power for every node. The information about the input and output of the FLCs is exchanged through control packets in the same way as the data packets are. The increase in the network traffic is negligible, because the control packets are sent only when there are significant variations of the parameters, whereas the data packets are regularly sent at every sampling. This is confirmed by the experimental test in Section VI.

In a multi-hop network, a node can be too far from the base station, so providing the data for the FLCs and receiving their response would require several hops, thus affecting the network traffic. As a countermeasure, the node can delegate the computation of its optimal working parameters to a more powerful node, equipped with the FLCs and reachable in a single hop. If such kind of node is not present nearby, then a special node, called network controller, is locally added to the WSN. The network controller is properly equipped for executing computational tasks; in particular, it offers the implementation of the FLCs. In that way, each node directly communicates with another entity (i.e., a close node or a network controller) to be configured: the impact on the network traffic is negligible, as it would be in a single-hop network.

The proposed approach can be applied both in centralized and distributed networks. In a centralized WSN, the FLCs are implemented in the base station and the nodes exchange control packets with it to receive their configuration. However, in order to limit the network traffic, it is recommended that the centralized network is single-hop. If it is not the case, the computation of the sleeping time and transmission power should be distributed by exploiting existing nodes, powerful enough to be equipped with the FLCs, or by inserting some network controllers into the WSN.

A. SLEEPING TIME MANAGEMENT

The sleeping time of the devices is dynamically calculated by the first controller, called FLC1, by processing the battery level and the throughput to workload ratio. The throughput is the number of packets sent by the device. The workload is computed as the number of packets that the device has to send, either periodic or aperiodic. The number of aperiodic packets \(N_a\) cannot be known a priori and, as a consequence, it can be considered as a random variable, whereas the number of periodic packets corresponds to the number of samples \(N_s\) and can be computed as follows:

\[
N_s = \sum_{t=T_{start}}^{T_{end}} \chi(t)
\]

where \(T_{start}\) and \(T_{end}\) represent initial and final instants of the sleep phase respectively; \(\chi(t)\) is a step function defined as

\[
\chi(t) = \begin{cases} 
0 & t \mod T_s \neq 0 \\
1 & t \mod T_s = 0 
\end{cases}
\]

where \(T_s\) is the sampling time of the node, which coincides with the packet emission time. \(Th/Wl\) is calculated as:

\[
Th/Wl = \frac{k + N_a}{N_s + N_a}
\]

where \(k\) is the number of periodic packets sent by the device when it wakes up: only the \(k\)-most recent samples (out of \(N_s\)) acquired during the sleeping time are transmitted. Taking into account the example reported in Fig. 1, let assume that the sleep phase begins at \(T_{start} = 5\) and ends at \(T_{end} = 9\). With a sampling period \(T_s = 2\), two periodic packets are counted during the sleep phase. Consequently, \(Th/Wl\) is computed as:

\[
Th/Wl = \frac{k + N_a}{N_s + N_a} = \frac{1 + 1}{2 + 1} = 0.66
\]

where \(k = 1\) means that only the last periodic packet is sent. \(Th/Wl\) and battery level are both processed by FLC1. The first step is represented by fuzzification, i.e., the estimation of the grade of membership of a crisp input value. In detail, three
membership functions (Low, Medium, High) are defined for each input variable. The range of these crisp values is:

- \( \text{Th/Wl} \): \([0, 100]\) in percentage;
- battery level: \([0, 1023]\), which is the range of the output of a 10-bit analog-to-digital converter ADC) used to measure the charge of the battery.

Similarly, three membership functions (Low, Medium, High) are defined for the sleeping time. The range of the crisp values of this output variable is: \([1, 10] \cdot T_s\), where \(T_s\) is a constant value defined at design time. Several simulations have been performed in order to choose the most appropriate shape for the membership functions, as described in Section V-A.

The simplest membership function is the triangular one; the simulations reveal that other common functions do not lead to any relevant improvement in performance, at the cost of an increase in computational overhead. The fuzzy triangular membership functions of \( \text{Th/Wl} \), battery level and sleeping time are shown in Fig. 2, where the degree of membership is represented by normalized values \([0 - 1]\).

At the second step, the fuzzy controller applies 9 inference rules to determine the output fuzzy value. The rules are based on IF-THEN statements of standard programming languages. The most promising sets of rules were selected among all possible combinations, and then experimentally compared, as explained in Section V-B. The best performing set of rules is listed in Table 1. As an example, let us consider rule 9: if both \( \text{Th/Wl} \) and battery level are high, then the sleeping time will be high. In fact, under these conditions it is advisable to maintain the device in the sleep state as much as possible.

The last step is represented by defuzzification, i.e., the conversion of the output fuzzy value into a new crisp value by means of the centroid mechanism:

\[
\text{sleeping time} = \frac{\sum_{i=1}^{n} \text{Out}_i \cdot C_i}{\sum_{i=1}^{n} C_i}
\]

(7)

where \(\text{Out}_i\) is the output of the \(i\)-th rule, and \(C_i\) is the center of the output membership function.

### B. TRANSMISSION POWER MANAGEMENT

Three membership functions (Low, Medium, High) are defined for the input variables of the second fuzzy controller, called FLC\(_2\). Their crisp values range as follows:

- battery level: \([0, 1023]\), defined in the same way as for FLC\(_1\);
- link quality \([0, 255]\), where 0 represents the worst link quality value. This parameter is determined by means of the RSSI value, stored in a register of the transceivers.

The membership function for battery level is the same as used by FLC\(_1\), whereas the one for link quality is shown in Fig. 3. The membership functions defined for the output variable \(P_{TX}\) have the same shape as in Fig. 3. The range of their crisp values depends on the adopted protocol:

- \(P_{TX}\) \([-30, 0]\) dBm in case of IEEE 802.15.4.
- \(P_{TX}\) \([0, 15]\) dBm in case of WirelessHART.

As for FLC\(_1\), also the output fuzzy value of FLC\(_2\) is determined through 9 fuzzy rules (which are listed in Table 2), and then defuzzificated using the centroid formula, as in (7).
TABLE 2. FLC2 inference rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Antecedent (battery level)</th>
<th>Antecedent (link quality)</th>
<th>Consequent (P_{TX})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>4</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>5</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>6</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>8</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>9</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

V. SIMULATION SCENARIO

The battery consumption with the proposed approach is firstly evaluated by means of a model built in Simulink/Matlab, as shown in Fig. 4. The input parameters of the FieldDevice block are an aperiodic number, the sleeping time and the transmission power. The aperiodic number is generated through a uniform random number block and represents the number of aperiodic packets Na transmitted by the device. Sleeping time and transmission power are acquired through a feedback loop system. In details, the two memory loop blocks store the last values computed by the two parallel FLCs in the right-hand side of the model. The FieldDevice block uses the transmission power and sleeping time stored in the memory loop blocks until new values are computed by the FLCs. The output values of the FieldDevice block are used as input variables by the two parallel FLCs in the right-hand side of the model.

The battery level trend is managed into the FieldDevice block through the Simulink/Stateflow environment, an internal Matlab tool that allows to describe the evolution of a specific system (in this case the battery trend) by means of a finite state machine, which is reported in Fig. 5.

The model shown in Fig. 4 represents the node activity from the implementation of the proposal. Firstly, the node can be regarded as a single entity, which sends periodic and aperiodic packets to the external world, so it is viewed as independent of the architecture of the WSN (i.e., centralized/distributed, single-hop/multi-hop). Secondly, the behavior of a node is not affected by the way it obtains the values of its sleeping time and transmission power. Since the network traffic is not evaluated at this phase, there is no practical difference for a node between computing its optimal configuration by itself and receiving the value from the network controller.

The power consumption of a device depends on its activity state. In sleep mode, the power consumption is \( P_{sleep} = P_{\mu C} + P_{C} \), where \( P_{\mu C} \) is the power consumed by the microcontroller for data acquisition and elaboration, and \( P_{C} \) is the consumption of the transceiver. In practice, \( P_{sleep} \) is mainly due to \( P_{\mu C} \), since \( P_{C} \) is negligible.

The proposed approach is intended for industrial applications, so the parameters used in the simulations are set according to common system requirements in factory automation [31]. In particular, \( Na \) is a random value uniformly distributed in the interval [0, 5]. Moreover, the power consumption is obtained from the datasheets of the following microcontroller and wireless modules:

- 16 bit MCU - Microchip PIC24F family\(^2\);
- MRF24J40MA Radio Frequency Transceiver IEEE 802.15.4 2.4 GHz;
- VersaNode 310 2.4 GHz Wireless Radio Module\(^3\).

According to datasheets, \( P_{\mu C} = 50 \text{ mAh} \), \( P_{wm} = 5 \mu\text{Ah} \) for the IEEE 802.15.4 module, and \( P_{wm} = 40 \mu\text{Ah} \) for the WirelessHART module.

The consumption of a node in sleep mode is estimated as:

\[
P_{sleep} = \frac{P_{\mu C} \cdot \text{maxbit}}{\text{fullCharge}} \cdot 3600 \text{ bit/s} \tag{8}
\]

where \( \text{fullCharge} \) is the maximum charge level of the battery, \( \text{maxbit} \) is its digital value and 3600 is the number of seconds in an hour. In a 10.8 V lithium-ion battery, \( \text{fullCharge} = 3100 \text{ mAh} \): the corresponding digital value, acquired through a 10 bit ADC, is 1023. Then, the power consumption of a device in sleep mode can be computed as:

\[
P_{sleep} = \frac{50 \cdot 1023}{3100 \cdot 3600} = 0.00458 \text{ bit/s} \tag{9}
\]

When the device is transmitting, the battery consumption is \((0.00458 + P_{TX}) \text{ bit/s}\). The consumption of the IEEE 802.15.4 transceiver is 130 mAh in case of maximum \( P_{TX} \) (0 dBm), but it drops at 91 mAh in case of minimum \( P_{TX} \) (−30 dBm). The consumption of the VersaNode

\(^3\)http://www.nivis.com/products/datasheets/Nivis_VersaNode_310_Datasheet.pdf
310 transceiver is 110 mAh with maximum $P_{TX}$ (15 dBm), and 70 mAh with minimum $P_{TX}$.

A first set of simulations were executed to investigate the proper configuration of the FLCs, as detailed in Section V-A and V-B. Then, other simulations were carried out to prove the effectiveness of the proposed approach, as described in Section V-C.

### A. EVALUATION OF THE MEMBERSHIP FUNCTIONS

The shape of the membership functions may influence how the FLCs dynamically adapt to the network performance. A particular attention is paid to the industrial scenario, where a good trade-off between energy savings and timeliness of data transmission is required. The most common shapes of the membership function are triangular, trapezoidal and Gaussian. All their combinations for the input and output parameters of the two FLCs were compared, with both the IEEE 802.15.4 and WirelessHART protocols. As an example, Table 3 reports the lifetime of a node battery with the IEEE 802.15.4 standard when its sleeping time is adjusted by FLC$_1$.

The choice of the triangular membership functions for input and output parameters of FLC$_1$ (shown in the first row of Table 3) guarantees a lifetime close to the maximum value (highlighted in bold font), so it is preferred for its lower computational overhead. The impact of the membership functions on the battery consumption is slightly appreciable, as the relative change of any value reported in Table 3 with respect to the minimum value (which is marked in bold) does not exceed 0.3%. In particular, the relative change between the battery lifetime obtained with the triangular membership functions and the minimum value is equal to 0.28%. Similar considerations can be made by evaluating the shape of the membership functions of FLC$_2$, also with the WirelessHART protocol, so the triangular membership functions are adopted also in these cases. The combination of triangular membership functions is preferred also because it seems suitable to model a performance degradation that falls dramatically to zero as the system deviates from the expected behavior (i.e., correct sending of packets within the deadline). This choice appears the most appropriate to represent the soft real-time constraints typical of an industrial wireless network, where a performance degradation like some deadline misses can be tolerated only around the deadline itself. A Gaussian or trapezoidal membership function may not allow to model this sudden degradation in an industrial scenario, for example when the package reaches its destination beyond the deadline.

### B. EVALUATION OF THE INFERENCE RULES

In order to choose the set of inference rules, the following strategies have been defined and compared:

<table>
<thead>
<tr>
<th>Antecedent ($T/h/W/t$)</th>
<th>Antecedent (battery level)</th>
<th>Consequent (sleeping time)</th>
<th>Battery lifetime (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangular</td>
<td>Triangular</td>
<td>Trapezoidal</td>
<td>165050</td>
</tr>
<tr>
<td>Triangular</td>
<td>Triangular</td>
<td>Gaussian</td>
<td>164970</td>
</tr>
<tr>
<td>Triangular</td>
<td>Trapezoidal</td>
<td>Triangular</td>
<td>165080</td>
</tr>
<tr>
<td>Triangular</td>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>165030</td>
</tr>
<tr>
<td>Triangular</td>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>165080</td>
</tr>
<tr>
<td>Triangular</td>
<td>Gaussian</td>
<td>Triangular</td>
<td>165020</td>
</tr>
<tr>
<td>Triangular</td>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>164970</td>
</tr>
<tr>
<td>Triangular</td>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>164990</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Triangular</td>
<td>Trapezoidal</td>
<td>164710</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>164650</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>Triangular</td>
<td>164780</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>164730</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>164920</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>Triangular</td>
<td>164650</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>164600</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>Gaussian</td>
<td>164840</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Triangular</td>
<td>Triangular</td>
<td>165020</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Triangular</td>
<td>Trapezoidal</td>
<td>164950</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Triangular</td>
<td>Gaussian</td>
<td>165030</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>Triangular</td>
<td>165110</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>Trapezoidal</td>
<td>165060</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>Gaussian</td>
<td>165040</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Gaussian</td>
<td>Triangular</td>
<td>164990</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Gaussian</td>
<td>Trapezoidal</td>
<td>164910</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Gaussian</td>
<td>Gaussian</td>
<td>164960</td>
</tr>
</tbody>
</table>
TABLE 4. Comparison of sets of inference rules for FLC_1. Values are collected after 30 hours of simulations.

<table>
<thead>
<tr>
<th>Set of rules</th>
<th>Battery level</th>
<th>Deadline miss ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>deadline-aware</td>
<td>14.3%</td>
<td>8.6%</td>
</tr>
<tr>
<td>battery-aware</td>
<td>35.0%</td>
<td>22.7%</td>
</tr>
<tr>
<td>compromise</td>
<td>38.2%</td>
<td>17.1%</td>
</tr>
</tbody>
</table>

1) deadline-aware rules: the satisfaction of the constraint of real-time data transmission prevails over the energy savings. This means that, for FLC_1, a high, medium or low value of Th/Wl implies a high, medium or low value of the sleeping time, respectively. Similarly, for FLC_2, a high, medium or low value of the link quality implies a low, medium or high value of the transmission power, respectively.

2) battery-aware rules: the behavior of the FLCs is oriented towards energy savings. A low, medium or high value of the battery level implies a high, medium or low value of the sleeping time for FLC_1, and a low, medium or high value of the transmission power for FLC_2.

3) compromise rules: the performance degradation (in terms of Th/Wl or link quality) is somehow balanced with the energy consumption. These rules are listed in Table 1 for FLC_1 and in Table 2 for FLC_2.

In order to compare the performance of the three sets of inference rules, two groups of simulations were performed: either the first or the second FLC was enabled in the Simulink/Matlab model shown in Fig. 4. The values of the parameters were consistent with the datasheets of the IEEE 802.15.4 module, as detailed in Section V. Every simulation was halted when the simulated time arrived at 30 hours, then the final values of battery level and deadline misses were recorded. Table 4 lists the values collected when the first FLC is enabled. Values are expressed in percentage: the battery level is relative to the full charge, whereas the deadline miss is expressed as the ratio between the number of missed packets and the total number of sent packets. It can be noted that by using the first set of inference rules, the deadline miss ratio remains low during the simulation, but the battery is almost discharged after 30 hours. Instead, the other two sets of rules preserve the battery charge at the expense of a higher number of deadline misses. Nevertheless, the deadline miss ratio remains acceptably low with the third set of rules, so this is adopted for evaluating the proposed solution. A similar trend is observed when evaluating the three sets of rules with the second FLC: also in this case the third set of rules achieves the best trade-off between energy consumption and deadline miss ratio.

C. EVALUATION OF THE PROPOSED APPROACH

Four different scenarios are considered in order to evaluate the effectiveness of the proposed approach. The first scenario concerns the standard condition, i.e., without any FLC: in this case, the transmission power is fixed to the highest value, and the sleeping time is equal to the sampling time. In the second and third scenarios, the transmission power is managed through a P controller [29] and a PID controller [30], respectively. Finally, DSA [15] is exploited in the last scenario to adjust the sampling time of a node; here the sleeping time is set equal to the sampling time. All simulations were carried both in IEEE 802.15.4 and in WirelessHART networks. Each simulation lasted 56 hours.

The results obtained in the IEEE 802.15.4 network are shown in Fig. 6. The proposed approach significantly improves the battery duration: in the standard condition the battery is fully discharged after 36 hours, while using FLCs prolongs the battery duration to 45 hours, with a 25% improvement. Although the other state-of-the-art approaches bring benefits, they do not reach the performance of the proposed one based on FLCs: the battery level drops to zero after about 38 hours both with the P and PID controller, and after 43 hours with DSA.

![Figure 6. Battery consumption in IEEE 802.15.4 scenario.](image)

The results obtained in the WirelessHART network are shown in Fig. 7. The proposed approach reaches the best performance also in this case. In the standard condition, the battery is fully discharged after 37 hours, but using the two FLCs the battery duration is extended up to 52 hours: this corresponds to a 40% improvement. As in the previous case, results obtained by the other approaches stand in the middle.

![Figure 7. Battery consumption in WirelessHART scenario.](image)

VI. TESTBED RESULTS

Two real testbed scenarios have been implemented in order to validate the simulation results. The considered topology is a star network with one central network controller and 4 devices that communicate directly with it. Despite its simple architecture, the centralized single-hop system is chosen as testbed because it could represent a basic block in more...
complex systems. In fact, when a distributed multi-hop WSN is considered, some network controllers are recommended to be inserted in order to limit the network traffic, as discussed in Section IV.

The IEEE 802.15.4 network is composed of four MRF24J40MA devices, one of which is shown in Fig. 8. Fig. 9 shows one of the four Versanode 310 transceivers adopted in the WirelessHART network. The module MRF24J40MA has a current consumption of 130 mA during transmission at maximum $P_{TX}$, 25 mA in receiving mode and 5 $\mu$A in sleep state; the values for the VersaNode 310 transceiver are 110 mA, 21 mA and 40 $\mu$A, respectively. The network controller is the PIC24FJ256GB108 device, a 16-bit microcontroller of the PIC24F family. The two FLCs have been implemented in the microcontroller in C language, through the embedded code generator included in Matlab/Simulink.

In both testbeds, the nodes were fully charged up and then their battery life was measured. The tests were repeated by removing the FLCs on the network controller: in this case, the transmission power and sleeping time of the nodes do not vary. Table 5 reports the average values of the node battery lifetime measured during the tests. The benefits due to the FLCs are manifest: the battery lifetime increases considerably in both scenarios. In the IEEE 802.15.4 network, the nodes run out of energy after 36 hours, but by means of the proposed fuzzy logic-based approach, their lifetime can be extended up to 43 hours, with a 26% increase. The improvement is even more striking in the WirelessHART network: the battery lifetime goes from 37 hours, without FLCs, up to 52 hours, with FLCs, with a 40% increment. It should be noted that the average battery lifetime is longer in the WirelessHART network than in the IEEE802.15.4 network due to the different power consumption of the transceivers used in the testbeds.

The average battery lifetime measured in the testbed is compliant with simulated values, as can be noted in Table 5. The similarity among data confirms the validity of both the simulation model and the real implementation. In general, the performance measured in the testbed is lower than the simulated value. In fact, in the testbed every device consumes some additional power while receiving data, because it is not aware of the instant transmission of the other devices. This power is not considered in the simulations: as shown in Fig. 4, only a basic block composed of a single node and the FLCs is simulated, without any interaction with neighboring nodes in the network. The advantage of simulating only a single node is that the simulator can be validated more easily and the results are more accurate. On the contrary, simulating the behavior of a whole network requires modeling features such as packet transmission and node interference, which unavoidably affect the accuracy of the simulation.

<table>
<thead>
<tr>
<th>A. IMPACT ON NETWORK TRAFFIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>The network controller exchanges data packets with the nodes in the WSN in order to set their optimal configuration. The network controller receives information to be processed by the FLCs, and it sends to every node the values of sleeping time and transmission power computed by the FLCs. The typical data packet exchanged among the network controller and the nodes is composed of:</td>
</tr>
<tr>
<td>• a header field, which measures 8 bytes and determines the specific command sent by the device,</td>
</tr>
<tr>
<td>• the sender ID (IDTX), which measures 3 bytes,</td>
</tr>
<tr>
<td>• the receiver ID (IDRX), which measures 3 bytes,</td>
</tr>
<tr>
<td>• the data field, whose size varies from 0 to 10 bytes,</td>
</tr>
<tr>
<td>• two termination characters (end), which occupy 2 bytes.</td>
</tr>
</tbody>
</table>
Two commands can be indicated in the header field: AT*NCCOM and AT*FDCOM. The former identifies a message from the network controller to the device, while the latter is sent from the device to the network controller. An example is given in Fig. 10: first a network controller, with ID 999, sends the values of sleeping time (5 s) and $P_{TX}$ (~20 dBm) to a device with ID 001. This device replies with a packet containing the battery level (a digital value represented in 4 bytes) and collected data (the temperature, equal to 20.5 °C).

Despite two additional control packets, the proposed approach is able to reduce the number of transmitted data. In fact, without network controllers, the device would send data every second (as this is the sampling time). In this case, each device sends 129,600 data packets over the network during 36 hours of operation, for a total of 518,400 packets exchanged. Instead, when the FLCs regulate their sleeping time, the number of data sent by each device decreases significantly. It is experimentally measured that 273,385 packets are sent by the nodes during 36 hours. In addition, 2,948 packets are sent by the network controller: this amount is limited and it depends mainly on the variation of the link quality and battery level of each node. Overall, in the realized testbed the number of transmitted packets is reduced by 46% with respect to the standard case.

### VII. Conclusion

This paper presented an approach based on two fuzzy logic controllers to prolong the lifetime of a WSN. The main advantage of this control scheme is the possibility of independently regulating two parameters that affect the energy consumption of the nodes: sleeping time and transmission power. The first fuzzy logic controller evaluates the throughput to workload ratio and remaining battery energy in order to adjust the sleeping time of the devices, while the second controller adjusts the transmission power according to battery energy and link quality.

The benefits have been evaluated first with Matlab simulations and then with real implementations. Two standards for managing multiple accesses to the wireless channel are distinctly applied in the evaluation: IEEE 802.15.4 and WirelessHART. The simulations reveal that in a IEEE 802.15.4 network the node lifetime is about 36 hours, but it can be extended to 48 hours by means of the fuzzy logic controllers, with a 33% improvement. The improvement in a WirelessHART network is even higher and reaches about 40%. The results obtained in real implementations confirm the simulated model, although the measured battery duration is generally lower than the simulated one due to power consumed by nodes during reception.
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