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REDUCED COMPLEXITY IMAGE CLUSTERING BASED ON CAMERA FINGERPRINTS

Sahib Khan and Tiziano Bianchi

Department of Electronics and Telecommunications,
Politecnico di Torino, 10129 Torino, Italy

ABSTRACT

This work presents a reduced complexity image clustering
(RCIC) algorithm that blindly groups images based on their
camera fingerprint. The algorithm does not need any prior
information and can be implemented without and with attrac-
tion, to refine clusters. After a camera fingerprint is estimated
for each image in the data set, a fingerprint is randomly se-
lected as reference fingerprint and a cluster is constructed
using this fingerprint as centroid. The clustered fingerprints
are removed from the data set and the remaining fingerprints
are clustered repeating the same process. A further attraction
stage can be included, in which a similar algorithm is per-
formed using the centroids of the clusters found after the first
stage. Despite its simplicity, results show that RCIC algo-
rithm has lower computational cost than existing algorithms,
while maintaining similar or even better performance. More-
over, the performance of the proposed algorithm is not af-
fected significantly when the number of cameras in the data
set is much larger than the average number of images from
each camera.

Index Terms— Camera fingerprints, large scale cluster-
ing, complexity reduction, image forensics

1. INTRODUCTION

The digital representation of real scenes has brought signif-
icant advantages in human life. Along with entertainment,
saving memories in pictures, sharing life moments with fam-
ily and friends on social media, digital images can be used as
evidences of important events in a court of law. At the same
time, new serious challenges arise, including detection of
image modification, identification of image origin, attribution
of images to a common source [1, 2]. Therefore, finding the
source of images and authenticating their content are very
important problems in image forensics. It has been found that
each image acquisition device leaves unique intrinsic traces,
called camera fingerprints [3, 4]. The traces come from shot
noise [5, 6] and pattern noise, with dominant contribution
of photo response non uniformity (PRNU). The PRNU is
unique, stable and multiplicative in nature and is used as
unique camera fingerprint [4, 7].
The camera fingerprint uniquely identifies the acquisition

device and is used in multiple forensic applications, like
source identification, device linking, camera brand and model
identification etc. [7, 8]. The fingerprint extraction and es-
timation is very easy if the camera, or a significant number
of candidate images, are available. However, this become a
very challenging problem when only unclassified images are
available to forensics investigators, without any information
about their source. Nevertheless, it is still desired to cluster
images, each cluster composed of images taken by the same
camera to link different crime scenes and related evidence to
the device owned by suspects.
In the literature, various blind clustering techniques have
been presented. The first attempt was made in the work of
Bloy [9] and used the pairwise nearest neighbor (PNN) al-
gorithm, with predefined threshold [10] to cluster images on
the basis of enhanced fingerprint. In [11] Li used enhanced
fingerprints as random variables and Markov random field
(MRF) is used to iteratively cluster these fingerprints. Liu et
al. adopted a graph partitioning strategy and used K-nearest
neighbor graphs to cluster images [12]. A multi-class spec-
tral clustering algorithm is presented in [13] to partition the
vertices of the constructed K-nearest graph.
In [14] a faster solution based on hierarchical clustering is
proposed, together with a criterion based on a silhouette coef-
ficient. In [15], Gisolf used compressed fingerprints to reduce
computational cost. The results are further refined using Hus
moment vector [16]. The same solution is adopted in [17]
for smart-phone clustering. In [18], Lin and Li presented a
large-scale clustering (LSC) algorithm. Lin and Li initially
performed coarse clustering followed by fine clustering, at-
traction and postprocessing, to enhance the clustering results.
Li and Lin, in [19], using Markov random field (MRF) pro-
posed a fast source-oriented image clustering technique. In
[20], Phan et al., presented a sparse subspace clustering (SSC)
based technique [21].
There are many classical clustering algorithms [22, 23] but,
due to serious limitations of high computation cost, I/O cost,
large memory requirements, sensitivity to outliers and need
of prior information, they are not used for clustering camera
fingerprints.
Clustering digital images based on camera fingerprints has
high computational and I/O cost, as well as large memory
requirements. Most of the existing clustering algorithms face



these problems. Many of the above clustering algorithms
[11, 12, 13] compute the full cross-correlation matrix among
the n fingerprints, which requires (n(n − 1))/2 or more cor-
relations and can be computationally intensive, especially
in case of large data sets. Along with these problems,some
algorithms such as [11, 14, 17, 23] suffer when the number
of cameras (NC) is much larger than the average number of
images captured by a single camera (SC). The aim of this
work is to efficiently cluster images on the basis of camera
fingerprints with reduced computational cost. Namely, we
look for solutions where the computational complexity grows
linearly in the number of images. Moreover, the proposed
solutions should work also when NC � SC.

2. PROPOSED TECHNIQUE

The proposed technique explores the image data set in a blind
way, without any prior information about source camera,
number of cameras, number of images captured by a camera
and candidate images. As a preliminary step, camera fin-
gerprints, i.e. PRNU patterns, are extracted from all images
in the data set. Each image is de-noised using Mihcak filter
operation [4], and subtracted from the original image to get
the camera fingerprint [2, 6]. A set of, initially un-clustered,
camera fingerprints M is obtained from data set of images
I and are standardized to zero mean and unit variance using
Eq. 1.

M = {Fi\Fi = Φ(Xi −D(Xi))∧ 1 6 i 6 n,Xi ∈ I} (1)

WhereD(.) is the de-noising function, Φ(.) is standardization
function, n is the number of images in data set, Xi is the ith

image in data set and Fi is the camera fingerprint obtained
from Xi.
The clustering algorithm is applied to the set of un-clustered
fingerprints Mk, to construct kth cluster Ck. Initially Mk is
equal to M . All extracted fingerprints in the data set are in
random order. The total number of fingerprints in the data
set is equal to |M |. To start clustering, an empty cluster Ck is
initiated and a fingerprint Fi is randomly selected as reference
fingerprint RFk and assigned to cluster Ck. The clustering is
done by calculating the normalized cross-correlation (NCC)
ρ between all other fingerprints Fi and reference fingerprint
RFk, as given by Eq. 2.

ρ(i) =
1

d

d∑
j=1

RFk[j]Fi[j] (2)

where d is the dimension of the fingerprints.
If the fingerprint Fi has a NCC ρ value greater than or equal
to a threshold value T , it is assigned to the cluster Ck, other-
wise the fingerprint Fi is left un-clustered. The threshold T is
calculated as given in Eq. 3.

T =

√
2× 1

d
erfc−1(2× PFA) (3)

Where, erfc−1(.) is the inverse of the complementary error
function and PFA is the desired probability of false alarm.
According to the Central Limit Theorem (CLT), the NCC ρ
between two d-dimensional normalized fingerprints, X and
Y , from different cameras follows a normal distribution with
zero mean and 1/d variance, i.e., ρ(X,Y ) ∼ N(0, 1/d) [24].
Hence, the probability of assigning to cluster Ck a fingerprint
from a different camera is bounded by PFA.
After processing all fingerprints a total of |Mk| − 1 correla-
tion operations are performed to construct cluster Ck. The
fingerprints grouped in cluster Ck are removed from the data
set Mk and we are left with |Mk| − |Ck| un-clustered finger-
prints.
To cluster the remaining fingerprints, new cluster Ck+1 is ini-
tiated and a fingerprint Fi is randomly selected from Mk+1

as reference fingerprintRFk+1. The un-clustered fingerprints
are processed by repeating the same procedure used for con-
structing the first cluster Ck. The algorithm stops when all
fingerprints are assigned to a cluster.
The constructed clusters are further refined by using an at-
traction stage. In attraction, an average reference fingerprint
ARFk is calculated by averaging all fingerprints in clusterCk

and standardizing it to zero mean and unit variance. Each of
the average reference fingerprint is treated as a single finger-
print and the previously adopted procedure is repeated. The
clusters whose average reference fingerprints have a NCC ρ
greater than threshold T are merged, otherwise the clusters
are left unaffected. The attraction is an optional stage and
the proposed technique can be implemented with attraction
as well as without attraction. The total complexity tc, of the
proposed technique is given by Eq. 4.

tc =

nc∑
k=1

(|Mk| − 1) + ac (4)

Where, |Mk| = |Mk−1| − |Ck−1|,∀ k ≥ 2 and M1 = M , nc
is the number of clusters constructed by the algorithm before
attraction and ac is the complexity of attraction stage and is
evaluated experimentally.
The performance of the algorithm is assessed by calculating
different metrics related to clustering accuracy, i.e. precision,
recall and F-measure. Let’s denote the ground truth as

Ω = {ω1, ω2, ω3, ...ωNC} (5)

where each ω denotes a set of fingerprints coming from the
same camera. C is the set of clusters generated by clustering
algorithm and is given in Eq. 6.

C = {c1, c2, c3, ...cy} (6)

where each c denote set of fingerprints assigned to a cluster.
The precision P and recall R are calculated from the classes
and clusters as given by Eq. 7 and Eq. 8, respectively.

P =

∑
k(maxj |ck ∩ ωj |)∑

k |ck|
(7)



R =

∑
j(maxk|ck ∩ ωj |)∑

j |ωj |
(8)

Where, |ck| is the size of cluster ck and |ωj |, is the size of
ground truth class ωj ,maxj |ck∩ωj | is used to find the largest
number of fingerprints in cluster ck that comes from a ground
truth class and maxk|ck ∩ ωj | return the largest number of
fingerprints in ground truth class ωj that are also in a recov-
ered cluster.
The F-measure F is calculated using P and R, as given by
Eq. 9.

F = 2× (P ×R)

(P +R)
(9)

Complexity reduction cr measures the complexity of the
proposed algorithm, relative to the upper bound complexity
(n(n− 1))/2, and is given in Eq. 10.

cr =
n× (n− 1)

2× tc
(10)

Where, tc is the total complexity of the proposed technique.

3. EXPERIMENTAL RESULTS

The proposed clustering algorithm has been evaluated on the
Dresden image database [25, 26]. The data set is composed of
10960 images from 53 cameras of 18 different models and 10
different brands. To avoid fingerprints with different sizes, the
images used for clustering are center cropped to 1023× 1023
pixels. Camera fingerprints are extracted from the images us-
ing the technique mentioned in [2, 4]. The PFA is set to
10−6 in all the following experiments. The same setup is used
throughout experimentation.
As the clustering algorithm randomly selects reference fin-
gerprints to construct clusters, each experiment is repeated
different number of times to obtain an average performance
metric. The proposed algorithm without attraction is applied
to a set of 387 images from 18 different cameras. The clus-
tering algorithm is repeated 25, 20, 15 and 10 times. The
results obtained in term of variance of the evaluation parame-
ters are listed in Table 1. The experimental results show that
the variance of the evaluation parameters is very small and the
algorithm is very stable. Hereafter, clustering is repeated 15
times for each experiment and the average values of evalua-
tion metrics are reported.

The proposed algorithm with and without attraction, is ap-
plied to different sub sets of images selected from Dresden
[25, 26] using the same number of cameras, i.e., NC = 53,
and varying the average number of images from each cam-
era SC. The experimental results are shown in Figure 1, and
demonstrate that the proposed technique with and without at-
traction perform well for different sizes of data sets and dif-
ferent number of images per camera. The results shows that
as the average number of images per camera SC changes with
respect to number of cameras NC, P is almost constant and

Table 1. Variance of evaluation measures for different No. of
experiments

No. of σ2(P) σ2(R) σ2(F)
Exp.
25 1.288× 10−6 1.504× 10−4 5.985× 10−5

20 1.994× 10−5 1.779× 10−4 7.510× 10−5

15 1.748× 10−6 1.360× 10−4 5.112× 10−5

10 4.479× 10−6 1.120× 10−4 4.150× 10−5

R and F-measure also do not change significantly, without at-
traction. While, with attraction R and F-measure are stable,
but P decreases, due to attraction of some wrong clusters,
when SC grows. This shows that the proposed algorithm does
not suffer from NC � SC problem.

It can be observed that as the size of data set increases the

(a) (b)

Fig. 1. P, R and F-measure of the proposed algorithm vs in-
creasing SC and fixed number of cameras NC = 53, (a)
without attraction (b) with attraction

(a) (b)

Fig. 2. Complexity reduction of the proposed algorithm vs
increasing SC and fixed number of cameras NC = 53, (a)
without attraction (b) with attraction

evaluation measures decrease, however, this decrease is com-
pensated by the significant reduction in complexity. The re-
sults shown in Figure 2, show that as the size of data set in-
creases the complexity of both versions of the proposed algo-
rithm decreases with respect to the upper bound of complexity
i.e. n(n− 1)/2 and hence the complexity reduction cr factor
increases.
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3.1. Comparison with prior work

The proposed algorithm with and without attraction, hereafter
called RCIC-A and RCIC, respectively, is further compared
with state of the art Bloy [9] and Lin and Li [10] algorithms,
hereafter called BCFIC and LSC respectively, using symmet-
ric D1, easy asymmetric D2, hard symmetric D3 and hard
asymmetric D4, image data sets [10]. The D1 and D2 have
images from 25 cameras, each camera contributing 40 to D1,
and contributing 20, 30, 40, 50 and 60 images, alternatively,
to D2. The D3 and D4 have images from 50 camera, each
contributing 20 images in case of D3, while alternatively
contributing 10, 15, 20, 25 and 30 images in case of D4.
The complexity tc of BCFIC is computed in the same way as
RCIC by counting the total number of correlations performed.
LSC operates on reduced and full fingerprints, therefore num-
ber of correlation operations are counted by giving less weight
to correlation on reduced fingerprints. In case of LSC the to-
tal complexity tc is calculated as tc = ncf + (K/d) × ncr,
where, ncf and ncr are the number of correlation among full
and reduced fingerprints respectively. While, K and d are the
sizes of reduced and full fingerprints. The cr for BCFIC and
LSC are calculated using Eq. 10.
The experimental results are shown in Figure 3. The results
shows that in D1 the RCIC and RCIC-A algorithm have a
slightly lower performance, while inD3 the RCIC-A matches
the performance of BCFIC and LSC algorithms. However, in
the case of D2 and D4, both RCIC and RCIC-A algorithms
perform much better than LSC and slightly better than BCFIC
algorithm.
While comparing the complexity of the different algorithms,

the RCIC algorithm has quite less complexity than both
BCFIC and LSC algorithm. BCFIC algorithm has high com-
putation cost because it perform three rounds to construct a
single cluster. It first scan the data set for finding a pair of
fingerprints that can be merged and used as centroid, then the
centroid is used to scan the data set to construct a cluster. In
the third round an average fingerprint is calculated from 50
or all fingerprints in the cluster, if the cluster contains less
than 50 fingerprints, and again all un-clustered fingerprints
are search for possible match. These rounds are repeated for
each cluster. Conversely, in RCIC algorithm, we randomly
select a reference fingerprint and scan the fingerprints data
set to construct a cluster. The RCIC-A algorithm has slightly
large complexity than RCIC due to additional complexity of
attraction, but since this considers only cluster centroids, it
is much less than the third round in BCFIC algorithm. The
LSC complexity is quite obvious due to coarse clustering,
fine clustering and attraction. The comparison in term of
complexity reduction cr is shown in Figure 3(e).
The experimental results show that proposed algorithm both
with attraction and without attraction has significantly high
cr and the computation cost is quite less than LSC and also
BCFIC algorithm.

(a) Comparison on D1 (b) Comparison on D2

(c) Comparison on D3 (d) Comparison on D4

(e) Complexity reduction

Fig. 3. Comparison of RCIC and RCIC-A algorithm with
state of the art BCFIC [9] and LSC [18] algorithm

4. CONCLUSION

We proposed a very simple yet efficient algorithm for cluster-
ing images according to camera fingerprints. The experimen-
tal results obtained on different subsets of the Dresden image
database illustrate that the proposed clustering algorithm has
lower computational complexity than state of art algorithms,
yet its performance is still comparable, or in some cases even
better. The computational complexity per image decreases
as the size of the image data set increases, which proves the
effectiveness of the proposed algorithm for large scale clus-
tering. Along with low complexity and effectiveness for large
data sets, the proposed algorithm is also robust when the size
of clusters is small compared to the number of cameras, which
is a typical problem in this kind of applications.
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