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Power-Gating for Leakage Control and Beyond

Andrea Calimera, Alberto Macii, Enrico Macii, and Massimanieino

Abstract The need of reliable nanometric integrated circuits isidgwhe EDA
community to develop new automated design techniques intwigwer consump-
tion andvariability are central objectives of the optimization flow.

Although severaDesign-for-Low-PoweandDesign-for-Variabilityoptions are al-
ready available in modern EDA suites, the contrasting rmatifirthe two metrics
makes their integration extremely challenging. Most ofdhproaches used to com-
pensate and/or mitigate circuit variability (e.g., Dynaoltage Scaling and Adap-
tive Body Biasing) are, in fact, intrinsically power inef@at, as they exploit the
concept of redundancy, which is known to originate powerlogad.

In this work, we introduce possible solutions for concutieakage minimization
and variability compensation. More specifically, we prap&swer-Gatingas a
mean for simultaneously controlling static power consuampand mitigating the
effects induced by two of the most insidious sources of ditg, namely,Process
Variations(PV) due to uncertainties in the manufacturing dnainsistor Agingdue
to Negative Bias Temperature Instability (NBT]I).

We show that power-gating, when implemented through theriios of dedicated
switches (callecsleep transistofs has a double effect: On one hand, when sleep
transistors are enhanced with tunable features, it actsregusal supply-voltage
regulator, which implements a control knob for PV compeinsabn the other hand,
during the idle periods, it makes the circuits immune to NBTduced aging.

We describe optimization techniques for the integratioa néw concept of power-
gating into modern sub-45nm design flows, thaVesjiation-Aware Power-Gating
The experimental results we have obtained are extremelgigitag, since they show
100% timing yield under the presence of PV and circuit lifetiextension of more
than 5X in the presence of NBTI.

The authors are with Politecnico di Torino, Dip. di Autoneatie Informatica, 10129 Torino, Italy
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1 Introduction

MOS devices are approaching the size of atoms, which is aafuedtal barrier for
the scaling process of the bulk technology. The researcimeonity is thus actively
pursuing alternative materials, fabrication processedces and architectures to be
adopted in mainstream circuit and system manufacturinglé/geveral new solu-
tions have shown good potential (e.g., carbon nanotubed fyjeaphene, memris-
tors, spin-based devices, ferromagnetic logic, atomitches, NEMS), the debate
of which of them will prevail is still open; therefore, nanetar CMOS will remain
the dominant technology on the electronics market for a feary.

The 2009 ITRS Roadmap [17] reported tktdtic power consumpticendvariabil-
ity are the most serious concerns for the design of nanometeelGw 45nm. Static
power due to internal leakage mechanisms represents timesmaice of power con-
sumption in modern CMOS circuits [28], which have shown topbever-hungry
even when not switching. Variability, instead, refers te tharked tendency of a
manufactured circuit to show a deviation from its nominaidngor. Main sources
of variability include random and systematic process Vi [4], environmental
condition variations [33] (e.g., temperature ang fluctuations) and aging effects
(e.g., Negative Bias Temperature Instability and Hot @arijection) [1]. While
static power translates to low energy efficiency, variggpdriginates lower reliabil-
ity and lower fabrication yield; both factors make electoorircuits less reliable.
Static power and variability are not new in the EDA field, aradious options for
their management are already available. However, whilkérpast considering the
two as independent variables in the design space was ae@maitigh to obtain rea-
sonable results, advanced technology nodes are showimg#tkof holistic design
strategies that could providmncurrentstatic power optimization and variability
compensation. Unfortunately, this challenge is compdiddty the fact that most of
the design solutions for compensating variability areimsically power inefficient:
Fault-tolerance approaches, such as “fail and correctidaptive strategies, such as
“dynamic voltage regulation” or “forward body biasing”eabased on the concept
of redundancy, which is in contrast with low-power requigsts.

In this work, we address this critical issue and we proposeube of power-
gating [2] as the enabling technology for achieving simmgtaus leakage optimiza-
tion and variability compensation.

Power-gating (PG) is based on the insertion of a dedicate® Bl@tch, calledleep
transistor, between the gated block and the actual ground rail. Thisiges the
circuit with two power modes: A low-power mode, during whible sleep transistor
is turned-off and the leakage power is reduced by more thamader of magnitude,
and an active mode, during which the sleep transistor, whittlrned-on, guarantees
a normal connection to the global power-rails. What is ie¢éing to note is that, in
terms of variability, the sleep transistor shows importard unique properties, that
is: During the active periods, when enhanced with tunabtéhieatures, it can act
as a natural supply-voltage regulator usable to implemggpt/e control schemes
for process-variation mitigation [14]; during the low-pemwmode, its effect is to
make the gated circuit immune by the aging mechanisms (NB@IHCI) [9].
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Based on these observations, we claim that PG can repres@tila solution for
the implementation of low-power, aging-free reliable 1@bviously, the benefi-
cial effects that PG can provide must be weighted againsatheunt of overhead
it introduces. A direct Sleep Transistor Insertion (STlthaelology, in fact, may
originate excessive timing, area and power overhead, wdaohoff-set the benefi-
cial effects that PG offers in terms of aging and variabititynpensation.

To overcome this drawback, we propose new optimizationriegtes based on the
concept ofVariation-Aware Clustered PGwhich consists of a methodology for
clustering and power-gating critical cells only, that s apply variation-aware PG
only to cells whose process variation-induced and/or agidgced variations have
a direct impact on the overall performance of the circuitefable such a strategy,
we opted for an STI flow in which sleep transistors are inskiridayouts with row
granularity. This allows a finer control of variability/axj compensation, while re-
ducing the design overhead. Experimental results perfdionea set of benchmark
circuits and mapped to an industrial 45nm CMOS library pritveeeffectiveness of
the proposed solutions, as well as their integrability thuistrial design flows.

The remainder of the chapter is organized as follows. Ini@e&, we discuss the
main challenges to be faced during nanometric IC designniveduce models for
sub-threshold leakage power consumption, also describegources of variability
in scaled nanometric technologies. Section 3 addresselsetheesign issues re-
lated to power-gating, with particular emphasis on autechablutions for physical
sleep-transistor insertion. In the last two sections, weide detailed background
and models for process variation and NBTI effects and wegmtesutomated power-
gating strategies for process variation compensatiortig@ed) and NBTI mitiga-
tion (Section 5). Finally, Section 6 gives some concludiemgarks.

2 Design Issues for Nanometric CMOS Circuits

2.1 Sub-Threshold Leakage Power Consumption

Among all the leakage current mechanisms induced by Shoan@# Effects
(SCEs), thesub-threshold currentglpy tn has proven to be the major contributor
to the total static power consumption [28].

lsub_th IS defined as the drain-to-source current which flows whentrduesistor
operates in the weak inversion region, i.e., when the gatageVy is below the
threshold voltag®;. Under this condition, the channel shows a small, but non-ze
concentration of minority carriers that are diffused frdra tirain to the source ter-
minal whenever a potential greater than 0 is applied betwlezin and source, i.e.,
Vgs > 0.

A well-known model for thelgyy th Of a single nMOS transistor is given by the
following equation [28]:
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wherevr = KT /qis the thermal voltage&ox is the gate oxide capacitangeijs the
carrier mobility;mis the sub-threshold swing coefficient, with, representing the
capacitance of the depletion layer.

The magnitude of the sub-threshold currentis a functiomeésal parameters, such
as the operating temperatuig,f n increases a3 increases), the supply voltage
(Isub-tn increases for largery), and the device sizdg{,th increases as the transis-
tor gets larger and shorter). However, the parameter tfeattafmost (i.e., exponen-
tially) lsup_tn is the threshold voltage: Decreasing th&;, by 100mV increases
the leakage current by a factor of 10. That is why scaled CMg28rtologies (char-
acterized by ever small&fy,) suffer of sensible sub-threshold leakage.

2.2 Sources of Variability

With variability we commonly refer to the marked tendencyaomanufactured
CMOS circuit to show a deviation from its nominal behavidnelsources of varia-
tion can be broadly classified according to their naturdigsieal vs. deterministic),
their spatial reach (local vs. global), and their tempoaaé rof change (static vs.
dynamic). Figure 1 summarizes the typical variations agish nano-scale CMOS
circuits and systems.

Local Global
Intra-die (WID) Inter-die (D2D)
L Static random process random process
Statistical variations variations

Dynamic -

Lifetime degradation

. Systematic process NBTI, HCI, TDDB),
Static v P ( )

variations Systematic process
variations
Deterministic
IR drop, clock
. jitter, coupling Temperature and
Dynamic noise (capacitive vdd fluctuations

and inductive)

Fig. 1 Types of Variability in CMOS-based Circuits and Systems.
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Under the labebtatisticalit is possible to include all those variations that are in-
duced by stochastic events; they differ fral@terministicvariations, which can be
somehow predicted at design tin@&lobal variations affect all the transistors on the
die, whilelocal variations are limited to a few transistors in the immediaténity

of each other. Finally, the classification betwestgiticanddynamicdepends on the
actual rate of change with time. Static variations, e.gocpss variations, remain
effectively invariant over the entire lifetime of the maaatured chips, while dy-
namic variations change over the lifetime of the chips. Thanges can manifest
on a large time-sale (that is the case of slow-variatiorns ¢ging effects: NBTI,
HCI and TDDB) or in a short time-scale (fast-variations likedrop, clock jitter,
coupling noise, temperature a¥igy variations). Although all these sources of vari-
ability have deleterious effects on the reliability of CM@gital circuits, two of
them have been recognized as particularly critical, thughwspecific considera-
tion: Process variations and aging.

Process variations (PV) [5, 4] are mostly due to random fatains of dopant
atoms, which result in the mismatching of the electricalrabteristics of tran-
sistors in the same die, and to systematic or non-systemnapieciseness of the
manufacturing process (like lithography, etching, andieal-mechanical polish-
ing). Process variations have a significant impact both enpibwer dissipation
and performance of a design: 20X variation in leakage powerf1.5X varia-
tion in delay between fast and slow dies has been reportdtkititerature. Given
the power/performance tradeoff, those figures translatean increase of dies that
must be discarded because either too slow or too power cangufherefore, as a
relevant side effect, increased variability decreasdd ywdth important cost impli-
cations.

Aging, instead, includes all those wear-out mechanisntdrdacetime-dependent
degradation of the operating characteristics of devick§yio are the main sources
of aging in active devices: Bias Temperature Instability jlBand Hot Carrier In-
terface (HCI) [26]. Both these physical/chemical effeesult in the generation of
interface traps at the silicon/oxide interface and causeftaad the threshold volt-
age over time. These irreversible effects, and BTl in paldic have traditionally
been regarded as "reliability issues”, and have only régeateived some consid-
eration in the CAD community as a factor affecting perforeeaof digital circuits.
Traditional VLSI design, in fact, bypasses the analysis@timization of such dy-
namic networks by approximating the problem to the optitireof uniform static
networks with certain guard band. This may induce unacbéptiesign overheads.
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3 Power-Gating for Leakage Power Reduction

3.1 Power-Gating Basics

Power-gating has proven to be a very effective approachteceestandby leakage,
while keeping high speed in the active mode. It is based omptineiple of adding
devices, calledleep transistorsin series with the pull-up and/or the pull-down of
logic gates, and turning them off when the circuit is idlegrétby decreasing the
leakage power component dueltg sub-threshold currents. When a nMOS sleep
transistor is used on the pull-down path, a SLEEP signalrotmits active/standby
mode (i.e., SLEEP=1 during standby and SLEEP=0 during ectiode). In the
standby mode, the sleep transistor is off, thus disconmgitt insertion point, called
virtual ground from the physical ground. In active mode the gated circpérates
normally, but it incurs a delay degradation due to the sedsistance of the sleep
transistor. Figure 2 shows a logic block with a nMOS sleepdistor connected.

VDD

=

Logic Block

_____________ VGND

SLEEP__| nMOS

—— GND

Fig. 2 A Logic Block with nMOS Sleep Transistor.

The source terminals of the logic gates in the logic blockcaraected to the virtual
ground which is, in turn, connected to the drain terminahef sleep transistor.
Effective use of power-gating requires a proper sizing efsteep transistor, since
that affects the performance of all the gates connected\éhitle a small transistor
unacceptably slows down the circuit in active mode due toigh resistance, a large
one implies a significant overhead in area and a non-netgigiergy (i.e., power
and delay) for ON»OFF transitions. One additional difficulty is that sleemsistor
sizing is determined by thmaximuncurrent injected by the circuit, which leads to
maximum drop across the sleep transistor drain-sourceguathas a consequence,
causes worst-case delay degradation during active operati

Several power-gating styles have been proposed, diffémittge granularity of the
blocks to which sleep transistors are applied. Granulardy range from individual
cells (thefine-grainedsleep transistor insertion approach [21]) to large chip-sub
units, (theblock-level power-gatingcheme), in which very large sleep transistors



Power-Gating for Leakage Control and Beyond 7

are placed on the root of the power distribution networksadadé¢ chip areas. While
the fine-grained approach suffers from high area overhed@damexcessive buffer-
ing of the sleep signal due to very high capacitance load triven by this signal,
block-level power-gating has the disadvantage of having lbansition delays be-
tween sleep and active state, caused by the large RC tim&odwnsthe sub-unit's
power distribution network.

Moreover, and this is the most important aspect, its coarseularity reduces the
degrees of freedom available to the designer. If the detiEipower-gating a block
is taken, then all gates in the block are gated. This may natesirable if, for
instance, there is a critical subset of gates for which patdowvariations (typically
due to fabrication process or aging mechanisms) inducedspegradation of the
whole circuit. In this case, a finer control of the sleep tistos insertion could
guarantee a perfect match between leakage savings anch @aesithead, and, as
we demonstrate afterwards, it also allows to exploit theefieial effects of power-
gating in terms of variability only where necessary, i.alydor those subsets of
gates that are more critical.

We refer to this finer strategy as thkistered sleep transistor insertipa very ef-
fective solution where multiple subsets of cells (i.e., thesters) are connected
to dedicated sleep transistors distributed across thautaitos worth mentioning
that clustered power-gating is not new in the low-power giesiomain, and many
clustering solutions have been proposed. In [20], the asthmpose a solution in
which gates having mutually exclusive current dischargéepas are grouped to-
gether; the resulting clusters allow optimal sleep traosisizes. Instead, in [31],
the authors show an effective timing-driven clusteringtstgy that is able to han-
dle simultaneously timing and area constraints. Diffdgeinbm previous works, in
Sections 4 and 5 we propose variation-aware clusteringadstim which gates are
grouped based on variation-induced timing criticalitdépendently of the cluster-
ing algorithm, physical design details as well as constsgiosed by the adoption
of industrial EDA frameworks need to be considered whileadigping a strategy for
sleep transistor insertion.

Using layout rows as atomic clustering objects greatly $fiep the physical-level
management of virtual ground distribution, which is the ongjractical obstacle
in clustering approaches that work on a cell-by-cell bdsigact, having a mix of
power gated and normal cells on the same row imposes drastitges in power
routing within a single row. The ensuing disruption of rogtiregularity makes it
very difficult to control congestion and to ensure fast designvergence. Further-
more, since all the sleep transistors are placed in dedicates the sleep transis-
tor placement is simplified and their overhead can be easilynated and, conse-
quently, traded for leakage reductions.

In order to fully integrate clustering and sleep transigtsertion with a state-of-the
art physical design flow, placement and routing informatiame to be taken into
account within the core clustering algorithm that seleetegto be power-gated, as
well as in sleep transistor sizing and insertion.

Section 3.2 describes a common sleep transistor insertwon guitable for the
variation-aware clustered strategies proposed in thi&wor
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3.2 Clustered Row-Based Sleep Transistor | nsertion Methodol ogy

State-of-the-art power gating methodologies follow a Welbwn design flow, de-
picted in Figure 3.

[ PIacedJ’Design ]

Clust+ering

Peak CuIrent Est.

Sleep Trans;,istor Sizing

Sleep Transistor Insertion
v

[ ]
[ }
( ]
[ Layout M?dification )
[ J
( )

Validation
v

[ ToRouter |

Fig. 3 Power-Gating Design Flow.

The entry pointis a standard-cell placed design. The fiegtistclustering in which
cells are grouped together in order to be controlled by tmeessleep transistor.
Next, maximum current estimation is performed for eachtelud his information
is essential to drive the selection of the appropriate stetls to be connected to
the various clusterssleep transistor sizing The layout is then modified in order to
accommodate the sleep transistor cells and the routingeddléep signals. Finally,
the modified layout is validated before it is fed to the rogtiool.

This flow is fully compliant with industry standard back-etodls and it supports
various power gating strategies (i.e., different sleepdistor insertion types), dif-
fering in thegranularity of the blocks to which sleep transistors are applied, as
described in Section 3.2.3.

3.2.1 Peak Current Estimation

This section describes a methodology for estimating theimmax current drawn
by a cell cluster [30]. We define as Switching Winddw,of a gate under an input
pattern the interval between the arrival time and the outiursition of the gate.
There is one switching window for each path through a pddiogate. The width
of the switching window of a gate is equivalent to the propgadelay of the
gate for a rising or falling transition. For a given gate ie ttluster, its Maximum
Switching Window (MSW) is the time interval encompassirigtalpossible switch-
ing windows. If a gate has switching windows, the séfy, ..., T, is called the Full
Switching Window (FSW) of the gate.
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The peak current estimation algorithm consists of two st€ps first one computes
the MSW for each gate in the cluster. The motivation behindagking the MSW
and not all the switching times of a gate is that, for a complesuit and for a gate
very deep in the logic, there is possibly a very large numibemdtching time in-
tervals, each one corresponding to a path being activateddgh a gate. Moreover,
it is very time consuming to extract all these windows fortia# gates, which form
a cluster. Conversely, it is very fast to extract the MSW facle gate. In fact, it
only requires the calculation of the first (earliest) switchwindow T; and of the
last (latest) ondy; the MSW is simply obtained ag{JT,). We thus need to ex-
tract only two switching time intervals for each gate in thester, which can be
accomplished very fast.

The second step consists of the construction of a currentguier time which
records the gates that switch at a particular time interndl| &ence, the total dis-
charge current in that time interval. This plot is the supsition over time of rect-
angles whose bases correspond to the MSWs of the individgues @f the cluster
(which will, in general, partially overlap), and whose heaigicorrespond to the cur-
rents drawn by the gates (e.g., derived by a technologyriilbr&rom this current
plot, the time interval during which the maximum currentofliarge occurs and the
gates that contribute to this current discharge are oldaine

Figure 4 shows an example of current plot, in which five MSWer(fa to €) are
shown. The interval in which the current drawn is maximumresponds to the
overlapping of the, d, ande MSWs.

A
current
! :
¥ \—‘Y'—/
MSW_
MSW,

Fig. 4 Example of Current Plot.

The current plot allows the identification of the time int@rguring which the maxi-
mum current discharge could occur. To tighten this uppentdpowe need to extract
the detailed FSW information only for those gates which dbate to this maxi-
mum value, which are normally a very small percentage of #Hiegjin the cluster.
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The algorithm enters an iterative phase; it proceeds byrfindiased on the cur-
rent plot, the subset of gates that contribute to this mawincurrent value. Gate
ordering on this subset of gates is executed first, so as tammxthe probability
of non-overlapping switching of these gates. After ordgtime gates, gate-by-gate
FSW extraction is performed on the set of gates which cantiibo the maximum
current. Once all the possible switching time intervalstfas small subset of gates
are extracted, the current plot is updated and the procespéated until conver-
gence is reached.

Convergence is guaranteed since, in the worst case, we basdract the FSW
for all the gates in the cluster and compute their maximunmerus. When full
FSW extraction is computationally too expensive, we magnieate the iteration
early, for example by using a time bound. Since the maximumect estimate
is monotonically non-increasing as the iteration procgeds the upper bound is
progressively tightened), the use of a time bound providgewith a fine-grained
control of the accuracy vs. time trade-off.

3.2.2 Sleep Transistor Sizing

An effective use of power-gating requires a proper sizinghef sleep transistor.
In fact, while a small sleep transistor may unacceptablw slown the circuit in
the active mode due to its high resistance, a larger one @mplilarge area and a
significant energy cost to drive it [15]. Designers usuaéfie an IR-drop threshold
(e.g., 10% oW/pp) that is used as a constraint that must be met when sizindgbp s
transistor resistance.

The maximum sleep transistor channel resistance can beutethpsing Equa-
tion 3:

Vbp- Adro
p
Ryt = ———

, 3)
on

whereVpp- qrop IS the allowed voltage drop across the sleep transistoreszpd
as a percentage of the supply voltage, whilgis the maximum discharge current
that power-gated cells inject into the sleep transistoinduthe active mode. The
estimation of the active current is not a trivial task. Intfas erroneous estimation
of lon translates to a sub-optimal sleep transistor sizing, whiely result in area
and power increase or, even worse, in timing violationsrdytie active mode [30].
Considering that the sleep transistor operates in thetikesigegion and knowing
Rst, its size can be properly evaluated using Equation 4:

(t).- |
L /& Rt UstCox(Vbp — Ving — VoD Odrop)

whereW/L is the ratio between width and length of the transistor ceing; is the
carrier mobility,Cox is the oxide capacitance aifg,, is the threshold voltage.

The size of the sleep transistor is strongly influenced bgtitssical implementation,
where carrier mobility, threshold voltage and gate lengékay parameters. Hence,

(4)
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for a proper sleep transistor sizing, indicating the typ®IGfS device is mandatory:
pMOS (i.e.,headej or nMOS (i.e.footer). Although both devices can be used as
power-switches without distinction (i.e., maintaining tbame leakage reduction),
nMOS transistors are usually more suitable. In fact, pMO8ods are less leaky
than nMOS ones, but they show a lower carrier mobility, wHiagtits their ON-
current. As a result, in order to guarantee a certain cugapability, pMOS sleep
transistors require more silicon area compared to nMOS.

In a typical power-gating approach, switch devices are-igbshold-voltage tran-
sistors (i.e., HVT). Since a HVT transistor is less leakis tihoice helps in reducing
the total static consumption when the circuit is in standainyde. Unfortunately,
a larger threshold voltage reduces the current capabifithe transistor and, as
demonstrated by Equation 4, more area is required to actiievaptimal resistance.
On the contrary, with a low-threshold-voltage (i.e., LViHe silicon area taken by
the switch device can be sensibly reduced, but its leakagenhes significant.
Another design parameter that should be taken into acceudihéigate length. Usu-
ally, the sleep transistors are designed with minimum chBHength, but for today’s
nanometric technologies, this implies high leakage cusrdoe to Short Channel
Effects (i.e., SCEs) and more power consumption. Incrgasia gate length al-
lows to reduce the power consumption [15], but the curremisg capability of the
sleep transistor is drastically reduced and more area isrezt] Moreover, since the
majority of the fab processes are optimized for a single nbhlength (typically,
the minimum length), using devices with multiple lengthsymdaastically increase
process variation and sensibly reduce fabrication yield.

As discussed above, the sleep transistor has to be sizedlén tr limit the IR-
drop on the virtual rail when the maximum discharge currdrthe power-gated
cells is injected into the virtual ground. Under this IR-gdroonstraint, designers
can trade off channel lengthand threshold voltagd;, (see Equation 4) to achieve
area and power optimization. In principle, maximum areaigfficy (i.e., minimum
W) is obtained using transistors with the largest currensigicapability, namely,
low-V;j, transistors with minimum gate length. Obviously, this eaularger leakage
consumption due to an increase of the sub-threshold cu@enthe other hand, in
order to achieve minimum power overhead, higheevices with larger gate length
are the best choice. This helps in reducing leakage poweucoption at the cost of
alarger area. It is worth emphasizing that by increasingthevalent sleep transis-
tor area, also the load capacitance that the driving cihastto charge and discharge
increases, thus negatively impacting the dynamic poweai@, depending on the
system constraints, designers can play with the valu®¥ ahdV;, to achieve the
required power/performance constraints. Most recent syprpose optimum sleep
transistor synthesis in which, for a given IR-drop and a@sstraints, the threshold
voltage is selected to minimize the power [29]. To achiexedptimumV;y,, both
body-bias and multi4, transistors can be exploited.
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3.2.3 Power-Gating Strategies

As anticipated in Section 3.1, when power gating is applealgeneric logic block,
an important dimension of the problem concerns whether #tiegis applied to:
(i) The entire logic block (block-level or full power-gat (i) a subset of the cells,
typically, the non-timing critical ones (partial or cluste power-gating); (iii) all
the cells individually (cell-level power-gating). The blelevel approach has the
drawback of having an high reactivation period since it mayehlong transition
delay between sleep and active state. The cell-level girédecharacterized by high
area overhead and huge sleep signals buffering. The mastiging power-gating
style is then the clustered one, in particular the row-basegl, which offers a
reduced overhead with respect to the cell-level approadhlimnited active/sleep
transition times with respect to the block level strategy.

3.2.4 Layout Modification

The modifications to the layout required to accommodatediemsistor insertion
depend on the chosen clustering granularity. Figure 5 slaowexample of a mod-
ified layout in the case of row-based clustering; the sleapsistor is placed in a
dedicated row indicated as ST row in the figure. Open charnindisate where the
ground lines of adjacent rows are split to accommodate imsteting rows which
share a common ground line.

Fig. 5 Example of a Complete Layout after a Row-Based Sleep Tr@ndissertion.
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In the case of block-level power-gating, the layout must loelified so that the rows
are extended on both sides of the layout to make space folethe sansistor cells.
All side pins must be moved and an extra pin must be added toecbthe SLEEP
signal with the outside. For row-based power-gating, thisteking phase returns a
set of rows to be disconnected from the ground and connect¥dtual Ground.
If those rows share the ground line with any non-power-getedthey need to be
spaced. If two rows sharing the ground line are both to beeled, we can simply
connectthe ground line to the Virtual Ground. Besides apgohannels, extra rows
needed to host the sleep transistor cells are added. Aslildble-level case the pins
have to be moved and the SLEEP pin added.

For any clustering strategy, the power grid and its conoadct the standard cells are
created. The smallest region that can be power-gated ilirby the distance from
the Vgng power rail. The maximum distance from thig,q is equal to the distance
between two power stripes of the same type divided by twovdaaaving regions
of different sizes the rows are always cut in the same poimtdlzose are determined
by the position of the vertical stripes. Each cut, if neededone at the maximum
distance from thé/ynq lines. To avoid wrong substrate polarizations the distance
between two stripes of the same type has been kept equal tméwithout power
gating, while the width of the stripes has not been changedder to avoid the IR
drop increase.

In the remainder of this chapter, we will consider row-baslke@p transistor inser-
tion as the reference power-gating strategy. Howeverdhgisns we present could
be successfully adapted to other kinds of sleep transisseriion approaches.

4 Clustered Tunable Power-Gating for PV Compensation

Parametric variations introduced by manufacturing regamethe main cause of per-
formance variability and yield degradation in modern VLBtuits.

As discussed in Section 2, process variations may rangefirarpercent to several
orders of magnitude, following a deterministic scheme @raedom distribution, also
depending on the spatial-scale they reach: Wafer-to-vef@iV), die-to-die (D2D)
and with-in-die (WID) variations. While the binning methbés been successfully
adopted for tackling W2W and D2D variations, considerindVariations (which
are random, more localized and thus harder to manage) eededicated counter-
measures that must be taken since the early phases of tiga desi.

Several design methodologies have been proposed in theelast, from those based
on Design for Manufacturabilityapproaches [13, 25, 18] (like litho-friendly and
Restricted Design Rules layout design), where variahdlitsg given design is either
mitigated or amortized, tAdaptivestrategies, which attempt to solve the variability
issues by sensing and correcting the desired parameterg vaiious knobs that
affect them. These schemes are also cdleditor & Control (M&C) strategies, to
emphasize their analogy with closed-loop control systems.
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M&C approaches have proven to be extremely efficient and #eyusually pre-
ferred to other strategies for their flexibility. Differeatmbodiments of the M&C
paradigm have been proposed recently. The main diffetergidactor is repre-
sented by the strategy used to control the circuit. Mosttiwia use Dynamic Volt-
age Scaling (DVS) [35], or Adaptive Body Biasing (ABB) [343 aontrol knobs.
Although both DVS and ABB are effective in adjusting circpégrformance, as a
side-effect they have a dramatic impact on the power consampf the circuit;
in fact, dynamic power is quadratically related to the sypmltage, while sub-
threshold leakage current shows an exponential relatiprishthe body voltage.
This makes their implementation energy inefficient, thiss leffective for leakage-
dominated CMOS technologies.

In this section, we show how power-gating may represent alevigolution to
achieve concurrent power reduction and performance dofaranitigating pro-
cess variations (and random WID variation in particular) arcrease the timing
yield. We show that, when enhanced with tunable featuressléep transistors can
act as natural supply-voltage regulators for the poweedjaircuit, thus providing
a low-power, yet low-cost, control knob.

4.1 Modeling Process Variations and Timing Yield

WID variations are mostly due to systematic and random traria of several phys-
ical device parameters, such as the concentration of dgiomgs in the substrate
(Ny), the effective channel lengttids ) and width Pet) and the oxide thickness
(Tox). The resulting effect is the shift of the electrical chaeaistics of the transis-
tors, like the threshold voltag®if) and the maximum current densityd/W), with

a significantimpact on the power dissipation and the peréorre of a manufactured
circuit [6].

Under these conditions, device parameters (and desigrics)dtave to be treated
as random variables, whose probability distribution fiorc{PDF) depends on the
actual fabrication process. As pictorially summarized iguFe 6, deviations from
the ideal case (i.e., where a given paramgtdras a nominal, deterministic value)
are represented by a PDF with a given shape with average aafji¥) coincident
with the nominal valu&,omof the parameter; variability is related to the variance of
the PDF (e.g., the range of values betweaedo). Under the typical assumption that
values slightly exceeding the nominal valuénbx in the figure) can be considered
as acceptable, we define the timing yield as the probahil#iX < Xmax which can
be immediately obtained by the cumulative distributiondtion of X (area below
the PDF and delimited b¥(nax Striped region in the figure).
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Fig. 6 Effects of Parameter Drifts due to Process Variations.

4.2 Controlling Performance with Tunable Sleep-Transistors

The active currenity, drained by a circuit from the power supply during normal op-
eration may represent a suitable metric for quantifyingatiormance degradation
induced by process-variation. In fact, the imperfectiohthe fabrication process
may affect several electrical parameters (such as chaimehdions and threshold
voltage), which in turn alter the actual current capabdityhe active transistors, and
thus, the intrinsic speed of the devices. Therefore, theelathe speed degradation
due to process variations, the smaller the resulijpg

During the active periods, the sleep transistor, that isgdron and that operates
in the linear region (in Figure®o, represents the channel resistance in the lin-
ear region), behaves as a current-to-voltage transduaetrinsforms the flowing
currentlon into a voltage drop\grop in Figure7). The virtual-ground rail is now at
a potential higher than ground, and the circuit operatessaaéed supply voltage
(Vdd — Vdrop)- By modulatingRon, and thusVyyop, it is therefore possible to change
the operating point of the entire circuit: A lowBg, implies a faster circuit; a larger
Ron, on the contrary, will increaséyp thus making the circuit slower.

Vdd

Logic
block

VVGND (Ron)

> Vd rop

Fig. 7 Voltage Drop Across the Sleep Transistor During Active &dsi

on

GND
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In summary, circuits made slower by PV can recover their dfisemeans oRyp,
reduction, wher&y, is proportional to the width of the sleep transistor.

The key aspect of this strategy is that the voltage regulailatained througRyy,
appears only temporarily while the circuit is switching.c@rall the internal switch-
ings are completedo, falls to zero and so doé&p. In this sense, the supply
voltageVyq is automatically adapted to the load, and there is no need ekeer-
nal voltage regulator. A quantitative evaluation of the\abdependency is given in
Table 1, which reports delay values of a sample design (1Gpgated chains in
parallel, each consisting of 10 inverters) as a functiorheftbtal sleep transistor
width, in the presence of process variations.

Onom [PS] dwc [ps]
W [ 2W | 4W [ BW [16W
[(130.2 [152.7147.1/140.§138.7134.9

Table 1 Quantitative Effect of Sleep Transistor Sizing on Delay.

Columndnom reports the nominal delay when the circuit is power gateti witran-
sistor of a given siz&V (in the example 20 “fingers” of 08n each for a total of
16pum) and ignoring the presence of variations. Colurdgsg report worst case de-
lay values for different values &¥. By worst case, we mean the extreme value of
the delay distribution obtained by randomly selecting 1@@ferent instances of
the circuit with Monte-Carlo. The columdy—W shows then the slowest circuit
instance (15 ps) when a transistor of si24' is used for gating, i.e., the same
conditions for whichdnom is measured. This instance is approximately 17% slower
than the nominal one. If we then upsize the sleep transist@ufch circuit instance,
we see that, as expected, we can progressively speed ustaeda, asymptotically
reaching the nominal delagom

4.3 Design I ssues and Architectures

4.3.1 Design Issues

As mentioned abové,, modulation allows to compensate delay variations with a
simple mechanism and with an arbitrarily fine granularitpwéver, such powerful
control mechanism does not come for free, and designerstakesinto considera-
tion the amount of overhead introduced by a tunable powengarchitecture.
Upsizing the sleep transistor may result in a significara averhead, which causes
extra static and dynamic power consumption. In fact, thepsteansistor itself leaks
when turned off, and its leakage is proportional to its sMereover, driving a
huge sleep transistor during power-mode transitions waufaly additional load
capacitance and larger logic effort. Such overhead mayfytitie leakage power
savings obtained by gating the circuit.
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As an example, consider again the data of Table 1. If a 5% detagase can be
tolerated (i.e.dmax= 1302-1.05= 136.71p9), then the sleep transistor must be as
large as 1@/ to achieve the required speedup; this will cause the citouiave a
delay of 1349ps< dmay but @ power consumption due to the sleep transistor that is
16 times larger than in the nominal case. Clearly, withouéedichted architecture
the use of power-gating as a M&C strategy may not be feasible.

4.3.2 Architectures

As described in Section 3, a key design variable in detenmitiie area/power trade-
off of a power-gated circuit is the granularity at which theep transistor is inserted.
This is true also when considering tunable power-gatinbitectures.

A first option consists of power-gating the whole circuitngsa single tunable sleep
transistor (left configuration in Figure 8). In this casegm\f the transistor is set to
the proper width according to the detected delay valuejitsrmust be the largest
of the rang@\Vimax Therefore, although effective in mitigating the proceagation
effects, large area and power overheads can not be avoided.

_|H‘WNC WC

Fig. 8 Tunable Power-Gating (TPG) Options: Full-TPG (Left) and<®éred-TPG (Right).

A clustered sleep transistor insertion, on the other hamg, mpresent the most ap-
propriate architecture. In fact, tunability is requiredyofor the cells that determine
the critical paths (CPs). On the contrary, all the otherscglée., cells for which the
delay increase due to process variations do not slow doweritieal paths) can be
power gated with a regular, non-tunable, small-sized stessistor. We call this
approach Clustered-Tunable Power-Gating (right confiipman Figure 8). Under
this scheme, two distinct sets of cells (i.e., clusters)seggarate sleep transistors:
The critical cells identify the critical clust€, which is gated by a tunable transistor
of sizeWg; the rest of the cells form the non-critical clust¢€, which is gated by
a regular transistor of siaé\c. Concentrating tunability only where needed allows
to reduce the total sleep transistor widith¢ +We < Winay), and guarantees power
savings while keeping the same delay compensation cafyabili
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4.3.3 Design Flow and Results

The design methodology for automated implementation aftehed TPG does not
differ from that described in Section 3. Starting from a (fbased) placed design,
clustering, peak-current estimation, sleep transisttngiand sleep transistor in-
sertions are the main phases of the flow. However, working walitstered tunable
power-gating architectures requires some changes anticaddio the algorithms.

Design of the Tunable Sleep Transistor CellTunable sleep transistor cells are not
available in standard CMOS libraries. Then, it is importensupport design kits
with new customized cells that contain parallel sleep isdoss of different sizes
and driven by dedicated control signals. Figure 9 showsdhersatic of a possible
architecture, as described in [14] and [32]. Each paralibttsansistor is driven by
a NAND gate that receives an external configurationttt 2, b1, bQin Figure 9),
and whose value can enable (in case of 1-logic) or disablea@e of 0-logic) the
corresponding transistor. An additional sleep signal jgled by an external power-
management unit is in charge of defining the operating modeeofated circuit.

virtual-GND
TPG-cell

GND inverting
buffer

sleep™ ™" TTTT T TR 'I """"""""""" 'I """"""""""""

Fig. 9 Architecture of the Tunable Sleep Transistor Cell [32].

Statistical Static Timing Analysis: At design time, characterizing the effects in-
duced by process variations is key. In fact, this allows tleaiification of the criti-
cal paths in presence of process variations. To do so, aoroptinsists of integrat-
ing probabilistic models into standard Static Timing Argdy(STA) engines. For
instance, it is possible to resort to Monte Carlo statistseanpling, where device
parameters are stochastic variables described by proegssident PDF. During
each sample, the circuit timing is computed using trad#l@TA tools. The output
of a Monte Carlo analysis includes the path delay distrdngi From that, we can
extract the list of statistical critical paths, i.e., thet Iof paths that show a certain
probability to have a slack smaller than a user defined tlotdsh
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Clustering and Sleep Transistor Sizing:The clustering phase is crucial, since it
defines which portion of the circuit has to be assigned to wbiaster (criticalC or
non-criticalNC). At this stage, it is important to identify the granularétywhich the
sleep transistors are inserted into the layout. As deatiib8ection3, different op-
tions are available, but row-based insertion can guardnésiner granularity at the
minimum cost in terms of area and layout disruption. Herfeectustering problem
comes down to the selection of which rows have to be congideseritical or non-
critical. An effective solution to this problem is to mark egtical those rows that
host at least one gate belonging to a statistical critictid [22]. Once the clusteiG
andNC are formed, it is possible calculating their maximum activerents]c and
Inc, respectively, and performing the sleep transistor sizihgchvreturns the actual
width of the two transistoré andWic.

Sleep Transistor Insertion: During this stage, the sleep transistor cells belonging
to a customized power-gating library are placed into theulaylf a row-based ap-
proach is adopted, one can follow the strategy proposediij {@here the sleep
transistors cells are placed in dedicated layout rowsedaleep rows. It is worth
mentioning that the sleep transistor of the critical clu€tes implemented by means
of modular tunable sleep transistor cells connected inlgarall the programmable
sleep transistor cells are centered in their middle condigom, namely, the configu-
ration word is set in the middle of the dynamic range (100Qtier4-bits cell shown
in Figure 9). This guarantees the maximal extension of thhepemsation range. For
the non-critical cluster one can use the same scheme, mg nsn-tunable sleep
transistor cells of fixed size [8].

Figure 10 offers a quantitative analysis of the timing yialild leakage savings
that a clustered tunable power-gating architect@e{STERED-TP{&may guar-
antee w.r.t. standard power-gatifgdJLL-PG) and block-level tunable power-gating
(FULL-TPG). The results are obtained from the simulation of a substteolTC’99
benchmarks mapped onto an industrial 45nm technology. tbelaverages are re-
ported.

The tunable approach (i. €CLUSTERED-TP@ndFULL-TPG) originates a timing
yield increase from 80,67%~ULL-PG) to 100%; in other terms, tunable power-
gating allows to fully recover any speed degradation indume process variation,
thus making the number of circuits that must be discardedumecthey incur timing
violations falls to zero.

Concerning leakage power, we observe thBtUd L-TPGarchitecture can success-
fully tackle the problem of variability compensation at thece of a drastic re-
duction of the achievable leakage savings, due to a largepgransistor (leakage
savings go from almost 100% for ti&JLL-PGto a mere 24.36% fdFULL-TPG).
On the contrary, a clustered scheme (IGLIUSTERED-TP{guarantees the same
timing yield asFULL-TPG, while maintaining reasonable leakage savings (72.1%).
Clearly, applying a clustered architecture is what makesuhable approach appli-
cable to real-life circuits.
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Timing Yield ™ STB Leakage Savings
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Fig. 10 Quantitative Comparisons of Various Power Gating Options.

5 Clustered Power-Gating for NBTI-Induced Aging
Minimization

Besides the non-deterministic variations described ini@e@, another, and possi-
bly more insidious, type of non-ideality of scaled devicea@erngime-dependent
deviations in their operating characteristics [1].

There are two types of sources of such time-dependenticarsaBias Temperature
Instability (BTI), and Hot Carrier Interface (HCI) [26]. Bo phenomena cause the
generation of traps at the interface between the silicorntlamadxide, resulting into
an increase over time of the threshold voltage of the tréorsis

BTI affects both pMOS (Negative BTl — NBTI) and nMOS tranerst (Positive
BTI—PBTI); in current technologies, the impact of PBTI ischdower than that of
NBTI, although its importance is expected to increase withddoption of high-k
dielectrics in the gate-oxide interface [24]. ConversElg| effects are much more
significant in nMOS transistors, and are at least two ordérsagnitudes larger
than for pMOS devices [12].

Between NBTI and HCI, NBTI is regarded as the most signifiedfect, because
the surface along which interface traps are created (he.wtole silicon-oxide
interface) is much larger than that of HCI (i.e., in the néigihood of the drain
area) [1].

We can thus consider NBTI as the dominant source of agin@oststors in current
sub-45nm bulk CMOS technologies. As we will show in the resthis section,
the peculiar properties of NBTI and, in particular, its esthaised manifestation will
allow to use power-gating as a powerful knob for aging cdntrbile keeping the
usual benefits in static power reduction.
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5.1 Background and Models

NBTI effects occur when a pMOS is negatively biased (i.egatigeVys, or a logic 0

is applied — the stress state) and originate an increase tfitbshold voltage. When
a zero-bias voltage is applied (i.e., alogic '1’), NBTI sisds actually removed, re-
sulting in a partial recovery (i.e., a decrease) of the thokkvoltage (the recovery
state). While there is no full consensus on the exact quamechanical mecha-
nisms that govern the NBTI effects, the reactivation-diffun model is accepted as
accurate enough for pMOS NBTI aging [1]. A simplified versafrsuch a model is
the following:

Stress State AViy, = ke T (t —tg) 3 5)

Recovery State AVi, = k(1 — 4/ t_tiec) (6)

whereks andk; are two parameters whose magnitude depends on few teclicedlog
parameters (such as channel strain and nitrogen condenjttis the Boltzmann
constant,T is the device temperaturgg is the activation energy, artg; andtcy
denote stress and recovery times, respectivaly/the free variable and expresses
the temporal evolution of the threshold voltage drift.

Equations 5 and 6 show the qualitative behavior of NBTI sti@sd recoveryy,
increases during stress with dependency, it decreases during recovery with 1
\/1_/t dependency, and it depends exponentially on temperatuiggdstress. The
most relevant feature of the model, however, is that thexéveo different behaviors
based on thetateof the device. This observation, coupled with the experitalen
evidence that NBTI aging ifrequency-independefit, 22], implies that it is the
total stress time that matters rather than the actual dycsofistress-recovery.

A generic signal applied to a pMOS transistor can then be heddes a periodic
waveform with equivalent amount of stress time, paving tlag ¥o a probabilistic
modeling of NBTI aging. This allows to lump the models of Etjoias 5 and 6 into
a single macromodel suitable to circuit-level simulation:

AVin=K-B-t3 (7)

whereK includes all the technological and environmental (e.qperature, supply
voltage) constants anfl denotes the stress probability of the signal connected to
the gate input of the pMOS transistors, that is, the probghif a logic '0’. This
macromodel is also more suitable for translating the irswes threshold voltage
into a delay degradation, which better corresponds to ttuéiion of “aging”.

Under the alpha-power law, we can write the delay of a logte ga:

CL-Vud

d— - Vdd
(Vgs—Vin)®@

(8)

whereCy is the load capacitanc¥gys is the gate voltage and is a technology-
related exponent that can be approximated to 1 for sub-96amblogy.
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Because of the NBTI-induced threshold voltage increase;dged” delayd’ > d
then becomes:

Ci - Vud
d'(t)= 9
= Ve Non AVen©)) ©
which can be expressed as a penalty with respettis:
(B -t)V/4
dt)=d-(1+ K-(B-V (10)

Vot — K- (B-t)1/4

whereVgTt = Vgs— Vin0 andVin o is the threshold voltage at time 0.
Equation 10 allows translating circuit operations (in tewhsignal probabilities) to
aging (i.e., delay increase over time) for the individuakgasimilarly to what it is
done for estimating dynamic power based on switching pritiiab.

5.2 Power-Gating and Aging Reduction

Equation 7 clearly shows that, for a specific manufacturedcdeand for specific
operating conditions (temperature ang), there is one single knob that can be used
for mitigating the aging effects: The stress probabifity

Ideally, one would like to makg as small as possible. This would imply having as
many 1's in the logic network as possible for the largest idesgraction of time.
Obviously, under normal conditions, this is infeasiblecdogse: (i) To implement
meaningful functions, circuits require logic inversiorhieh by definition prevents
achieving arbitrarily small probability for a predeterrathsignal value (0 or 1).
(ii) Circuit structure affects probability. On the othemftg information theory sug-
gests that a signal probability of 0 or 1 carries no informrat: entropy is 0, and it
is maximum for a 0.5 probability. Therefore, to implemengalistic function, there
must be a fair distribution of 0’s and 1's.

Although the ideal objective is impossible to reach, ted¢bgg-independent and
technology-dependentsynthesis techniques can be usgditnizethe 0-probability
of internal signals. Kumaet al.[23] proposed multi-level synthesis and technology
mapping algorithms that adopt a modified, NBTI-oriented moetvhile Wu and
Marculescu [19] used logic restructuring and pin reordgtmexploit the fact that
not all transistors are identically important in determgpithe delay of a gate in
the pull-up network. These strategies can reduce the agitigeitypical state of
the circuit (i.e., determined by the implementation andh®y ithost common input
patterns) and achieve a sort of local optimum.

We propose power-gating as a knob for improving over theseltse aiming at a
global optimum. We suggest leveraging a well-known weakredgpower-gating:
The logic values of the nodes of a power-gated block are I&&nathe block is
disconnected from the power supply or the ground nets. Tosep serious prob-
lems when storing values in memory elements and when iciaggpower-gated to
non power-gated regions. Solutions based on the usage aabpges of memory
elements [3] or by proper design of the sleep transistol{t6]ldo exist.
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For the combinational portion of a circuit, the behavior lod internal nodes de-
pends on the type of switch (footer or header) implementiogqr-gating. If a
footer switch is used (and thus the block is disconnectem fitee ground), as de-
scribed in Section 3, an interesting behavior occurs. Nthiggsare at logic value 1
before opening the switch do keep their values, whereasshwitle value 0 become
floating. Both the virtual ground line and the 0 nodes thencharged to 1 by the
leakage current of the pull-up network of the cells [27]. Bpeed of this charge
process depends on the design of the sleep transistor edlican be sped up by
using a proper pull-up boosting mechanism, as shown in [7].

For the sake of illustration, Figure 11 plots the signals dfiraple two-inverter
circuit connected to a footer switch after the latter haslteened off (0.0 on the
timescale) [10]. We observe that the sigreabndc, originally at logic value 1, stay
unchanged, while signdl, at 0 when the sleep signal is activated, goes to 1 quite
abruptly, and it reaches about 85%\&f; in a few tens of nanoseconds.

\Virtual
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0.6 -

0.4

[Voltage Node] V

0.2
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0.0 500n 1u 1.5u 2u 2.5u 3u

[time] s
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Fig. 11 Internal Signals during Standby Intervals [10].

What it matters for our purposes is that all the nodes indidegaited block region
(more or less quickly) reach a logic value of 1, thatl® gated block recovers from
aging during the standby interval¥his is clearly a non-logical state that cannot be
obtained by any mechanism that operates on the circuitifumot the input data,
and is therefore orthogonal to such design approaches.
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5.3 Design Issues and Architectures

5.3.1 Design Issues

From the analysis of the previous section, two key issuesrdes a deeper eval-
uation. First, it is evident that the benefit in terms of agjjogs together with the
potential leakage reductions: If the gated block is put inaadby state sporadi-
cally, the aging reduction will be marginal. Clearly, the@amt of time spent in the
standby state is not a quantity that is controllable by th&giher and it is deter-
mined by the environment. Therefore, it is important to pagterize the aging in
terms of this quantity. Second, the implementation of pegating does not come
for free. As discussed in Section 3, the addition of a foovdtch in series with
the pull-down network increases the on-resistance of eattrand results into a
(nominal, i.e., at time zero) delay penalty. Since by taakkging we are trying to
compensate the increase of delay over time, it is fundarheatsidering the fact
that in a power-gated circuit we start from a larger nomireday value.

Equation 10 can be adapted so as to incorporate the abovebaeseffects, by
adding two more parameterBeep the probability of the sleep signal (O means
always active, 1 always in standby), apndhe delay penalty the due to the addition
of the sleep transistor (i.eds = d- (1+y) is the time-zero delay of the gated block).
The new expression of the delay model of a gated block becomes

K- (B ) (1_ Psleea 't)1/4
Vet — K- (B : (1_ Pslee[) 't)l/4

Notice that the stress probabilify is now modulated by the complement of the
sleep probability 1 — Pseep; this is equivalent to an “effective” stress probability
(B' =B - (1—Psjeep, With B’ -t is now the effective stress time.

Figure 12 plots Equations 10 and 11; the curvedgt) is parameterized with re-
spect toPyieep and it refers to a specific value gf Both curves fod(t) anddg(t)
refer to a value off = 0.5. The plot is qualitative just for the sake of illustratioh o
how the aging profiles change based on the various parameters

The aging curves for power-gating start at a higher time-gelay value ¢s), but
they exhibit an amount of recovery that is proportional ® plercentage of standby
time Psieep The diamonds in correspondence to the intersections leette non
power-gated curve and the power-gated ones show the begakeints, that is, the
points in time after which the power-gated circuits staringgnore slowly than
their non power-gated counterparts. Clearly, the inteéis@enoves earlier in time
asPyeepincreases, denoting better aging profiles.

There are three parameters that affect the above anafygis; 3, andy. The first
two are not under the designer’s control and depend on thaifural and environ-
mental characteristics of the circuit; for a given impleragion, they assume a well
defined value. On the contranyjs a design variable; its magnitude is related to the
sleep transistor size [2]—[31]: A larger (smallgr)mplies a smaller (larger) sleep
transistor. The ideal case pf= 0 would correspond to a transistor of infinite size.

dg(t) =ds- (1+ ) (11)



Power-Gating for Leakage Control and Beyond 25

1.15E+01

1.13E+01 --- =

1.10E+01 +---

1.08E+01 |- Z==

P

sleep™ ¥+

> —
& 1.05E+01 1 Peeep=0.9
a
103E+01 - No PG|
1.00E+01 {--- ‘
9.75E+00 --- ; § B=0.5
9.50E+00 — — —
© Q Q Q Q Q A A Q Q
N Q Q Q Q Q Q Q
& RN A A P A A & & K &
$ S A A A A A A A A A
o A N v " > © 3 A > Y
Time (s)

Fig. 12 Delay Degradation as a Function of Sleep Probability.

5.3.2 Architectures

The discussion above assumes the entire logic block bewwgrpgated by a single
sleep transistor. But, the aging benefits of power-gatirgpaoportional toy; a
large value ofis may result in a breakeven point which might be beyond thecglpi
lifetime horizon of the circuit. Therefore, itis essent@keepy as small as possible.
One way for achieving this is to selectively apply powerhggutA first option ispar-
tial power-gating in which power-gating is applied only to the non-criticakgs of
a circuit (left schematic of Figure 13). Assuming a coarsgrgimplementation of
power-gating, gating only a portion of the circuit requithe interaction with the
physical placement of the cells [11, 31]. By not slowing dogvitical gates, this
solution has the same delay as the nominal ale=(d) and it requires a sleep
transistor widthW, smaller than that required for power-gating the entireutr
However, from the aging viewpoint, partial power-gatin@isost identical to the
non power-gated case. In fact, keeping the critical gategaied means that they
will age as in the original circuit. Then, partial power-igatallows achieving leak-
age reductions at zero delay overhead, but it does not yigl@ging benefit.

To get concurrent leakage and aging benefits, we can adopsi@ied architecture
similar to the one of Section 4. The entire circuit is powategl using two sleep
transistors (see the right part of Figure 13): One for theceligates (of siz&\t)
and another one for the non-critical gates (of si%g: < We) [10]. The idea is
to decouple the sleep transistor problem by using a smaisistor for the non-
critical gates (with the only purpose of saving leakage)aladger one with smaller
performance penalty for critical cells. ¢ < W, with the whole circuit gated, we
can achieve leakage savings comparable to the case of wdrpgating.
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Fig. 13 Power-Gating Options: Non-Critical Gates Only (Left) andsZered (Right).

5.3.3 Design Flow and Results

As for the case of PV-aware power-gating, the methodologgificautomated imple-
mentation of an aging-aware clustered power-gating reqipecialized algorithms
to be integrated with the standard flow shown in Section3.

Library Characterization: Celllibraries are usually not characterized for aging. To
this purpose, the designer has to fill look-up tables coirtgithe delay degradation

of each cell, parameterized with respect to the static ®givdities of the inputs,
stress voltage (i.eVys), and temperature. This task could be split into two phases
by first characterizing the pMOS transistors (and modeliregdorresponding Vip,
variation) and then incorporating it into the cell as a negatoltage-source on the
gate-terminal of pMOS transistors.

Aging-Aware Timing Analysis: This step consists of a probabilistic simulation that
uses the parameterized cell delay models and statistidsedhput signals (static
probabilities) to determine the paths with a delay that ihiwia given percentage
of the nominal critical patia.

Clustering: Clustering entails the determination of the critical and-ooitical clus-
ters, i.e., two subset of the cells that maximize the lealkagkaging benefits. The
selection of which cells go in which cluster strongly intgsawith the type of sleep
transistor insertion strategy. In particular, the grarity@f the gating unit coincides
with the granularity of the cluster assignment. For instarfcthe row-based strat-
egy of Section 3 is adopted, clusters consigbefs and therefore the assignment to
clusters is done on a row-by-row basis. In [10], the clusgggroblem is formulated
as a 0-1 nonlinear program, where the unknowns are the mehipesf a gating
unit (in that work, layout rows) to one of the two clusters.
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Sleep Transistor Sizing:Sleep transistor sizing is dictated by the timingy ¢on-
straints, and involves, as for clustering, the estimatibrthe maximum current
drawn by each cluster, as discussed in Section 3.

The results of leakage power savings and lifetime exteresbireved with the appli-
cation of the clustered power-gating methodology are quritenising, and they are
summarized in Figure 14. Three power-gating schemes arpa@d:NO-PG (no
power-gating) PG (the entire circuit is power-gated) al@LUSTERED(the two-
cluster architecture in the right part of Figure 13. Dataraamalized with respect
to theNO-PGcase (both leakage and lifetime are assumed to be 1).

The lifetime of a circuit is defined as the time at which thegitdegrades its perfor-
mance by 15% beyond its nominal value (i.e., performanch@hbn power-gated
circuit). The results in the chart represent an average aget of standard bench-
marks and some medium-sized industrial designs, and refar45nm industrial
CMOS technology.

5 Lifetime
4 M Leakage
3
1,57
2 11
1- - 012 0,125
0 - -
NO PG PARTIAL CLUSTERED

Fig. 14 Quantitative Comparisons of Various Power-Gating Options

We observe that th®G scheme does not fully exploit the huge leakage reduc-
tion (about 88%) for lifetime extension; in fact, only a 57#eiease is achieved.
Conversely, the€LUSTEREDarchitecture yields a 5X increase with respect to the
non-gated version, with a negligible loss in leakage reédag@about 0.5% penalty
with respect taPG). These numbers demonstrate experimentally the effertage

of clustered power-gating as a tool for simultaneous leakamver minimization
and aging effects mitigation.
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6 Conclusions

There is wide consensus within the electronics industry/tthescaling process of
the CMOS technology will continue as far as the fundamerdaaliér of the atom
size will be reached. Therefore, CMOS-based circuits arstiesys represent the
future vehicle for digital applications of the next decadafortunately, nano-scale
CMOS technologies show intrinsic mechanisms, like inteleskage consumption
and parametric variations, which make their use extrenmtedylenging.

In this work, we explored the possibility of exploiting lopewer techniques for con-
current leakage optimization and variability compensatand both static (i.e., due
to process variation) and dynamic (i.e., due to NBTI-indliaging mechanisms)
variability have been considered. More specifically, weenakiown how power-
gating, when implemented through a clustered strateggro# suited performance
control knob to compensate process variations, as well asumai solution for re-
ducing NBTI effects.

New design methodologies have been implemented to supaaation-aware clus-
tered power-gating, and experimental results, conductedbenchmark circuits
mapped onto an industrial 45nm technology, have highlltheir effectiveness:
100% of timing yield in the presence of process variationghmseen achieved, with
substantial (i.e., 5X) lifetime extensions w.r.t. non powgated circuits.
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