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IMAGE DEQUANTIZATION FOR HYPERSPECTRAL LOSSY COMPRESSION WITH
CONVOLUTIONAL NEURAL NETWORKS

Diego Valsesia, Enrico Magli

Department of Electronics and Telecommunications – Politecnico di Torino, Italy

ABSTRACT

Significant work has been devoted to methods based on pre-
dictive coding for onboard compression of hyperspectral
images. This is supported by the new CCSDS 123.0-B-2
recommendation for lossless and near-lossless compression.
While lossless compression can achieve high throughput, it
can only achieve limited compression ratios. The introduction
of a quantizer and local decoder in the prediction loop allows
to implement lossy compression with good rate-performance.
However, the need to have a locally decoded version of a
causal neighborhood of the current pixel under coding is a
significant limiting factor in the throughput such encoder can
achieve. In this work, we study the rate-distortion perfor-
mance of a significantly simpler and faster onboard compres-
sor based on prequantizing the pixels of the hyperspectral im-
age and applying a lossless compressor (such as the lossless
CCSDS CCSDS 123.0-B-2) to the quantized pixels. While
this is suboptimal in terms of rate-distortion performance
compared to having an in-loop quantizer, we compensate
the lower quality with an on-ground post-processor based on
modeling the distortion residual with a convolutional neu-
ral network. The task of the neural network is to learn the
statistics of the quantization error and apply a dequantization
model to restore the image.

1. INTRODUCTION

Hyperspectal imaging from spaceborne instruments enables a
wide range of applications, including material identification,
terrain analysis and military surveillance. The ever-increasing
spectral and spatial resolution of such instruments allows to
create higher and higher quality products for the final user
but it poses challenges in handling such wealth of data. In
particular, onboard compression is critical to overcome the
limited downlink bandwidth. This area of research poses pe-
culiar challenges due to the strict complexity limitations on
the payload hardware. Several solutions based on different
techniques have been proposed, such as low-complexity spa-
tial [1] and spectral transforms [2], distributed source coding
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[3], compressed sensing [4, 5], and predictive coding [6, 7, 8].
Predictive coding emerged as one of the most popular so-
lutions, as it enables low-complexity, high-throughput solu-
tions, excellent rate-distortion performance and flexibility in
the definition of image quality policies [9, 10, 11, 12]. The
CCSDS has been working on extending the CCSDS 123 rec-
ommendation for predictive lossless compression to include
lossy compression modes based on the introduction of a quan-
tizer and a local decoder inside the prediction loop, resulting
in the new CCSDS 123.0-B-2 standard [13]. It is well-known
[14] that an in-loop quantizer provides better rate-distortion
performance than quantization followed by lossless predictive
coding. However, one must consider that the need for a local
decoder to reconstruct pixel values in the prediction neigh-
borhood increases the complexity of each prediction iteration
and may hinder high-throughput operations.

Meanwhile, recent years have seen the rise of neural net-
works as data-driven methods to solve problems previously
tackled with hand-crafted models. CNNs proved to be able
to achieve state-of-the-art performance on a wide variety of
tasks including classification [15], segmentation [16], object
detection [17] and inverse problems such as denoising [18]
and superresolution [19, 20].

In this work, we study the rate-distortion performance of
an onboard compressor based on prequantizing the pixels of
the hyperspectral image and applying a lossless compressor
(such as the lossless CCSDS 123.0-B-2) to the quantized pix-
els. While this is suboptimal in terms of rate-distortion per-
formance compared to having an in-loop quantizer, we com-
pensate the lower quality with an on-ground post-processor
based on a convolutional neural network whose goal to learn
the statistics of the compression distortion. This solution can
achieve a much higher throughput than the one with an in-
loop quantizer, so it is worth studying whether it can be com-
petitive in terms of rate-distortion performance against the re-
vised CCSDS 123.0-B-2 recommendation.

2. BACKGROUND

Any kind of lossy compression introduces artifacts on the im-
ages, changing the distribution of pixel values with respect to
the one exhibited by natural uncompressed images. Recov-
ering the original image from its distorted version is an ill-



posed inverse problem, as there are infinitely many solutions.
However, a better estimate of the original can be computed by
proper modelling of what constitutes a natural image.

Traditional techniques relied on hand-crafted image priors
to model image data. For instance, a popular technique is
total variation minimization, which amounts to saying that the
energy of the gradients in a natural image should be small, and
casts image recovery from a compressed image as the solution
to an optimization problem.

Recently, convolutional neural networks (CNNs) have
shown remarkable results in a variety of inverse problems, in-
cluding denoising and superresolution. Their success lies in
their capacity to create more sophisticated models of complex
image data as well as being able to handle perturbations with
non-trivial statistics (e.g., non-Gaussian noise or superresolu-
tion residuals). In particular, residual networks (see ResNet
[21]) are an established solution in the literature on denoising
[18], as they allow to solve a simpler task by using the input
as a prediction of lower-frequency content and learning to
compensate only the residual. This is used in the CNN archi-
tecture as a global input-output residual connection or across
a block made of a few (typically 3-4) hidden layers.

3. PROPOSED METHOD

The proposed dequantization CNN restores compressed hy-
perspectral images to recover an estimate of the original.
Its training objective is to minimize the mean squared error
(MSE) between the restored image and the original. It is
important to notice that the restoration depends on the spe-
cific algorithm used for compression and also the chosen
quality level. This is similar to the denoising problem where
several algorithms are based on knowing the noise variance
[18, 22]. In our case, we train a CNN to restore images pro-
duced a specific compression algorithm (e.g., near-lossless
CCSDS 123) at a quality point fixed by the compression sys-
tem design (e.g., a fixed quantizer step size for near-lossless
compression).

Fig. 1 shows an overview of the network. The input to the
network is a slice of a hyperspectral image of size Nr×Nc×8.
While the spatial dimensions can be arbitrary, the number of
bands is fixed to 8 in the design we proposed. The first con-
volutional layer of the network has 64 filters of size 3×3×8,
thus merging the information from the 8 bands without slid-
ing the kernel in the spectral dimension. Notice that having
a fixed number of input bands does not mean that only im-
ages with 8 bands can be processed. In fact, it is sufficient
to process a slice of an image with more bands at a time and
then merge the results. If partially overlapping slices are pro-
cessed, then the results are averaged by weighing each band
by the number of times it has gone through the network. Con-
volutional layers are interleaved with instance normalization
layers and leaky ReLU nonlinearities [23]. Finally, the last
layer allows to enforce some prior knowledge about the image

by clipping the values of the correction estimated by the neu-
ral network. Suppose that the compression algorithm consists
of simple uniform scalar quantization of the integer pixel val-
ues, i.e. IQ = Qb I

Q + 1
2c, with Q = 2∆ + 1 for some integer

∆. Then, we know that the error is bounded as |IQ− I| � ∆.
If we call ECLIP the correction term estimated by the network,
then it must obey |ECLIP| � ∆ since we know that the quan-
tized pixel is never further than ∆ from the original.

We consider two approaches to lossy onboard compres-
sion of hyperspectral images, namely the revised CCSDS
123.0-B-2 recommendation and a simpler algorithm based on
scalar quantization of the pixel values followed by a lossless
predictive coding scheme, which we choose to be lossless
CCSDS 123.0-B-2. We will refer to this method as “pre-
quantization”. Fig. 2 visually depicts the two methods. We
study the performance of the two methods with and without
an onground post-processing stage using the CNN for image
dequantization. In the study we also consider a prediction
mode offered by the new CCSDS 123.0-B-2 which excludes
the pixel on the left of the pixel under coding from the pre-
diction neighbor. This mode is intended to offer the highest
throughput as in-loop decoding of the pixel on the left is the
main speed bottleneck.

4. RESULTS

This section presents an experimental assessment of the
performance of the proposed CNN for image dequantiza-
tion when combined with the compression approaches pre-
sented in the previous section. For both approaches we
set the CCSDS predictor in its full prediction mode with
wide neighbor-oriented local sums. The rate-distortion per-
formance is also measured against a transform-coding ap-
proach to onboard hyperspectral image compressor where
the CCSDS 122 recommendation [1] for spatial compres-
sion using wavelets is combined with the Pairwise Orthog-
onal Transform (POT) to remove spectral correlation [2].
Another comparison is drawn with the CCSDS 123.0-B-2
lossy compressor set in reduced prediction mode with narrow
neighbor-oriented local sums, which is the high-throughput
mode provided by the recommendation.

The CNN has been trained using 70000 patches of size
32 × 32 × 8 randomly extracted from AVIRIS images from
the Cuprite, Jasper and Moffett scenes. Patches have been
extracted from the decoded images. For the experiments,
the following quantization step sizes have been chosen:
Q ∈ {3, 7, 11, 15, 21, 31, 41, 61, 101} for both the CCSDS
and prequantization compressors. We used the Adam opti-
mization algorithm [24] with a learning rate equal to 10−8 for
a total number of iterations corresponding to 1000 epochs.
The convolutional layers have a fixed number of filters equal
to 64.

The testing dataset is composed of the sc0 scene from the
AVIRIS Yellowstone images. For testing purposes the input
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Fig. 1: Restoration CNN. C: 2D convolution, R: leaky ReLU, IN: 2D instance normalization, CLIP: residual clipping. Input
and output sizes are Nr ×Nc × 8.
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(a) CCSDS 123 lossy compressor.
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(b) Prequantization lossy compressor.

Fig. 2: Two predictive compression approaches. CCSDS 123
uses a quantizer inside the prediction loop. Prequantization
quantizes raw pixel data and then applies a lossless predictor.

to the network is a slice of the image with 8 bands and full
spatial resolution (512× 680× 8). All the possible slices of 8
bands out of the available 224 bands are provided to the net-
work by a sliding window selecting and results are obtained
through a weighted average over the overlapping parts.

Quality is measured by the SNR computed as

SNR = 10 log10

∑Npixel

i=1 s2i∑Npixel

i=1 (si − ŝi)2
.

Fig. 3 shows the rate-SNR curve. It can be noticed that
the CNN provides more than 1 dB of improvement at 1.5 bpp,
around 0.5 dB at 2.0 bpp and very small gains at high rates.
Then, it is very interesting to notice that the suboptimality of
the prequantized method is quite limited and can be fully re-
covered by the CNN at all rates above or equal to 2.0 bpp. We
also notice that the prequantized method is always better than
high-throughput mode of the recommendation even without
the CNN.

5. CONCLUSIONS

We proposed a CNN to dequantize hyperspectral images
compressed by onboard compression methods. We also stud-
ied the performance of the revised CCSDS recommendation
for onboard predictive compression and how it a significantly
simpler and faster method that eliminates data-dependency
issues by moving quantization outside the prediction loop
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Fig. 3: Rate-SNR performance of various compression meth-
ods with and without onground CNN for the sc0 test im-
age. 123-NL: lossy CCSDS 123.0-B-2 (full, wide, neighbor-
oriented); Q+123-LS: prequantization followed by lossless
CCSDS 123.0-B-2 (full, wide, neighbor-oriented); 123-NL-
RED-NARROW: lossy CCSDS 123.0-B-2 (reduced, narrow,
neighbor-oriented); 122-POT: CCSDS 122 and POT; CNN:
CNN as post-processing.

can outperform it with the help of the onground CNN. We
also discovered that high-throughput coding mode provided
by CCSDS 123.0-B-2 is outperformed by the prequantization
method, even without the CNN.
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