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A recent approach to derive the Multinomial
Logit model for choice probability

Roberto Tadei, Guido Perboli, and Daniele Manerba

Abstract It is well known that the Multinomial Logit model for the choice probabil-
ity can be obtained by considering a random utility model where the choice variables
are independent and identically distributed with a Gumbel distribution. In this paper
we organize and summarize existing results of the literature which show that using
some results of the extreme values theory for i.i.d. random variables, the Gumbel
distribution for the choice variables is not necessary anymore and any distribution
which is asymptotically exponential in its tail is sufficient to obtain the Multinomial
Logit model for the choice probability.
Keywords: random utility, extreme values theory, asymptotic approximation, Multi-
nomial Logit model

1 Introduction

In this paper we consider a discrete choice model where a decision maker needs
to select an alternative among a finite set of mutually exclusive alternatives. Each
alternative is caracterized by a random utility. The decision maker will select the
alternative with the greatest utility. Discrete choice models of this kind are called
random utility models [13]. The aforementioned models are typical of several appli-
cations in operations management where decisions must be taken in advance with a
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limited knowledge of the alternatives, as in supply chain optimization, logistics, and
transportation (see, e.g., [3], [4], [12], [15], [16], [17], [19], [22]).

It is well known that the Multinomial Logit model (MNL) for the choice proba-
bility can be derived assuming that the random utilities are independent and identical
distributed (i.i.d.) across alternatives and that their common distribution is a Gumbel
function ([11], [1], [2], [6]).

In ([9], [10]) an asymptotic derivation of the MNL is given. Using some results of
the extreme values theory for i.i.d. random variables [7], it is shown that the Gumbel
distribution for the random variables is not necessary anymore. A distribution that
is asymptotically exponential in its tail is just required to obtain the MNL model
for the choice probability. Similar derivations are obtained in many applications of
location, routing, loading, and packing ([22], [18], [20], [21], [19]).

In this paper we want to organize and summarize all the above existing results by
presenting a very simple and intuitive random utility model.

The remainder of the paper is organized as follows. In Section 2, we recall the
well-known derivation of the MNL model for the choice probability when the ran-
dom variable distribution is a Gumbel function. In Section 3, we show that we can
relax the Gumbel distribution assumption and still derive the MNL model for the
choice probability. Finally, the conclusions of our work are reported in Section 4.

2 Derivation of the MNL model when the random variable
distribution is a Gumbel function

Let us consider

• j = 1, . . . ,n: mutually exclusive choice alternatives
• vi j: deterministic utility of alternative j for decision maker i
• x̃i j: random utility of alternative j for decision maker i.

The decision maker i assigns a total utility to each alternative as follows

ũi j = vi j + x̃i j (1)

In the following, we recall the main results from the literature, where the MNL
model is derived under the assumption that the random variables x̃i j are i.i.d. over
alternatives and their common distribution is a Gumbel function.

Following [23], to derive the MNL model we first consider the density for each
random component of utility x̃i j

f (x̃i j) = e−x̃i j e−e−x̃i j
. (2)

Its cumulative distribution is
F(x̃i j) = e−e−x̃i j

(3)

which is a Gumbel function.
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Following [14], the probability that decision maker i chooses alternative j is

pi j = Pr{vi j + x̃i j > vik + x̃ik ∀k 6= j}=
= Pr{x̃ik < vi j− vik + x̃i j ∀k 6= j}. (4)

If x̃i j is given, this expression is the cumulative distribution for each x̃ik evaluated at
vi j− vik + x̃i j, which, according to (3), is exp(−exp(−(vi j− vik + x̃i j))). Since the
x̃′s are independent, this cumulative distribution over all k 6= j is the product of the
individual cumulative distributions

pi j|x̃i j = ∏
k 6= j

e−e−(vi j−vik+x̃i j)
. (5)

Of course, x̃i j is not actually given, then the choice probability is the integral of
pi j|x̃i j over all values of x̃i j weighted by its density (2), i.e.

pi j =
∫ +∞

−∞

[
∏
k 6= j

e−e−(vi j−vik+x̃i j)

]
e−x̃i j e−e−x̃i j

dx̃i j. (6)

After some manipulation of this integral one gets the following expression for the
choice probability

pi j =
evi j

∑
n
k=1 evik

(7)

where n is the total number of alternatives. Equation (7) is a MNL model.

3 Derivation of the MNL model when the random variable
distribution is not a Gumbel function

We want to show that, under some mild conditions, the Gumbel distribution assump-
tion for the i.i.d. random variables is unjustified to derive the MNL model for choice
probability. Thus, we reformulate the random utility choice theory in terms of the
asymptotic extreme values theory [7]. This theory deals with the properties of max-
ima (or minima) of sequences of random variables with a large number of terms.
In particular, we will show that when the number of alternatives becomes large the
Gumbel distribution assumption is not necessary anymore. In the following, we de-
rive all the results for the maximization case, but the same results can be adapted to
the minimization case.

We assume that F(x) is asymptotically exponential in its right tail, i.e. there is a
constant β > 0 such that

lim
y→+∞

1−F(x+ y)
1−F(y)

= e−βx. (8)
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Our research question then becomes: Under condition (8) and the assumption that
the number of alternatives is large, can we still asymptotically get the MNL model
for the choice probability?

Let us consider a set J of N = |J| alternatives. We assume that J is partitioned into
n nonempty disjoint subsets J j, j = 1, . . . ,n, called clusters, of N j = |J j| alternatives.
The partition into clusters of the alternatives is faced by many choice processes. For
instance, when a household is looking for a dwelling, first of all it will select the
district where to live (this is the cluster) and, then, inside that district, it will choose
the actual dwelling among all the alternatives.

Let ũz
i j be the utility for decision maker i for choosing alternative z ∈ J j.

As already stated, in a random utility model we assume that ũz
i j is the sum of a

deterministic variable vi j and a random variable x̃iz, i.e.

ũz
i j = vi j + x̃iz. (9)

The deterministic variable vi j of the utility includes variables which represent at-
tributes of the cluster and the decision context. The random variable x̃iz represents
aspects of utility that the researcher does not observe, e.g., idiosyncrasies of decision
maker i.

The decision maker i will choose among all alternatives the one with the maxi-
mum utility.

Let us define the distribution of the maximum utility for decision maker i among
all alternatives z in all clusters j as

ũi = max
j=1,...,n; z∈J j

ũz
i j = max

j=1,...,n
(vi j +max

z∈J j
x̃iz) = max

j=1,...,n
(vi j + x̃ j

i ), (10)

where
x̃ j

i = max
z∈J j

x̃iz. (11)

Let
Gi(x) = Pr{ũi < x} (12)

be the distribution of ũi and

Pi j(x) = Pr{x̃ j
i < x} (13)

be the distribution of x̃ j
i .

By the i.i.d. assumption of the random variables, the distribution Pi j(x) becomes

Pi j(x) = ∏
z∈J j

Pr{x̃iz < x}= [F(x)]N j . (14)

Now, because of (10), (11), and (14), equation (12) becomes

Gi(x) = Pr{ũi < x}= Pr{ max
j=1,...,n

(vi j + x̃ j
i < x}= ∏

j=1,...,n
Pr{vi j + x̃ j

i < x}=



A recent approach to derive the Multinomial Logit model for choice probability 5

= ∏
j=1,...,n

Pr{x̃ j
i < x− vi j}= ∏

j=1,...,n
Pi j(x− vi j) =

= ∏
j=1,...,n

[F(x− vi j)]
N j . (15)

Following [18] and [20], we will show that under assumption (8) the distribu-
tion Gi(x) tends towards a Gumbel function as the total number of alternatives N
becomes large. Then we will check if under these results the MNL model for the
choice probability can be still derived.

First, let us consider that we can fix the origin for the utility scale arbitrarily, i.e.,
the choice probabilities are unaffected by a shift in the utility scale and any additive
constant to the utilities can be ignored. Let us choose this constant as the root aN of
the equation

1−F(aN |N) = 1/N, (16)

where we remind N is the total number of alternatives.
By replacing ũi with ũi−aN in (15) one has

Gi(x|N) = ∏
j=1,...,n

[F(x− vi j +aN |N)]N j . (17)

Let us consider the ratio
α j = N j/N (18)

and assume that this ratio remains constant for each j while the values of N = 1,2, ...
vary, as needed later to compute the asymptotic behavior while N increases.

Because of (18), equation (17) can be written as

Gi(x|N) = ∏
j=1,...,n

[F(x− vi j +aN |N)]α jN . (19)

Let us assume that N is large enough to use limN→+∞ Gi(x|N) as an approxima-
tion of Gi(x). Then, the following theorem holds.

Theorem 1. Under condition (8), the probability distribution Gi(x) becomes the fol-
lowing Gumbel distribution

Gi(x) = lim
N→+∞

Gi(x|N) = exp
(
−Aie−βx

)
(20)

where
Ai = ∑

j=1,...,n
α jeβvi j (21)

is the accessibility in the sense of Hansen [8] to the overall set of alternatives.

Proof. By (17) and (18) one has

Gi(x) = lim
N→+∞

Gi(x|N) = lim
N→+∞

∏
j=1,...,n

[F(x− vi j +aN |N)]α jN =
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= ∏
j=1,...,n

lim
N→+∞

[F(x− vi j +aN |N)]α jN . (22)

From (16), limN→+∞ aN = +∞ only if x→ +∞, since limN→+∞ 1/N = 0 and 1−
F(x) = 0, or F(x) = 1.

From (8) one obtains

lim
N→+∞

1−F(x− vi j +aN |N)

1−F(aN |N)
= e−β (x−vi j). (23)

By (23) and (16), it holds that

lim
N→+∞

F(x− vi j +aN |N) = lim
N→+∞

(
1− [1−F(aN |N)]e−β (x−vi j)

)
=

= lim
N→+∞

(
1− e−β (x−vi j)

N

)
(24)

and, by reminding that limn→+∞(1+ x
n )

n = ex

lim
N→+∞

[F(x− vi j +aN |N)]N = lim
N→+∞

(
1− e−β (x−vi j)

N

)N

=

= exp
(
−e−β (x−vi j)

)
. (25)

Substituting (25) into (22) and using (21), one finally has

Gi(x) = ∏
j=1,...,n

exp
(
−α je−β (x−vi j)

)
= exp

(
−Aie−βx

)
, (26)

which is a Gumbel distribution. ut

By (25), the following approximation holds for large values of N

F(x− vi j)
N = exp

(
−e−β (x−vi j−aN)

)
, (27)

where aN is a constant. We want to prove that under Theorem 1 the MNL model for
the choice probability still holds.

The choice probability pi j for decision maker i to choose cluster j can be deter-
mined as follows. Decision maker i chooses cluster j if and only if

vi j + x̃ j
i ≥ vik + x̃k

i , ∀k 6= j (28)

then

pi j = Pr{vi j + x̃ j
i ≥ vik + x̃k

i , ∀k 6= j}= Pr{vi j + x̃ j
i ≥ max

k=1,...n; k 6= j
(vik + x̃k

i )}. (29)

Because {x̃k
i } are independent
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Pr{ max
k=1,...n; k 6= j

(vik + x̃k
i )< x}= Pr{ max

k=1,...n; k 6= j
x̃k

i < x− vik}=

= ∏
k=1,...,n; k 6= j

Pik(x− vik) (30)

and
Pr{vi j + x̃ j

i < x}= Pr{x̃ j
i < x− vi j}= Pi j(x− vi j). (31)

From the Total Probability Theorem [5], and the results in (30) and (31), equation
(29) becomes

pi j =
∫ +∞

−∞

[
∏

k=1,...n; k 6= j
Pik(x− vik)

]
dPi j(x− vi j). (32)

The following theorem holds.

Theorem 2. The choice probability pi j for decision maker i to choose cluster j is
given by

pi j =
N jeβvi j

∑
n
k=1 Nkeβvik

. (33)

Proof. From (32), by using (14) and (27), and setting γ = eβaN , one obtains

pi j =
∫ +∞

−∞
∏

k=1,...,n; k 6= j
[F(x− vik)]

αkN d [F(x− vi j)]
α jN =

=
∫ +∞

−∞
∏

k=1,...,n; k 6= j
exp
[
−αke−β (x−vik−aN)

]
d exp

[
−α je−β (x−vi j−aN)

]
=

=
∫ +∞

−∞
∏

k=1,...,n; k 6= j
exp
[
−γαke−β (x−vik)

]
d exp

[
−γα je−β (x−vi j)

]
=

= γα jeβvi j

∫ +∞

−∞

βe−βxexp(−γAie−βx)dx =

= γα jeβvi j

∫ +∞

0
e−γAitdt =

α jeβvi j

Ai
=

N jeβvi j

∑
n
k=1 Nkeβvik

,

where t = e−βx. ut

Note that the choice probability in (33) still represents a MNL model.

4 Conclusions

This paper has summarized the usefulness of reinterpreting random utility models
by means of the asymptotic theory of extremes, which allows to derive the Multino-
mial Logit model for the choice probability.
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Most well-known results on extreme values statistics concern sequences of i.i.d.
random variables. This independency assumption, even if it provides a very conve-
nient form for the choice probability, could be considered too restrictive. In order
to relax this assumption, the independency assumption could be replaced by the
asymptotic independency for many results.
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