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Abstract 

The present thesis covers the utilization of alternative fuels and combustion 

modes in production internal combustion engines to face the problem of pollution 

and energy diversification in the automotive sector. In particular, the first part deals 

with alternative fuels in conventional combustion mode in spark-ignition engines, 

whereas the second part concerns conventional diesel fuel with non-conventional 

PCCI combustion mode in compression-ignition engines. 

More into details, the first part pertains to the usage of alternative fuels with 

conventional combustion in spark-ignition internal combustion engines, such as 

bio-gas and hydrogen-enriched compressed natural gas and, in particular, with the 

need to identify which kind of fuel blend is present in the vehicle tank, since engine 

performance and emission strongly depends on the fuel mixture composition being 

fed to the engine. 

The production of hydrogen enriched compressed natural gas from biomass 

results in a wide range of possible gas mixtures, having a strong impact on engine 

performance and emissions. The research work conducted in the first part of this 

thesis focused on finding an algorithm capable of identifying which mixture is 

actually injected into the engine starting from data readily available from the engine 

control unit. The scenario in which the vehicle is fueled at the gas station with an 

unknown mixture composition has been replicated on test bench by using different 

fuels. Data acquired were used to build and validate the recognition method. Given 

a possible set of mixtures, the algorithm computes the relevant thermo-physical 

properties and using data from the engine control unit, like air-mass flow at the 

intake, estimates an injection duration. A subset of the sample blends that represents 

the possible variety of mixtures that could be present in the vehicle tank has been 

chosen. The mixture that shows the minimum error in terms of injection duration, 

from a comparison of the estimated injection duration with the one actuated by the 

engine control unit, is then identified as the actual one. The algorithm showed a 

very good prediction capability with the test fuel blends, with a maximum 



uncertainty of 5% on hydrogen content on HCNG blends. The recognition 

algorithm converges after less than 10 different engine working conditions, 

expressed in terms of speed and load. The candidate set has been extended to a full 

factorial set of 2 million blends, to validate the ability of the recognition method to 

correctly match the real fuel. 

The second part is devoted to the study of a premixed-charge compression 

ignition (PCCI) combustion mode in a 3.0L Euro VI heavy-duty diesel production 

engine, focusing on statistical techniques exploited to optimize pollutant emissions 

and performance. Furthermore, a preliminary study of pressure-based combustion 

control technique has been conducted to evaluate if it has all the necessary features 

to be implemented during PCCI operations. 

This kind of non-conventional combustion has been achieved by anticipating 

the start of injection and recirculating high amounts of exhaust gas in the intake 

manifold. The result is a highly premixed and diluted charge, which lowers 

significantly the in-cylinder temperature during the combustion, thus avoiding the 

formation of soot and of nitrogen oxides in the charge. As a first step, preliminary 

tests have been run on different engine working points, in order to identify which 

control variables are the most influential and in which range they can be varied to 

achieve the PCCI conditions. As a second step, an experimental campaign has been 

conducted, following a Design of Experiment (DoE) approach. Based on these 

results, quadratic regression models have been fitted. The models have been then 

validated on experimental points, providing a good prediction capability. As a last 

step, single-objective and multi-objective optimizations have been performed, in 

order to find a proper combination of the input factors that satisfied the desired 

values for the outputs. Optimal points have been experimentally replicated and 

compared to the standard engine calibration. A strong reduction (up to 94%) of NOx 

and soot has been observed, while penalties in CO and HC (up to 10 times compared 

to the standard calibration), bsfc (up to 13%), and CN have been noticed. The 

increment in CO and HC can be addressed by using a proper after-treatment system, 

while bsfc and CN represent the major drawbacks of this kind of combustion. 

Aiming to further optimize and control the combustion process, preliminary tests 

implementing a pressure-based approach to control the phasing of the combustion 

have been run in PCCI mode, showing good potentialities, especially as far as cyclic 

and cylinder-to-cylinder variation are concerned.  
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Chapter 1 

Introduction 

The Paris agreement entered into force in November 2016 and has been signed by 
the representatives of 195 countries; it represents a milestone in the history of 
greenhouse gas emissions mitigation, adaption and finance, being the world’s first 
comprehensive climate agreement. 

Each individual country has to give a so called “national determined 
contribution” to achieve the global goal of reducing greenhouse emission and to 
drive the fossil fuel divestment. The contributions should be reported every 5 years, 
and each further contributions should be more “ambitious” than the previous one. 

In this framework, more and more stringent requirements in terms of 
greenhouse and pollutants emission have to be expected, so that the research 
community has been focusing on new kind of solutions to fulfill these goals.  

In addition, according to the World Energy Outlook 2016 (WEA 2016) 
proposed by the International Energy Agency (IEA) [1], the global energy demand 
will increase sharply in the next years, with Asiatic countries giving a major 
contribution to this shift (Fig. 1.1). In particular the forecast sees China roughly 
consuming as much energy as European Union and North America together, with 
the transportation sector playing the major role on Chinese energy demand in 2040 
(Fig. 1.2). 



 

 

 

 

According to the forecasts, renewables and natural gas will experience the most 
important relative increase in 2040 compared to 2014, but still oil will play the 
major role (Fig. 1.3).  

 

Figure 1.1 - Energy demand by region in the New Policies Scenario according to 
World Energy Outlook 2016 (WEA 2016) proposed by the International Energy 
Agency (IEA). 

 

Figure 1.2 - Change in total final consumption in China in the New Policies Scenario 
according to World Energy Outlook 2016 (WEA 2016) proposed by the International 
Energy Agency (IEA). 



 

 

 

Figure 1.3 – Global primary energy mix in the New Policies Scenario according to 
World Energy Outlook 2016 (WEA 2016) proposed by the International Energy 
Agency (IEA). 



 

 

 

It is important to stress that even if the energy mix shift moves the attention on 
the replacement of carbon sources, since the combustion of oil still represents the 
main source of pollutants emission in 2015 (Fig. 1.4), strong and innovative 
solutions on the combustion of oil products still remain an important goal to be 
achieved. 

Among the possible solutions that can be employed in order to fulfill the more 
stringent demand in terms of pollutant emissions and energy diversification in the 
transportation sector, the usage of alternative fuels and the application of innovative 
combustion modes have been extensively investigated and still are under current 
research. 

For the reasons above mentioned, the thesis hereby presented is made up of two 
main parts that cover issues related to energy diversification in the field of internal 
combustion engines, with the aim of analyzing and stress some aspects that have 
been considered really important and worth to be studied in details. 

Among the wide range of possible alternatives to petroleum products, hydrogen 
enriched compressed natural gas (HCNG) and bio-methane are now widely 
considered as promising fuels, in terms of availability, cost and benefits, when 
employed in internal combustion engines (ICEs) [2-7]. It is worth to further 
highlight that the future development of alternative technologies strongly depends 
on the targets set by the governments in terms of energy saving and environment 
protection, both on international and local scale [8-10]. 

 

Figure 1.4 – Estimated anthropogenic emissions of the main air pollutants by source 
in 2015 according to World Energy Outlook 2016 (WEA 2016) proposed by the 
International Energy Agency (IEA). 



The possibility of extracting natural gas from biomass lowers the carbon 
footprint and prepares the ground for the establishment of a virtuous circle, based 
on renewable sources. Hydrogen can be derived as a by-product from biomass 
gasification [11] and it can be added to compressed natural gas (CNG) as an 
additive. The resulting fuel, referred to as HCNG, has proved to enhance 
performance and to reduce the overall pollutant and CO2 exhaust emissions. The 
high hydrogen speed of flame improves the stability of the combustion process of 
the enriched blends [12, 13] and allows the lean operation limit to be extended, thus 
reducing the total exhaust unburned hydrocarbons (THC) and CO [14-16]. Working 
at leaner air/fuel (A/F) ratios leads to an overall reduction in the CO2 exhaust 
emissions and counterbalances the higher NOx production, which is caused by the 
augmented combustion temperature induced by the hydrogen addition [17,18]. 
Moreover, the addition of hydrogen, up to a certain level, increases the brake 
thermal efficiency, especially when working at lean A/F ratios [19-21]. However, 
when the H2 volume fraction in the mixture is considerably increased, knock and 
backfire can occur, eventually resulting in a degradation of the engine performance 
[22]. It is worth mentioning that the main drawback of hydrogen as a fuel for ICEs 
is its low density, which results into a lower volumetric energy content than that of 
gasoline or methane. Thus, hydrogen enriched blends feature a significantly lower 
energy content at stoichiometric working conditions [23]. In addition, the iron 
deposits on the spark plug and cylinder liner are higher for HCNG than for CNG 
and so is the concentration of wear metals in the lubricating oil [24]. 

The effect of biogas composition on engine performance has been extensively 
investigated [25-27]. Along with methane, other inert species, such as carbon 
dioxide and nitrogen, can be present in a biogas. These species have a significant 
effect on the engine performance. They affect the engine behavior by reducing the 
power output as well as the combustion rate and stability [28]. Still, the inert species 
in natural gas-hydrogen mixtures can decrease the NOx production and the knock 
tendency thanks to their dilution effect [29-31]. 

As mentioned above, one of the main concerns related to the production of 
biogas is the final composition of the mixture, which largely depends on the 
production process and on the nature of the biomass: unfortunately, it cannot be 
generally estimated a priori. Biogas can be produced with different methods and 
from a wide variety of natural sources [32-34]. In [32,33] a thorough review on 
biogas production from anaerobic membrane bioreactors is performed, addressing 
the issues related to the different achieved compositions. Similarly, [34,35] present 
the research outcomes for biogas production from seagrass and from the 
petrochemical industry wastewater, respectively. Once more, attention is paid to the 
varying compositions of the considered blends, which lead to different properties 
and characteristic. More specifically, different blends will produce different laminar 
speeds and different knock resistance, hence requiring or at least assessing for 
different engine control strategies. Considering the potential changes in the methane 



 

 
number deriving from different compositions, the engine could be possibly 
downsized and modified to comply with a higher knock resistance. Such 
modification would require a reinforcement of some of the engine parts and could 
only be actuated provided that a reliable estimation of the efficiency increase was 
made. Despite the optimal engine design, researches should address the different 
strategies to be implemented in the engine control unit (ECU) to comply with the 
different compositions for a given engine. In fact, this is mostly likely to be the case 
throughout a national and international gas distribution network. 

Therefore, in a foreseen scenario involving different blends of biogas, the 
recognition of the tank mixture composition after refueling becomes of paramount 
importance. Thus, the relevant ECU parameters, such as spark advance (SA) and 
boost pressure, will be properly adjusted. Results of the investigation reported in 
[36] highlighted the need for a fuel composition recognition methodology: it has 
been shown that feeding the engine with different gaseous blends, while 
maintaining the calibration set for CNG, can have an important impact on engine 
performance. Ideally, after the refueling of a vehicle, the recognition of the fuel 
mixture should be automatic, fast and readily available. It should rely on parameters 
available from the ECU, because in order to be cost effective, it should avoid the 
introduction of additional sensors. Moreover, it should be easy to implement, for 
any kind of spark-ignition (SI) engine that can be fed with different gaseous fuel 
blends, from pure methane to mixtures with hydrogen and/or inert species. 

The identification of the fuel composition of biodiesel blends has already been 
addressed in previous works by other authors. In [37], three different methods were 
compared, using a numerical model of the engine: the first one was based on the 
estimation of the crankshaft torque, the second one on an exhaust NOx sensor 
whereas the third one on a wide band exhaust oxygen sensor (UEGO). Errors of the 
bio-diesel fraction of 3.1%, 5.9% and 8%, respectively, arouse. A fuel recognition 
method was presented in [38]. This method was based on the estimation of the 
mixture fraction, defined as the mass of fuel per total mass of the A/F mixture, and 
on the exhaust oxygen concentration, as obtained from a UEGO sensor. The results 
highlighted a poor prediction capability, when the method was applied to evaluate 
the composition of biodiesel-diesel blends, while better results were achieved using 
ethanol-gasoline mixtures.  

Focusing on gaseous mixtures, a method for the real time estimation of the 
hydrogen volume content in an SI engine, fueled with HCNG, is reported in [39]. 
This method is able to discern between three different kinds of mixtures (namely 
CNG, HCNG with a 30% concentration of H2 in volume and HCNG with a 40% 
concentration of H2 in volume), using the engine speed, and a parameter that 
represents the command contribution of the A/F ratio control system, as inputs. 
However, in order to have an acceptable result, the engine should run for at least 10 
seconds, with a nearly constant rotational speed above 1200 rpm. Such an operating 



mode could be set by the ECU, right after the refueling and the engine crank, by 
introducing a proper ‘recognition phase’ so as to force the engine to operate within 
some given constraints. Elsewise, such mode could be met when all the conditions 
for a correct mixture recognition by the algorithm are satisfied within a proper time 
window. The former mode sets important issues about the user experience, the latter 
makes it difficult to fulfill the fuel recognition conditions, especially when a real 
urban driving cycle is considered. 

It is important to highlight that algorithms to identify the composition of the 
mixture stored in the vehicle tank are not implemented in standard ECU hardware. 
Hence, even if the engine can run on different fuels, the ECU is not able to adjust 
relevant parameters to optimize the combustion process. The lack of an automatic 
recognition of the fuel blend fed to the engine can pose a serious problem in the 
development of flexible fuel vehicles, which, according to author knowledge, has 
not been adequately addressed in previous works. 

In the second chapter of the thesis, firstly the influence of difference gaseous 
blend on engine performance and combustion has been analyzed showing that the 
same engine calibration, namely a calibration optimized for CNG usage, is not 
suitable when different fuel blends of hydrogen, methane and inert gases are 
employed. As a second step an automatic method is proposed for the estimation of 
the fuel mixture composition before combustion, for test cells and especially for 
on-board applications. The purpose of this research is to provide a simple and fast 
method to identify which fuel blend is injected in the engine, relying on readily 
available ECU parameters. An SI combustion engine has been tested with several 
gaseous reference fuel blends, under CNG calibration, thus replicating a scenario 
in which the engine has just been refueled with a mixture of unknown composition. 
A set of sample gaseous blends has been considered and used as input in a 
regression model, which estimates the injection duration. Comparing this estimated 
value with the value set by the ECU under closed-loop lambda control (in order to 
have a stoichiometric A/F ratio in the engine), an error is calculated, and the mixture 
that minimizes this quantity can be identified as the one that is being injected. 

In the third chapter of the thesis, the implementation of advanced combustion 
strategies is address. Increasingly stringent regulations concerning pollutant 
emissions and fuel consumption have stimulated in recent years the exploration of 
new strategies in internal combustion engine development. Particularly, as diesel 
engines are concerned, lowering particulate matter (PM) and nitrogen oxides (NOx) 
exhaust emissions has been a long-standing challenge and still remains a major 
issue [51]. 

After-treatment technologies such as selective catalytic reduction (SCR) 

devices, lean NOx traps (LNTs) and diesel particulate filters (DPFs) have been 

greatly developed and have proven effective in controlling NOx and soot emissions, 



 

 
but durability issues, high economic costs and fuel consumption penalties are some 

of the problems which continue to weaken their widespread adoption.  

Therefore, in-cylinder advanced combustion strategies such as Homogeneous 

Charge Compression Ignition (HCCI) and Premixed Charge Compression Ignition 

(PCCI) have been widely investigated, in order to simultaneously reduce engine-

out NOx and soot emissions and, at the same time, minimize the utilization and the 

cost of the above-mentioned expensive additional equipment for gas after-treatment 

[52]. 

HCCI was one of the first advanced combustion concept to gain the attention 

of the researcher as an alternative to the conventional diesel process (see Table 3.1). 

It is based on achieving a homogeneous charge before the auto-ignition, whether 

injecting the fuel in the intake port or directly in the cylinder, and allowing 

sufficient time for the air and fuel to mix. Results of early works on this topic 

highlighted the potentiality to reduce both NOx and PM emission, raising the 

possibility of reducing or eliminating after- treatment devices. 

The most homogeneous mixture can be achieved when the interval between 

fuel injection and auto-ignition is as long as possible, i.e. injecting the fuel in the 

intake port. Even if this approach demonstrated to achieve very low values of NOx 

and PM, it does not represent a practical solution in modern diesel engines, due to 

the limited load range achievable, high unburned hydrocarbons emissions as well 

as high noise. In addition this technology offers a scarce flexibility since the start 

of combustion is very difficult to control and leads to a trade-off with fuel 



efficiency.

 

Another approach is to inject the fuel directly in the cylinder, thus allowing 

more flexibility and opening the possibility to switch to conventional diesel process 

when the load becomes too high to be sustained. In this case some heterogeneity is 

introduced in the mixture resulting in a premixed charge, so that this kind of 

advanced combustion is known as premixed charge compression ignition (PCCI). 

PCCI combustion can be achieved by using heavy amount of exhaust gas 

recirculation (EGR) and advancing or retarding fuel injection timing [52, 54-59]. 

Under these conditions, the combustion process and, as a consequence, the 

mechanism of pollutant formation are significantly different compared to 

conventional diesel combustion mode.  

Table 3.1 – Overview of some advanced diesel combustion technologies from early 

HCCI experiments [56]. 

Acronym Meaning Location 

ATAC Active thermo-atmosphere combustion Nippon Clean Engine 
Research Institute 

TS Toyota-Soken combustion Toyota/Soken 

CIHC Compression-ignited homogeneous charge University of 
Wisconsin-Madison 

HCCI Homogeneous charge compression ignition SwRI 

AR, ARC Active radical combustion Honda 

NADI Narrow Angle Direct Injection Institut Français Du 
Pétrole (IFP) 

MK, M-fire Modulated kinetics Nissan 

PREDIC Premixed diesel combustion New ACE 

MULDIC Multiple stage diesel combustion New ACE 

HiMICS Homogeneous charge intelligent multiple 
injection combustion system 

Hino 

UNIBUS Uniform bulky combustion system Toyota 

PCI Premixed compression ignited combustion Mitsubishi 



 

 
Fig. 3.1 [60] shows the so called Kamimoto-Bae diagram, in which the 

combustion process pathway is described in terms of local equivalence ratio Φ and 

local flame temperature. Three different kinds of combustion are highlighted: 

conventional diesel combustion, an ideal HCCI combustion, and PCCI combustion 

with direct injection and high EGR rates (often referred to as low-temperature 

combustion LTC). In conventional combustion the path of a fuel elements 

encounters the soot formation, the NOx formation and the soot oxidation area. The 

formation of soot and its oxidation are visible in the flame luminosity image as 

orange flames. Ideal HCCI combustion is characterized by a lean and perfectly 

homogeneous charge, where the local equivalence ratio is the same as the average 

one. No soot is formed because of the lean mixtures, and the NOx formation is 

largely inhibited since the combustion temperature remains low. However this kind 

of approach has severe consequences in terms of carbon monoxide (CO) and 

unburned hydrocarbons (HC) exhaust emissions as well as a limited load range. No 

soot luminosity is observed in this conditions. When PCCI conditions are achieved 

with high EGR rates, high flame temperatures are avoided so that the combustion 

process does not pass through soot and NOx formation zones: no soot luminosity is 

shows even in this case but just cold ‘blue’ flames due to low temperature pre-

reactions. 

 

The research work of this thesis focused on “early injection” PCCI mode: the 

combined effect of shifting the injections to earlier times (the fuel is injected into 

 

Figure 3.1 – Comparison of diesel combustion modes in local equivalence ration Φ and 

local flame temperature coordinates. 



initially cooler and less dense gases, because injection occurs earlier in the 

compression stroke) and using heavy EGR rates (which reduces the oxygen 

concentration of the intake charge adding inert gases) lead to a slowed pre-ignition 

chemistry and higher ignition delay. This allows better pre-combustion mixing than 

conventional diesel combustion [54] avoiding the formation of rich mixture pockets 

within the cylinder, which is the main cause of soot generation [52]. Moreover, 

using heavy EGR rates leads to lower flame combustion temperatures and thus to 

lower NOx emissions [52, 61].  

On the other hand, such a type of in-cylinder combustion process has to face 

different problems before being effective over the whole engine map of production 

applications. Due to heavily reduced oxygen content, low combustion temperatures 

and early injections, the formation of incomplete combustion products, such as CO 

and HC, can be significant, requiring higher conversion efficiency of the diesel 

oxidation catalyst [62]. In addition to this, due to sharp in-cylinder pressure rise, 

high noise level are generally related to the use of PCCI combustion [63], as well 

as penalties in fuel consumption [61].  

In addition PCCI-like combustion modes are characterized by the fact that a 

significant amount of fuel is burned under premixed conditions. Hence the 

combustion rate and the ignition delay are governed by chemical kinetics of the 

mixture, so that controlling the combustion results quite complex, since fuel 

properties and in-cylinder conditions can strongly affect the process. In 

conventional diesel operations, even if the initial stage of the combustion is 

generally premixed, the majority of fuel burns under mixing-control conditions, in 

which the rate of mixing air and fuel governs the phenomenon, thus greatly 

simplifying the control of the heat release. 

Many engine subsystems and control techniques have been studied in recent 

years to meet the requirements of emissions regulations. As far as diesel engines 

are concerned, real-time combustion control is one of the most widely researched 

application [64-72]. 

This technology can improve PCCI combustion performance, which is 

commonly affected by cycle-by-cycle and cylinder-by-cylinder variations, due to 

its pronounced sensitivity to changes in internal and external factors (ambient 

conditions, coolant temperature, EGR unbalance, engine component aging etc.). 

Besides, these combustion control techniques are of interest as they can 

dramatically reduce the time-consuming calibration of today's engine control 



 

 
systems [66]. The conventional control architecture for modern ECU is map-based, 

requiring great experimental activity to be carried out in order to consider all 

possible engine operating conditions (e.g. taking into account transient corrections, 

multiple maps in function of the number of injections, etc.). With the adoption of 

innovative combustion control methods, exploiting the computational capabilities 

of modern ECUs, the main parameters related to engine performances could be 

determined in real-time on the basis of inputs directly measured on the engine itself 

[65-67]. 

In this context, being combustion phasing recognized to be one of the most 

important features affecting diesel combustion, MFB50 (i.e. crank angle at which 

50% of the fuel mass fraction has burned) [64,65] and SOC (i.e., start of 

combustion) [69,70] represent the most frequently used parameters for such types 

of real-time controls. In some applications, other quantities, such as imep (indicated 

mean effective pressure) and maximum of HRR (heat release rate) [64] are 

considered, possibly in addition to abovementioned quantities.  

Two different ways of controlling the MFB50 and the SOC in real-time are 

possible: pressure-based and model-based approaches. The former [64,65,67,69] 

needs a pressure transducer for the instantaneous measurement of in-cylinder 

pressure, from which the corresponding mass fraction burned Xb and the actual 

value of MFB50 are calculated. The latter is generally based on semi-empirical 

modeling of in-cylinder phenomena: one possibility is proposed in [70] based on 

the identification of the SOC by modeling and estimating the ignition delay, i.e. the 

length of the time interval between the SOI and the SOC in premixed diesel 

combustion. Another possible methodology is based on an improved accumulated 

fuel mass approach to estimate the heat release rate and the MFB50 by a low-

throughput model which requires as inputs a set of engine quantities already 

measured or estimated by the standard ECU (such as engine speed, rail pressure, air 

mass, pressure and temperature in the intake manifold, fuel injected quantities and 

related injection timings) [71-73].  

Another important benefit of combustion phasing control is related to the 

increased engine stability when new combustion concept such as Low Temperature 

Combustion (LTC) and Premixed Charge Compression Ignition (PCCI) are 

employed [65,68-70]. As already anticipated, within these operating conditions, in-

cylinder processes become significantly different with respect to conventional 

diesel combustion mode. In particular, in case of operation with an engine designed 

for standard combustion and where the injection system is not specifically designed 



for PCCI operation, it has been demonstrated that a huge variation may be obtained 

in terms of smoke and NOx emissions thanks to the combustion temperature 

reduction. 

In addition to the possible drawbacks for such a type of combustion mode above 

mentioned, high combustion instability can occur (especially related to the very 

high EGR rate used and uneven distribution among cylinders), thus making almost 

mandatory the use of combustion control to implement PCCI concept in real 

vehicles [65,70]. As a matter of fact, in these conditions the combustion is highly 

sensitive to variations of the intake conditions [68,70] and this may easily cause 

instability, i.e. wide cylinder-by-cylinder variations in terms of imep and MFB50 

up to the occurrence of misfiring events. For speed and load transient operations, 

the different delay of the air path with respect to the fuel path determines that actual 

intake conditions may substantially deviate from steady-state calibrated values. 

This becomes especially critical for PCCI/HCCI combustion bringing to high 

pressure and imep fluctuations. Due to the slow dynamic behavior of the air path, 

closed-loop control on air path controllers/actuators cannot provide fast enough 

adaptation to the transient conditions. Therefore, combustion control may be 

effectively provided only through an accurate control of injection parameters in 

order to cope with requirements in terms of combustion and torque distribution 

stability, acoustic comfort and pollutant emissions. 

In the third chapter of the thesis a preliminary study on the implementation of 
PCCI combustion on a traditional Diesel engine has been addressed, with particular 
attention on the statistical methodology exploited to efficiently plan experiments, 
build regression models and find optimal values of the control parameters to reach 
the best results.  

Furthermore, different kinds of combustion controls have been applied under 
PCCI combustion operations, since in this condition the control of the combustion 
phasing results quite difficult to be implemented successfully, due the fact that a 
straightforward link between the start of injection and the start of combustion is no 
longer present as in traditional Diesel combustion mode.  

 

 

  



 

 
 



Chapter 2 

Performance analysis and fuel 

composition estimation in CNG 

engines fed with natural 

gas/biofuel/hydrogen blends 

2.1 Preface  

The present section contains a work reported in [36, 40], from which the contents 
has been partially retrieved. As already stated in the introduction, this first part of 
the present thesis deals with the usage of alternative fuels as a mean to address 
pollution and global warming problems. It is well known that the production of 
gaseous fuels from biomass results in a wide range of possible blends, with different 
chemical composition that cannot be estimated a priori. In a future scenario where 
different kind of fuel blends will be distributed at the pump station, it becomes 
really important to assess their impact on the engine in terms of performance and 
combustion behavior and to identify the composition of the gaseous mixture that is 
actually present in the vehicle tank.  

Experimental tests on different working points, in terms of speed and load, were 

carried out on an internal combustion SI engine designed to run on CNG and fed 

with different gaseous mixtures. Firstly, an analysis of the engine performance was 

conducted in order to highlight that different mixtures fed to the engine strongly 

affect its combustion behavior, so that it becomes mandatory to recognize which 

kind of mixture is injected in the combustion chamber and consequently adjust the 

relevant ECU parameters. In fact, standard ECU hardware is not able to identify 

which fuel blend is present in the vehicle tank, it just relies on the lambda closed-

loop control to set an injection duration in order to maintain a stoichiometric air/fuel 

ratio at the exhaust. Hence, as a second step, an algorithm capable of automatically 

estimate the composition of the gaseous blend actually fed to the engine has been 

developed and assessed. The proposed method exploits commonly available ECU 



 

 
signals to identify, among a given set of mixtures, which blend, pertaining to a 

certain set, is the closest to the one actually fed to the engine in terms of chemical 

composition. The method has demonstrated to correctly estimate the real fuel 

mixture composition with a maximum error of 5% on the hydrogen volume content 

when HCNG mixtures are employed. The convergence is reached after less than 10 

different engine working conditions, in terms of speed and load. A candidate set of 

10 different sample blends has been initially considered and has been extended to a 

factorial set made up of more than 2 million blends, to further assess the capabilities 

of the proposed method. 

2.2 Experimental set-up and tested blends 

The engine that has been used for the present investigation is a turbocharged 1.4 
liter passenger car engine, originally designed to run on CNG. The main 
specifications of the engine are listed in Table 2.1. The engine, coupled to a 
Borghi&Saveri eddy-current brake dynamometer, has been run on a test bench that 
was previously installed and instrumented [45,46]. 

The test bench is endowed with: a Hartmann and Braun ‘Sensyflow P’ hot-film 

air-mass sensor to measure the air flow rate to the engine; a Micro Motion ‘Elite’ 

Coriolis mass sensor [47], which is used to obtain an accurate measurement of the 

gaseous fuel mass flow rate; several thermocouples and piezoresistive transducers 

to measure the temperatures and the pressures, respectively, of the intake flow and 

the exhaust gases. Four Kistler ‘6052C’ piezoelectric transducers were installed on 

the head of the engine cylinders to acquire the pressure time-histories in each of the 

combustion chambers, thus allowing a thorough investigation to be made of the 

cylinder-to-cylinder variations. two NGK UEGO sensors, which evaluate the A/F 

ratio of the mixture (one dedicated to the rich mixtures, and the other to the lean 

mixture fields) in the exhaust pipe. The two UEGO sensors are the same, but 

different controllers are used to optimize the output in rich or lean conditions, 

namely the NGK TC-6100D for the rich mixtures and the NGK TC-6100C for the 

lean ones. The test facility includes an AVL ‘AMAi60’ pollutant analyzer, which 

is used to measure the THC, MHC, NOx, CO, CO2 and O2 gaseous emission levels 

in the exhaust gases.  

The main engine operating quantities (such as brake torque, engine speed, air 

and fuel flow rates, exhaust emissions) were measured under thermal and 

mechanical steady-state working conditions. The pressure time-histories in the 

intake manifold (used for pegging in-cylinder pressures) and in the combustion 

chambers were acquired, on a crank basis, every 0.1 °CA, over the whole engine 



cycle, for 100 consecutive cycles. The steady-state variables (e.g., pressures and 

temperatures in the intake and exhaust line pipes) were measured at a sample rate 

of 10 Hz and were averaged over a duration time of 1 min. All the measuring 

instruments were connected to a PC-based data acquisition system. 

 

The engine was tested with reference blends of different composition, whose main 

average properties are reported in Table 2.2, in which st, LHV, R and  are the 

Table 2.1 – Tested engine characteristics 

Engine Type Fiat FIRE turbocharged T-Jet 1.4 

Bore 72.0 mm 

Stroke 84.0 mm 

Compression ratio 9.8 

Number of cylinders  4 

Total displacement 1368 cm3 

Valves per cylinder 4 

Combustion chamber Pent-roof 

Turbocharger 
Wastegate controlled with a fixed geometry 

turbine  

Injection Port fuel 

Fuel Natural gas injected at 9 bar (relative pressure) 

Injector type Solenoid Injector Metatron E4 C601 110 R00014 

Intake valve opening  377.7 °CA bTDC firing 

Intake valve closing 125.7 °CA bTDC firing 

Injection end 240-270 °CA bTDC firing 

 



 

 
stoichiometric A/F ratio, the lower heating value, the elastic coefficient and the 

isentropic index of the considered blend, respectively. These properties were 

calculated, for each blend of a given composition, considering the calculations 

reported in the Appendix of this section. The stoichiometric air/fuel ratio st 

depends on the stoichiometric combustion reaction. However, the combustion 

process is not directly involved in the recognition method, as highlighted in the 

following sections. 

 

Table 2.2 – Composition (in volume percentage) and average properties of the tested 

reference fuel blends. 

Species G20 HCNG15 HCNG25 HCNG30 G25 

Methane [vol. %] ≥ 97 ≥ 83 ≥ 72.5 ≥ 67.5 ≥ 82.5 

Ethane [vol. %] ≤ 2 ≤ 1.7 ≤ 1.5 ≤ 1.5 ≤ 1.7 

Propane [vol. %] ≤ 0.3 ≤ 0.3 ≤ 0.25 ≤ 0.2 ≤ 0.3 

Butane [vol. %] ≤ 0.1 ≤ 0.1 ≤ 0.1 ≤ 0.1 ≤ 0.1 

Carbon dioxide 
[vol. %] 

 0  0  0  0  0 

Nitrogen [vol. %] ≤ 0.5  0.4  0.4  0.4 14 ± 0.5 

Hydrogen [vol. %] ≤ 0.01 15 ± 0.5 25 ± 0.5 30 ± 0.5  0 

Average 
properties 

 

αst [–] 17.0 17.4 17.7 17.9 13.4 

LHV [MJ/kg] 49.6 51.1 52.3 53.1 38.9 

R [J/(kg·K)] 516 594 660 698 467 

 [–]  1.30 1.31 1.31 1.31 1.32 

Gas density [kg/m3]  
at 15 °C and 1 bar 

0.673 0.585 0.526 0.497 0.741 



According to the composition certificate of each tested blend, the volume 

content of each species is given as a maximum fraction when talking about 

impurities, such as ethane, propane and butane, while as a deviation from the 

nominal value when talking about main constituents, such as hydrogen in HCNG 

mixtures and nitrogen in G25. Hence, the actual fuel composition is known with an 

uncertainty. It is possible to verify how an increasing hydrogen content leads to 

higher values of st, R and LHV, while the presence of nitrogen in G25 strongly 

reduce their values. The gas composition has a minor effect on the isentropic index 

. In Table 2.2 the sulfur content is not reported, because according to the supplier’s 

certificate, the presence of sulfur in the tested blends was extremely low (< 10 

mg/m3), which corresponds to ultra-low sulfur fuel. A very low concentration of 

sulfides is needed to avoid the formation of SOx at the exhaust, which will lead to a 

poisoning of the after-treatment system. However, the presence of SOx at the 

exhaust was not measured since standard exhaust emission analyzers for 

automotive applications where employed. Traces of corrosion due to the reaction 

of CO2 and SOx at the exhaust with water vapor were not found in the tested engine.  

The experimental campaign was performed for the steady-state working points 

of the engine in the 1250  n  4600 rpm and 0.5  bmep  14 bar ranges. The test 

matrix was refined over a range of low engine speeds and loads (Table 2.3), which 

Table 2.3 – Experimental test points (blue cells) in terms of load and speed. 

Speed 
[rpm] 

1250 1500 1750 2000 2250 2500 2750 3000 
Load [bar] 

0.5         

1         

2         

3         

4         

5         

 



 

 
generally typifies the engine conditions right after vehicle refueling. In fact, 

whenever the vehicle is refuelled with biogas at a gas station, the fuel tank is refilled 

with a blend featuring an unknown composition. Once the engine is cranked, the 

ECU settings would anyhow be the ones corresponding to the original calibration, 

likely performed on CNG . Given that the control parameters should be promptly 

modified and that the engine is mostly likely to initially run at low loads and speeds, 

such conditions have been chosen as the main target for the investigation. 

The considered blends were tested by adopting the original CNG ECU 

calibration, i.e. no adjustments to the parameters (such as SA and boost pressure) 

were considered when switching from one gaseous fuel to another. Given that 

biogas may retain a variable composition to a major extent, the performed 

experimental tests can be used to replicate a future scenario in which the engine is 

refueled at the gas station with a gaseous mixture holding an unknown composition. 

The ECU would just rely on the closed-loop lambda control to adjust the fuel 

injected quantity to match the stoichiometric A/F ratio. 

2.3 Performance and combustion analysis 

2.3.1 Results and discussion 

The present section reports the results obtained for the engine running on the three 
among the fuel blends reported in Table 2.2, namely G20, G25 and HCNG30, at 
different loads and speeds for stoichiometric A/F ratios. The charts display the main 
performance- and combustion-related parameters. 

The values of the different parameters have been obtained by properly 

averaging the data acquired within each cylinder over the test duration 

(Figs.2.1,2.2) as well as over the four cylinders throughout the experiment 

(“ensemble averaged-approach”) (Figs 2.3,2.4). As far as the combustion related 

parameters are concerned, the in-cylinder pressure has been analysed by means of 

a single-zone heat release model. 

For each of the considered working points and for the engine running on G25 

and HCNG30, the ECU parameters were kept to those pertaining to G20. Such a 

choice was meant to reproduce the actual ECU functioning after the vehicle 

refuelling: the ECU would not recognize the mixture composition and would hence 

stick to the previously implemented parameters. More specifically, the SA was set 

to the maximum brake torque (MBT) timing occurring for G20 operations. The tests 

were carried out by fixing the maximum coolant temperature at the engine inlet to 



70°C. Such value has been chosen in order to reproduce the operating conditions 

that are mostly likely to occur when the engine is cranked after the vehicle 

refuelling. Moreover, given that the points in test matrix would not allow the 

cooling system for reaching the standard engine operating set-up (85°C) and given 

the need to comply with the constraint set by the impossibility to warm the coolant 

up, the diminished set point guarantees the different points to be acquired under 

equivalent engine conditions. The points will be shortly indicated considering the 

engine speed [rpm] and the bmep [bar] simply omitting the units. 

 

  

(a) (b) 

  

(c) (d) 

Figure 2.1 – Comparison amongst the cylinders for n=2000 rpm and bmep=2 bar. 



 

 
The results in Figs. 2.1,2.2 focus on the comparison amongst the four cylinders 

output in terms of maximum in-cylinder pressure (peak firing pressure - PFP), 

CoVimep, MFB50% and rapid burning interval (ϑ10-90%) for different speeds and 

loads. 

The charts report the results pertaining to two specific operating points, namely 

2000x2 (Fig 2.1) and 3000x5 (Fig. 2.2). The different bars and colours address to 

the three considered fuel blends as depicted in the legend. Regardless of the specific 
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(c) (d) 

Figure 2.2 – Comparison amongst the cylinders for n=3000 rpm and bmep=5 bar. 



operation point, such a choice results into a higher PFPs for the hydrogen enriched 

fuel (Figs. 2.1a, 2.2a). The increased flame laminar speed of hydrogen produces an 

early onset of the combustion process which will in turn overlap with the 

compression phase to a major extent, inducing higher in-cylinder pressures. The 

increased burning speed also reflects into reduced burning intervals (Figs. 2.1d, 

2.2d) and hence into an increased operation stability (Figs. 2.1b, 2.2b). 

The above mentioned results highlight the need to detect the proper ECU 

parameters according to the blend composition. Too high pressures would in fact 

result into excessive wear and consumption within the moving elements of the 

crank slider mechanism and could eventually bring to a failure. Such an issue has 

not to be taken into consideration in the speed and load range considered for the 

present investigation, but it might considerably affect the engine at different 

working points [44-46]. Increased temperatures would also lead to augmented 

thermal stresses, thus impairing the engine thermodynamic efficiency [47]. 

Opposite results are observed for the G25 fuelling due to the reduced laminar 

speed induced by the diluents in the mixture. Such a diminished speed in turn 

produces lower PFPs (Figs. 2.1a, 2.2a), retarded MFB50 values (Figs. 2.1c, 2.2c) 

and increased burning intervals (Figs. 2.1d, 2. 2d). Moreover, the scarce combustion 

repeatability seriously affects the cycle-to-cycle variability, thus mining the point 

stability as depicted by the peaking CoV values of Figs. 2.1b, 2.2b. Such behavior 

is further magnified by the even lower coolant temperatures (TH2O68°C) which 

characterize engine points at low speeds and low loads, e.g. 2000x2 in Fig 2.1. Once 

more, the results hint at the need for proper ECU parameters so as to make up for 

the excessively decreased performance induced by the G25 composition. 

The results in Figs. 2.3, 2.4 refer to the ensemble-averaged values over a speed 

sweep for a nominal bmep=3bar. Fig. 2.3a confirms the conclusion drawn from the 

previous charts. Taking the G20 performance as a reference baseline, hydrogen 

addition increases the in-cylinder pressures at any speeds. Still, the untimed 

combustion phasing, together with the increased burning speed, results into an 

advanced combustion which in turn leads to lower in-cylinder temperatures at the 

exhaust valve opening. The exhaust temperatures at the turbine inlet are hence 

diminished (Fig. 2.3b), thus assessing for a reduced flow enthalpy and a lower 

exploitation of the turbocharger group. Such a trend is verified at any load and speed 

and would seriously interfere with the turbocharger group functioning, especially 

at higher loads [48]. Contrariwise, the use of G25 induces lower in-cylinder 

pressures but scarcely affects the temperatures at the turbine inlet. Such behavior 



 

 

can be justified considering that the G20 timing produces a retarded G25 

combustion which is responsible for the lower PFPs. Still, the combustion phasing 

and the increased rapid burning interval shift the combustion process towards the 

expansion phase and produce exhaust temperature equivalent to those pertaining to 

the G20 operations (Fig. 2.3b). 

The charts in Figs 2.3c,d have been produced in order to assess for the 

preciseness of the engine points reproduced with the three blends in terms of bmep 

(Fig. 2.3c) as well as to allow for a thorough comparison of the engine efficiencies 

 

  

(a) (b) 

  

c) (d) 

Figure 2.3 – Ensemble-averaged engine output over a speed sweep at nominal 

bmep=3bar. 



(see Fig. 2.4). The nominal bmep has been achieved within an average error ranging 

around 2% with a maximum value of 3% at 1250 rpm. This latter is due to the 

utilization of an eddy current brake not endowed with a closed loop control on the 

desired torque. Regardless of the nominal target, it is worth observing that the bmep 

values pertaining to the three blends are even closer one to another, thus giving 

consistency to the comparisons. Interesting conclusions can be inferred by 

combining the results from Fig. 2.3a to those in Figs. 2.3c,d for HCNG operations. 

Low speed operations witness a higher influence of the in-cylinder pressure on 

the friction losses whereas the speed becomes a dominant factor as the engine 

speeds up. The increase in pressure produced by the hydrogen addition turns out to 

be higher in the low speed range, thus enhancing the previously mentioned effected 

and leading to the augmented imep values of Fig. 2.3d. Contrariwise, the HCNG 

imep values drop below the G20 ones in the high speed range as the raise in pressure 

is rendered ineffective by the increased influence of the speed on the losses. Such 

behavior is clearly depicted by the mechanical efficiency values of Fig. 2.4a. The 

small differences in the G25 imep values does not retain a true meaning but solely 

reflects the minor differences in the bmep of Fig. 2.3c. In fact, similar values for 

the mechanical efficiency are found in Fig. 2.4a with the sound exception of the 

two extreme speeds. For n=1250 rpm the G25 bmep value reaches the highest 

threshold of the previously quoted interval (Fig. 2.3c) and, combining with the 

 

(a) (b) 

Figure 2.4 – Engine mechanical efficiency and brake specific fuel consumption at 

bmep=3bar. 



 

 
naturally lower pressures induced by the G25 operations, hence enhances the 

mechanical efficiency.  

As expected, lower bsfc values (Fig. 2.4b) are attained for HCNG operations 

with respect to G20 fuelling whereas increased values stem for the G25 functioning 

due to the reduced energy content of the injected mass. 

2.4. Fuel composition estimation 

2.4.1 Model development 

Considering conventional SI engines, the desired engine torque at fixed n speed is 
achieved acting on the throttle valve. The fuel injection system provides the 
corresponding stoichiometric fuel quantity, for most of the operating conditions, to 
comply with the optimization of the three-way catalyst. The closed-loop lambda 
control implemented in the ECU sends to each of the fuel injectors an electrical 
pulse, which has a duration that will be referred to as injection time tinj. In the 
following, measurements units that have not been specified were evaluated in 
international system units. 

It is possible to characterize an injector, for a given blend and keeping the 

pressure and temperature upstream of the injector constant, as well as the battery 

voltage Vbatt used to provide the electrical pulse to the injector, by evaluating the 

injected mass, as a function of the injection time, through the following empirical 

regression equation [49]: 

 ,inj inj ss injt of sm tm f e   (1) 

in which: 

minj is the injected fuel mass per cycle and per cylinder; 

,inj ssm  is the steady-state flow rate when the injector is at the maximum opening 

position; 

offset is a value that takes into account the time required to open and close the 

injector. 

 

When the fuel composition, its conditions in the injection system, or the battery 

voltage are varied, Eq. (1) is still valid, but new ,inj ssm  and offset values have to be 

recalculated accordingly to characterize the injected mass. 



If a gaseous fuel is considered, the blend composition has a notable effect on 

the density of the fuel, as well as on its energy per unit mass, as expressed by LHV 

(see Table 2.2). In particular, it is expected that blends with a higher molecular mass 

will have a higher injected mass for a given injection time. It is worth observing 

that inert species (such as N2 or CO2), which may be present in the blend, contribute 

to the injected mass, but not to the energy available inside the cylinder. 

As the fuel composition determines the corresponding injection time, a reverse 

procedure can be considered, in which the blend composition is identified from the 

injection time. However, an evaluation of the percentages of all the constituents of 

the blend is not straightforward. Therefore, the proposed procedure estimates the 

injection time for a number of sample blends, and then evaluates which of them are 

closer to the injection time measured by the ECU for the actual fuel in the vehicle 

tank, whose composition is not known in real applications. 

Tests with several reference blends at different steady-state engine conditions 

(in terms of torque and engine speed) were conducted in the experimental 

campaign, as illustrated in Section 2.2. An almost linear dependence of the injected 

mass on the injection time, as described by Eq. 1, can be observed in Fig.2.5. It is 

also possible to note that the blend composition affects the slope of each line. In 

particular, two different blends of fuel G20 (virtually corresponding to the same 

composition) were considered. These tests were performed with different battery 

voltage levels, in order to take into account the corresponding influence on the 

injected mass.  

The injected mass minj of fuel per cycle and per cylinder (Fig. 2.5) can be 

calculated from the engine speed n and the fuel mass flow 
fm . In the considered 

application, this latter is measured by the Coriolis mass flowmeter installed 

upstream of the fuel injection system of the engine (see Section 2.2), according to 

the following equation: 
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Ncyl is the number of cylinders of the engine, each of which is fed with virtually 

the same amount of fuel. The injected mass is proportional to the density of the 

blend. Therefore, according to the perfect gas law, the lower the value of R in Table 

2.2, the higher the fuel density and the higher the injected mass at the fixed injection 

time shown in Fig 2.5. 



 

 
In order to have a fast procedure, which could be possibly implemented in an 

ECU for real-time calculations, the injector can be characterized as a nozzle 

working under a steady-state adiabatic condition. The gaseous fuel flow in the fuel 

system considered in the present application can always be considered as chocked, 

due to the values of the absolute pressure upstream (around 10 bar in the considered 

injection system downstream of the fuel pressure regulator) and downstream of the 

injector (generally in the 0.5-2.5 bar range in the intake manifold). 

Therefore, the flow rate from the nozzle, reported in Eq. 1, can be written as 

follows [47,50]: 
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  (3a) 

Aeff,ss is the effective restricted flow-area of the chocked nozzle when a steady-

state flow (in which the injector is at the completely open position) is considered 

and prail, Trail are the pressure and the temperature, respectively, in the rail of the 

injection system. In Eq. 3, K is a parameter that depends only on the fuel 

composition, while parameter G also depends on the working conditions.  

The actual injection phase is dynamic. It has an opening and a closing phase, 

and the restricted flow-area, which is initially zero, increases to a maximum value 

and then goes back to zero at the end of the injection. Therefore, Eq. 3a can be 

rewritten considering the dynamic injection phase: 
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  (3b) 

in which Aeff is the mean effective restricted flow-area during the injection 

phase, which encompasses the instantaneous transient phenomena. The longer the 

injection time, the longer the duration of the period at which the nozzle is in the 

completely open position, and, therefore, the lower the percentage influence of the 

opening and closing phases: as a consequence, Aeff is expected to increase with the 

injection time tinj and to reach the Aeff,ss value. 

It is possible to correlate the injected mass minj per cycle and per cylinder to the 

flow rate 
fm , measured by the fuel flowmeter, and to the average flow rate 

injm

during the injection phase: 
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in which tcycle is the time required to complete an engine cycle. As the injector 

is only open for a part of the whole cycle, it results that 
inj cyclet t and 

f cyinj lm m N  . 

Combining Eqs. 3b and 4, it is possible to write: 
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Each of the terms on the left hand side of the equation is related to the blend 

composition and to the working conditions whereas the right hand side of the 

equation only depends on the ECU injection time and is hence unaffected both by 

the blend composition and by the working conditions. The data in Fig. 2.5a are 

replotted in Fig. 2.5b, considering Eq. 5. As expected, the dispersion among the 

blends is much lower in Fig. 2.5b, given that almost all the experimental points lie 

on the same straight line. The residual dispersion can be attributed not only to the 

experimental uncertainty but also to possible uncertainties in the composition of the 

blend as well as to differences in the battery voltage during the actuation of the 

injector.  

 

A random subset, referred to as model data, corresponding to about 40% of the data 

reported in Fig. 2.5, has been used to characterize the injector. A linear regression 

(a) (b) 

Figure 2.5 - Injected mass of fuel, per cycle and per cylinder (a) and injected mass of fuel, 
per cycle and per cylinder divided by the term G (b), as a function of the injection time for 
the different reference blends 
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of the minj/G parameter was evaluated as a fitting function of the injection time and 

battery voltage: 
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 (6) 

The coefficient of determination, R2, of the above linear regression was higher than 

0.99 and could therefore be considered to be a very good approximation of the 

model data. The remaining data, which were not used for the model construction, 

were instead used for the model validation (see Section 2.4.4) and are therefore 

referred to as validation data. Outliers were excluded when the regression model 

was fitted, according to the ‘externally studentized’ residuals analysis. Such 

statistical technique is based on the evaluation of the residual of each point divided 

by an estimate of the standard deviation computed without considering that specific 

point (‘external studentization’). Test point with a value above a given threshold (3 

in the present case) were considered to be eligible as outliers and excluded if they 

were actually caused by experimental errors. According to Eq. 1, coefficient A is 

negative, since tinj has to be much higher than 0 to provide even a small amount of 

injected fuel. It is worth noting that, should the effect of a change in Vbatt be 

neglected, the variation in tinj would be wrongly attributed to a variation of the blend 

composition rather than to a different dynamic response of the injector. For 

instance, it was found that a voltage variation of 5% leads to a tinj variation of about 

1.7%, which can also be obtained for a hydrogen content variation of 4% in a binary 

CH4-H2 blend. 

Considering a mean reference voltage (calculated as an average of all the 

experimental data reported in Fig. 2.5), Eq. 6 is simplified and an equation that 

corresponds to Eq. 1 is practically obtained. Combing it with Eq. 5, the following 

corrected relationship holds:  
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Therefore, the mean effective area Aeff results to be inversely dependent on the 

injection time, as reported in Fig. 3: 
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As expected, Aeff asymptotically increases with injection time tinj . In fact, the 

relative influence of the opening and closing times decrease when tinj increases. 



Fig. 2.6 plots the values of Aeff pertaining to the model data obtained from Eq. 5 for 

each experimental test and those derived by the regression curve from Eq.8. 

Systematic deviations from the regression curve (e.g. HCNG15 in Fig. 2.6) are due 

to battery voltage differences with respect to the mean reference value. 

 

2.4.2 Model implementation 

The ECU sets the injection time, tinjECU, necessary to inject the correct amount of 
the unknown blend in order to have a stoichiometric air/fuel ratio in the engine 
under closed-loop control for each working point of the engine.  

A set of different sample gaseous blends of known composition, reported in 

Table 2.4, can be chosen as representative of the possible wide variety of blends 

that can be fed to the engine, and this set is used as input to the regression model. 

The fuel properties (i.e., αst, R and ) of each sample blend, are evaluated through 

the calculations reported in the Appendix. Therefore, it is possible to calculate the 

injection time, tinj, that would correspond to the actual injected mass of fuel, minj. 

By comparing the calculated tinj for each blend with the tinjECU set by the ECU, it is 

possible to check whether that blend is ‘compatible’ with the unknown one actually 

fed to the fuel system. 

The value of tinj can be calculated according to Eq. 4 as: 
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Figure 2.6. Mean effective area Aeff as a function of the injection time tinj evaluated 
considering the model data and the regression obtained from Eq. 8. 
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in which the numerator is evaluated on the basis of experimental values, 

according to Eq. 2, and the denominator is evaluated according to Eq. 3b. However, 

this procedure is iterative, as Aeff in Eq. 3b depends on the injection time that has to 

be evaluated (Fig 2.6): 
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The iterative procedure can be avoided if tinj is computed considering the 

injector model represented by Eq. 6: 

1 in

in

j

j battt A C V
B G

m 
    

 
 (10a) 

in which minj is calculated from the test cell fuel flowmeter using Eq. 2. 

Alternatively, minj can be computed starting from the mass air flow, using either the 

test cell or the engine flowmeter (MAF), and dividing it by the stoichiometric A/F 

ratio (as the engine is considered to operate under closed loop feedback control). 

Therefore, it is possible to write: 
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where mair is the air mass per cycle and per cylinder, evaluated from the air 

flow rate fed to the engine, using a similar equation to Eq. 2.  

Eq 10a can be rewritten as: 

1 st
inj bat

air
tt A C V

B G

m  
    

 
 (10b) 

Finally, it is possible to evaluate the absolute error (AE) and relative error (RE) 

between the calculated tinj and the measured tinjECU as: 

inj inj injECUAEt t t   (12a) 

inj injECU

inj

injECU

t t
REt

t


  (12b) 

If the error is close to zero, the sample blend may have a similar composition 

to the actual (unknown) one that is injected into the engine. As the uncertainty 

relative to just one operating condition may provide a bad match of the sample 

blends, it is advisable to perform the calculation on several test points. Therefore, 



when N different experimental working points are taken into account, a root mean 

square error (RMSE) and a mean relative error (MRE) of tinj can be defined, 

respectively, as: 
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Fig. 2.6 reports a simplified flow-chart relative to the blend identification 

through the air measurement performed by means of the vehicle MAF. The engine 

tank is filled with a blend of unknown composition (red rectangle). For a given set 

of sample blends (blue rectangle) the corresponding composition is retrieved via 

look-up tables and the needed properties (γ ,R ,st in this case) are calculated and 

sent as input to the regression model of the injector. The regression model also 

receives the measurement of the air mass from the engine MAF (mair), battery 

voltage, prail and Trail (which is not reported in the flowchart for the sack of brevity). 

For each sample blend an estimated injection time (tinj) is then computed and sent 

as output. The estimated injection times for all the blends are then compared to the 

actual injection time from the ECU (tinjECU). Finally, the blend which minimizes the 

error between the actual and the estimated injection time – min(tinj-tinjECU) – is 

identified as the closest one to the unknown blend present in the engine tank. It is 

worthwhile to mention that when the fuel-flow meter measurement is used instead 

of the engine MAF one, the regression model will receive as input the relevant 

properties (just γ, R in this case) and the injected fuel mass (minj).  



 

 

 

2.4.3 Further considerations on the model 

The model considers that a certain amount of fuel, minj, is injected during the known 
injection time tinjECU. When the engine is working in the test cell, the amount of 
injected mass is experimentally measured by the fuel flowmeter, and minj can be 
calculated, even if the blend composition is unknown. Moreover, minj can be 
expressed as: 

inj

inj G
m

m
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 (14) 

and the ratio in parenthesis can be replaced by the regression model expressed 

by Eq. 6.  

Hence, when a fuel blend is compared with another, assumed as a reference, 

and here indicated with an asterisk *, it is possible to write the following formula, 

considering minj as an assigned quantity in the procedure: 
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            (15a) 

By taking into account that the rail pressure and temperature are also known 

(and are independent of the considered blend): 
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Figure 2.6 - Simplified flow-chart of the blend identification procedure. 

 



Therefore, an expected variation of injection time tinj can be predicted when 

switching from one blend to another at fixed injected mass minj. 

However, only the air flow rate is generally measured on the vehicle through a 

conventional engine MAF. Therefore, the comparison between different blends 

would need be done considering the quantity of injected fuel, minj, as no longer 

being assigned, but rather the air quantity mair as being assigned. Considering Eqs. 

11 and 14, Eqs. 15a and 16a would become, respectively: 

   
*

* * * *

*
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inj batt st inj batt st

rail rail
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 (15b) 
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 (16b) 

From Eqs. 16a and 16b, it is theoretically possible to estimate the variation of 

the injection time when switching from one blend to another, when the 

measurements of the fuel flow and air flow are considered, respectively. It is worth 

noting that the considered procedure cannot distinguish between different blends 

for which the second members of Eqs. 16a and 16b are the same. More specifically, 

if the measurement of the fuel flow rate is considered, two blends cannot be 

distinguished if they have the same K value. Contrariwise, if the measurement of 

the air flow rate is considered, two blends cannot be distinguished if they have the 

same K·st product. With reference to Table 2.5, a ratio higher than 1 for each of 

the two measurements, i.e. of the fuel or air flow rate, suggests that the injection 



 

 
time will increase for the considered sample blend, with respect to the reference 

one. A ratio lower than 1 hints at a decrease in the injection time. 

Ten different sample blends, whose composition is reported in Table 2.4, were 

considered initially. 

It should be pointed out that the same of the tested blends (see Table 2.4) 

actually correspond by name to the reference blends reported in Table 2.2. As a 

matter of fact, they virtually feature the same compositions and might simply differ 

Table 2.5 - Comparison of different blends with respect to CH4. K is expressed in 

International System units. 
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 1 0.66 1.22 1.30 1.02 1.03 1.05 1.07 1.09 1.11 

 

Table 2.4 - Considered composition, in volume percentage, of the ten different sample 
blends. 
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Methane [vol. %] 100 0 86 86 95 90 85 80 75 70 

Ethane [vol. %] 0 0 0 0 0 0 0 0 0 0 

Propane [vol. %] 0 50 0 0 0 0 0 0 0 0 

Butane [vol. %] 0 50 0 0 0 0 0 0 0 0 

Carbon dioxide [vol. %] 0 0 0 14 0 0 0 0 0 0 

Nitrogen [vol. %] 0 0 14 0 0 0 0 0 0 0 

Hydrogen [vol. %] 0 0 0 0 5 10 15 20 25 30 

 



because of the accuracy of the mixture preparation process. When CH4 is 

considered as a reference blend (indicated with an asterisk), the values in Table 2.5 

are obtained with respect to the sample blends reported in Table 2.4. 

In a similar way to what was done for the injection time, it is possible to 

calculate estimated values of the stoichiometric A/F ratio, from the measurement of 

either the fuel or the air flow rate, that correspond to: 
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An error relative to st could then be evaluated in a similar way as to when Eqs. 

12a,b are used, and the same results are reached. 

2.4.4 Results and discussion 

2.4.4.1 Model validation: set of sample blends 

The method proposed in  was then applied to the validation data in order to 

find the best match between each tested blend (reported in Table 2.2) and one of 

the sample blends (reported in Table 2.4). In fact, the procedure assumes that any 

real biogas fuel (possibly fed to the injection system of the engine) has to be 

represented by one sample blend of an appropriately selected set. It is worth 

stressing that, according to the present methodology, the characteristics of the real 

blends, which are not known by the engine ECU on real applications after refueling, 

are not used in the calculation to find the match.  

A relative error, REtinj, was calculated, between each sample and each real 

blend, for each experimental working condition (expressed in terms of engine speed 

and load) of the validation data, according Eq. 12b. The average error, MREtinj, of 

all the working conditions was then calculated according to Eq. 13b, and the results 

are reported in Fig. 2.7. 

The lower the height of the bars in Fig. 2.7, the closer the sample blend is to 

the fuel blend considered in each graph. The different fuels and air measurements 

used for the calculations are reported in different colors. 

In order to summarize the results depicted in Fig. 2.7, the associated sample 

blend that exhibits the lowest MREtinj for each real blend is reported in Table 2.6. 

As can be seen, two incorrect matches can be found. These results are related to the 



 

 
measurement of the engine MAF, the accuracy of which is lower than that of the 

test cell instrumentation. It should be pointed out that, in such cases, the 

composition of the estimated sample mixture still results to be similar to the real 

one, with a maximum uncertainty of 5% in H2 content when HCNG blends are 

considered. Anyway, the properties of the two mixtures are fairly similar, in terms 

of combustion velocity, knock resistance and energy content.  
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Figure 2.7 - Comparison of the different sample blends and the G20 (a), HCNG15 (b), 
HCNG25 (c), HCNG30 (d) and G25 (e) real blends. 
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Fig. 2.8 plots the relative error, REtinj, of each validation data test, ordered 

randomly, in solid symbols. The empty symbols with the line instead refer to the 

cumulative mean value of tinj (partial MREtinj), evaluated considering an increasing 

number of test points. As soon as the number of points starts to increase, the partial 

MREtinj tends to rapidly converge to the mean value (red horizontal line) obtained 

considering all the experimental validation data tests. Deviation of each single test 

from the average value are due to errors introduced by uncertainties in the nominal 

composition of the tested blends, experimental uncertainties and regression fitting. 

Regardless of the blend composition, of the engine working conditions and of the 

methodology used for fuel or air measurement, convergence is generally reached 

with less than 10 test points. 

Even though the composition of the real biogas fuel in the tank can vary over a 

wide range, the number of calibrations that have to be implemented in an ECU is 

limited, and each calibration should correspond to a mixture (or rather to a family 

of mixtures), whose behavior in the engine differs substantially from the others. 

Therefore, this consideration suggests that it may not be advisable to have a set with 

a large number of different sample blends for on-board applications. 

The recognition algorithm proposed in this section has been evaluated off-line, 

to demonstrate if it features all the needed qualities to be implemented on-board in 

a following step. It is possible to state that the model is very accurate when 

measurements from test cell instrumentation are used for the calculation. Moreover, 

the model still proves to be reliable for higher uncertainties, such as those produced 

by the engine conventional automotive instrumentation, thus highlighting the 

potential for on-board application. Furthermore, the fast convergence of the 

methodology provides an advantage for real-time application after tank refueling. 

Table 2.6 - Sample blends identified by means of the methodology for each real blend, 

according to the considered fuel or air flow measurement. 

 G20 G25 HCNG15 HCNG25 HCNG30 

Fuel 
flowmeter 

CH4 G25 HCNG15 HCNG25 HCNG30 

Air 
flowmeter 

CH4 G25 HCNG15 HCNG25 HCNG30 

Engine 
MAF 

CH4 G25 HCNG20 HCNG25 HCNG25 

 



 

2.4.4.2 Model validation: set of full factorial mixtures 

This section presents the results obtained from a further model employment 

step, in which the calculation was extended to a set of full factorial mixtures, instead 

of a limited set of sample blends. Different volume percentage levels were 
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(f) 

Figure 2.8 - Relative errors, REtinj, the corresponding cumulative partial MREtinj and 

the final mean value MREtinj related to the G20 and HCNG30 reference fuels.  
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considered for each species, according to the limits reported in Table 2.7. The 

percentage of methane is not reported in the table because it was evaluated as the 

complement, to 100, of the sum of the other species. Considering the values 

reported in Table 6, the full factorial set is made up of 2’335’230 different mixtures. 

 

The validation data were considered for each kind of measurement (i.e., test 

cell fuel, air flowmeter, engine MAF) following the same recognition method 

proposed for the set of sample blends. Results corresponding to the 10 ‘best 

mixtures’ (i.e., corresponding to the 10 mixtures that showed the lowest MREtinj 

values within the factorial set) are reported in the radar plots in Figs 2.9, 2.10 and 

2.11 for the G20, HCNG30 and G25 real fuels, respectively.  

Each of the 10 ‘best mixtures’ is represented by a seven-sided polygon, with 

the red perimeter and round symbols on the vertices representing the concentration 

in volume of the related species. A similar composition implies an almost overlap 

of the corresponding polygons. According to Figs. 2.8, 2.9 and 2.10, G20 is 

correctly detected by solely exploiting the air flow rate measurement (either from 

the test cell or the engine MAF in Figs. 2.9b and c). HCNG30 is accurately 

identified taking advantage of the fuel flow rate measurement in Fig. 2.10a. Finally, 

G25 is not univocally detected by any of the measurement devices, due to the high 

dispersion in the composition of the 10 ‘best mixture’ in Figs 2.11a, b, c. This 

behavior is related to the fact that, as previously mentioned, the fuel flow rate and 

air flow rate measurements are not able to distinguish between mixtures with the 

same K and K·st values, respectively. 

 

Table 2.7 - Minimum, maximum and step volume percentages considered for the full 

factorial mixtures. 

 min max Step 
Ethane 0 2 0.5 
Propane 0 1 0.5 
Butane 0 0.5 0.5 

Carbon dioxide 0 15 0.5 
Nitrogen 0 15 0.5 
Hydrogen 0 40 0.5 

 



 

 

 

(a) 

 

(b) (c) 

Figure 2.9 - Radar plot of the 10 ‘best mixtures’ composition in vol. %, considering the 
G20 fuel with the different measurement devices: fuel flowmeter (a), air flowmeter (b), 
Engine MAF (c).  
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(a) 

 

(b) (c) 

Figure 2.10 - Radar plot of the 10 ‘best mixtures’ composition in vol. %, considering the 
HCNG30 fuel with the different measurement devices: fuel flowmeter (a), air flowmeter 
(b), Engine MAF (c). 
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The colored area in the marginal plot in Fig. 2.12 represents the mixtures 

(2’335’230) considered in the full factorial set. The limits of the area in the vertical 

and the horizontal directions correspond to the extreme values of K·st and K, 

respectively, whereas the upper and right histograms represent the probability 

distribution of the blends versus K and K·st, respectively. The percentage values 

of the probability distributions are not relevant, and have therefore not been 

reported in Fig. 2.12. The red points correspond to the ten sample blends shown in 

Table 2.4 (GPL is not present because it is outside the boundaries of the full factorial 

set, see Table 2.7). When one blend is close to the vertical (e.g. CH4) or the 

horizontal (e.g. HCNG30) limits of the area, a reduced number of mixtures have 

the same K·st or K value, respectively, as can be discerned from the corresponding 

histogram. If the considered mixture is far from the limits (e.g. G25), there are 

several mixtures with different compositions that have the same K and K·st values. 

Therefore, the probability of the 10 ‘best sample blends’ having a significantly 

different composition from one another is really high, and each measurement device 

(air or fuel flowmeter) may not able to match the correct reference blend when 

considered on their own. 

 

(a) 

 

(b) (c) 

Figure 2.11 - Radar plot of the 10 ‘best mixtures’ composition in vol. %, considering the 
G25 fuel with the different measurement devices: fuel flowmeter (a), air flowmeter (b), 
Engine MAF (c). 
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The two measurements have been combined, and the sum of the two RMSEtinj 

has been evaluated and plotted as a function of both K and K·st in the contour plot 

in Fig. 2.13. The vertical red line represents all the mixtures that would provide the 

same minimum error, if the fuel measurement (which corresponds to the K value 

reported in the figure) were considered alone, whereas the blue horizontal line 

represents all the mixtures that would provide the same minimum error if the air 

measurement (corresponding to the K·st value reported in the figure) were 

considered alone (in this case the test cell flowmeter was considered). The upper 

plot represents RMSEtinj, as a function of K, along the horizontal blue line of the 

contour plot. Similarly, the plot on the right represents the RMSEtinj trend, as a 

function of K·st, along the vertical red line of the contour plot. Therefore, when 

the two measurements are combined, the 10 ‘best mixtures’ have a similar 

composition, as can be discerned from the contour plot shown in Fig. 2.13, and from 

the radar plot in Fig 2.14. In addition, it is possible to confirm that the composition 

of the real G25 fuel is not so different from the 10 ‘best mixtures’ found by the 

method, as can be confirmed from the square point close to the intersection of the 

two straight lines in Fig. 2.13, and from the composition represented by the black 

polygon in the radar plot in Fig 2.14. 

 

Figure 2.12 - Marginal plot that reports the probability distributions of the 2’335’230 

blends as functions of K and K·st. The red points correspond to the reference blends 

shown in Table 2.4. 
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2.4.4.3 Input variation analysis 

In the present section a systematic variation of the inputs and the related 

consequences on the output will be investigated with reference to a binary fuel 

blend of hydrogen and methane, namely HCNG25 in this case. For other mixtures 

similar results were obtained. With reference to the section of the model 

implementation, the injection duration is evaluated as: 

 

Figure 2.13 -  Contour plot with the cumulative RMSEtinj in ms (obtained as the sum 

of the fuel and air flow rate measurements) as a function of K and K·st. 
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Figure 2.14 - Radar plot of the 10 ‘best mixtures’ composition in vol. %, (round red 
points) found considering the G25 fuel with the two combined fuel flowmeter and air 
flowmeter measurements, and real composition of G25 (square black points). 
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So that for a given sample blend, for which the composition is fixed, the main 

contribution to the computed tinj is due to Vbatt, prail, trail (both accounted in the term 

G) and to minj. It is worth to further highlight that a direct measurement of the 

injected flow rate is available when the fuel flow meter is used as measuring device, 

while when an air flow rate measurement is exploited, its value has to be divided 

by the αst evaluated from the sample blend.  

Table 2.8 reports the relative mean deviation between tinj calculated with the 

reference conditions, i.e. without any input perturbation, and with systematic error 

of -10% introduced on the relevant inputs. The systematic errors show similar 

effects independently from the method used for evaluating tinj. Since prail affects the 

term G (ref. Eq.3a), see the appendix section for more details on G term, it 

represents the biggest contribution to a possible deviation in tinj. This suggests that 

dynamic pressure waves that creates in the tube that connects the rail and the 

injector can interfere with the proposed method since the actual pressure upstream 

of the injector will not be the one captured by the rail pressure sensor. The 

sensitivity on the measured fuel and air quantity is quite remarkable, and it has a 

similar effect for the three flow measurement in terms of tinj deviation, with a value 

around 8.36%. So that the method proved to be robust when different measurement 

methods are evaluated. Anyway, it is important to highlight that while test cell fuel 

flow meter has a certified accuracy of ±0.35% of the measured value and the test 

cell air flow meter of ±1% of the measured value, the engine MAF is the most 

inaccurate device, with an accuracy in the order of some percentage points 

(unfortunately precise calibration data were not available, because this is the engine 

sensor). This is also confirmed by results in Table 2.6, in which the method based 

on the engine MAF is actually the less precise one. The battery voltage effect shows 

a lower impact on tinj, around 3%, when compared to the other analyzed effect. The 

regression function used to interpolate the signals and to compute the tinj has been 

built taking into account a wide distribution of Vbatt, so that even larger deviations 



 

 

on the battery voltage are reliably contemplated and they do not represent a major 

problem. 

In addition, the nominal reference blend composition has an impact on the 

estimated tinj. It has been verified that varying the H2 volume content of just 0.5% 

from the nominal value of 25% produce a sensible error ranging from 0.15 to 0.23% 

on tinj. It has been further computed that on binary HCNG mixture a variation of the 

H2 volume content of 5% (which is the interval adopted for sample blend as reported 

in Table 2.4), implies a variation of tinj of about 2.5%. This presupposes that, fixing 

the other inputs, the measured fuel or air mass rate should be acquired with a 

minimum accuracy of roughly 2.5% if a binary mixture has to be recognized 

correctly with a step of 5% on H2 content. If the instrument is not accurate enough, 

as it could happen when the engine MAF is used, the admissible step of H2 has to 

be increased. 

Table 2.8 – Mean deviations on tinj between the reference case and a systematic 

error introduced on relevant inputs for the three tested methods. 

 

tinj deviation [%] 

Fuel flow 
meter 

Air flow meter Engine MAF 

Vbatt-10% 3.07 3.10 3.09 

prail-10% 9.29 9.28 9.29 

trail-10% -0.54 -0.54 -0.54 

minj-10% -8.36 0.00 0.00 

mair -10% 0.00 -8.35 0.00 

mair,MAF -

10% 
0.00 0.00 -8.36 

 



The afore-mentioned effects are quantified on the blend identification 

algorithm side, while other uncertainties are introduced on the experimental side. 

The first, and most important one, is the real mixture composition that can vary 

significantly even when certified blends are employed, as in this case. It has been 

computed that, considering the ranges of constituents of the certified blend, varying 

the mixture composition within these ranges can lead to a maximum deviation of 

6% in terms of αst. In other words, the same certified mixture could produce an αst 

with an error of ±3%. This effect is much bigger than the deviation introduced by 

the ECU oxygen sensor, that, when working in closed loop and stoichiometric 

conditions as in this case, establish a limit cycle in order to let the three-way catalyst 

work correctly, with oscillations around 1% with respect to the stoichiometric 

value. Tests have been made also in lambda open loop control, to check if strong 

corrective actions are implemented by the ECU when working in closed loop, but 

results does not show a major correction in terms of tinj. Anyway, other possible 

adjustments of the ECU on the tinj can interfere with the proposed method, 

especially during transient operations, but in this case they have been considered 

lower than other sources of error and hence they do not have been taken into account 

in the proposed work. 

2.4.5 Appendix: blend properties calculations 

The blends (see Table 2.2 and 2.4) are considered to be mixtures of different 

gaseous species of known composition. The molecular mass M, the specific heats 

at constant pressure cp and volume cv are assumed as known values of each generic 

chemical species x. In the present discussion, the following species have been 

considered in the composition of the different blends (but the calculation can easily 

be extended to a larger number of constituents): methane, ethane, propane, butane, 

carbon dioxide, nitrogen and hydrogen. a, b, c, d, e, f and g are the corresponding 

volume percentages, whose sum is equal to 100 for each blend.  

Therefore, the stoichiometric A/F ratio st of each blend can be evaluated, 

considering the following combustion equation under stoichiometric conditions: 

 4 2 6 3 8 4 10 2 2 2 2 2

2 2 2

a CH b C H c C H d C H e CO f N g H L O N

A CO B H O D N

                

     
 

in which =3.773 is the ratio between the molecular nitrogen and oxygen in the 

combustion air. The capital letters represent unknown quantities that have to be 

evaluated. 



 

 
A balance equation is written for each chemical species: 

Carbon C: 2 3 4A a b c d e      

Hydrogen H: 2 4 6 8 10 2B a b c d g      

Nitrogen N: 2 2 2D f L   

Oxygen O: 2 2 2e L A B    

and the following is obtained: 
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The average molecular mass of the blend is evaluated from the corresponding 

volume percentage [x]: 
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whereas the mass percentage {x} of the generic species is: 
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Therefore, the lower heating value of each blend is: 
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In addition, it is possible to evaluate the gas constant, R, and the specific heat, 

cp, for each blend: 

R
M


R  

where R = 8314.4 J/kmol is the universal gas constant 
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2.5 Final remarks 

The research work proposed in the first part of this chapter focused its attention on 
the performance of a SI engine fuelled with different blends on methane and 
hydrogen enriched methane (HCNG) with the specific aim of highlighting the 
differences that would arise if the engine ECU should maintain the parameters for 
G20 operations. More specifically, attention was drawn to the effects carried by the 
use of different mixtures that would eventually reproduce the variety of 
compositions which characterize biogases. 

Improved combustion parameters were achieved when hydrogen was added to 

methane. Still, the higher in-cylinder pressure determined by the advance 

combustion might bring to the failure of some of the crank slider mechanism 

components. Moreover, the improper phasing of the combustion process are likely 

to negatively affect the turbocharger group performance. Finally, a small 

deterioration in the engine mechanical efficiency was observed in the low speed 

range, mainly to be ascribed to the higher PFPs. Contrariwise, G25 operations were 

characterized by an evident decrease in the engine power performance connected 

to the replacement of methane with inert gases. Furthermore, the synergic effect of 

a retarded combustion together with a reduced burning speed shifted the 

combustion process towards the exhaust valve opening, thus preserving the exhaust 

gas temperatures abatement which characterized HCNG operations.  

Regardless of the specific modification in the engine output and in the 

combustion related parameters, the experimental results assessed for the need for 



 

 
dedicated ECU parameters capable of both making up for the drawbacks carried by 

the use of a different mixture with respect to the original one as well as better 

exploiting the mixture chemical and physical characteristic. Given the wide range 

of composition led by the biogas production, researchers should concentrate their 

effort into designing a solution to automatically detect the composition of the 

mixture the engine is running on so as to consequently and instantaneously adjust 

the ECU settings. 

In the second part, a method has been presented for the estimation of the 

composition of natural gas/biogas/hydrogen fuel blends for CNG engines. As the 

composition of a real blend can vary to a great extent at the refueling pump and it 

is not known a priori, the behavior and performance of an engine can also be 

affected. Therefore, the evaluation of the composition is necessary to set the proper 

calibration in the engine ECU. 

In order to replicate the actual condition after vehicle refueling and engine 

switch on, a CNG engine was fueled with 5 different fuel blends and was run at 

mainly low load and low speed in steady-state working conditions. As the number 

of calibration that can be implemented in the ECU is limited, a set of 10 sample 

blends was considered to replicate the broad range of fuels that could ideally be fed 

to the engine. 

The method considers the injection time measured by the ECU and the fuel or 

air flow rate measurements performed at the test bench or through vehicle 

instrumentation. The injector was characterized by considering a subset of the 

available data to obtain a linear regression model, in which the injection time was 

evaluated as a function of the injected mass, rail pressure and temperature, battery 

voltage, and fuel properties. The remaining data were used to validate the model 

results. 

The main outcomes of the recognition method can be summarized as: 

 The method proved to be able to detect the correct match between the 

actual fuel and the corresponding sample blend. The model is really 

accurate when data from the test cell instrumentation are given as inputs 

to the model. Taking into account data from a conventional mass air 

flowmeter for automotive applications, the methodology has proved to 

correctly recognize the actual fuel blend within the candidate set, with 



a maximum error of 5% on hydrogen volume content when HCNG 

mixtures are considered. 

 The model has been applied to an increasing number of different steady-

state working conditions ordered randomly, considering a first set of 

sample mixtures that featured quite evident differences in the optimal 

ECU parameters. Convergence was generally reached with less than 10 

test points, regardless of which blend and working conditions were 

considered, and of whether the fuel or air flow measurements were used. 

Therefore, in the present version, the model provides a high potential 

for real-time on-board application on an engine ECU after tank 

refueling. 

 The methodology has been further extended by considering a set of full 

factorial sample mixtures (2’335’230). It was shown that, for certain 

kinds of tested mixtures, e.g. G25, extremely different sample 

compositions can be compatible with the injection time of the real blend 

measured by the ECU when only one of the measurement devices is 

employed, namely the air or fuel flow rate. However, if these two 

different measurements are combined, a good match can be found 

between the sample and the real blend. 



 

 

Chapter 3 

Implementation of PCCI 

combustion mode in a conventional 

diesel engine 

3.1 Preface 

This second part of the thesis is dedicated to the implementation of PCCI 
combustion on a Euro VI heavy-duty production engine. The results hereby 
presented have been published in [74-76]. This work represents the first step to be 
accomplished with the aim of replacing the conventional engine hardware with an 
optimized configuration for PCCI combustion. 

Advanced combustion strategies in diesel engines have been studied to 

simultaneously diminish particulate matter (PM) and nitrogen oxides (NOx) 

exhaust emissions in order to reduce the complexity of after-treatment systems.  

The implementation of a premixed-charged compression ignition (PCCI) 

strategy is based on the lengthening of the ignition delay. In this work, a PCCI 

combustion mode, featuring a single “early injection” strategy, is applied to a Euro 

VI heavy-duty production engine, originally designed to run under conventional 

diesel combustion mode. Based on experimental evidence, the variables that mostly 

influence the ignition delay are the start of injection (SOI), the EGR rate and the 

fuel injection pressure.  

Firstly, statistical techniques of the design of experiments have been applied in 

order to efficiently plan tests, analyze acquired data and provide cause-and-effect 

relationships about the observed phenomena. The experimental activity was 

realized accordingly to the following steps: (i) preliminary tests performed in order 

to identify which ECU variables were more relevant to reach the desired 

combustion mode and corresponding variation ranges; (ii) statistical design of 

experiments based on preliminary test results; (iii) execution of experiments on 



engine test-bench; (iv) evaluation of regression models to predict desired outputs 

(emissions, fuel consumption, combustion noise) as a function of selected inputs; 

(v) model-based optimization to provide suitable input values to reach desired 

output targets; (vi) experimental validation of the model outputs and optimal points. 

The outcomes relative to one engine working point (engine speed and load are 

n=1800 rpm and bmep=1 bar, respectively) are here presented to show the 

considered methodology. Thanks to the optimal calibration of the PCCI 

combustion, a significant reduction in NOx and soot emissions has been achieved 

(up to 90% and 99%, respectively). However, a fuel penalty of 9-13% and an 

excessive increase in HC and CO have been registered.  

As a second step, different combustion control strategies have been 

experimentally tested. In particular, closed-loop pressure-based and open-loop 

model-based techniques, able to perform a real-time control of the center of 

combustion (MFB50), have been compared with the standard map-based engine 

calibration in order to highlight their potentialities. In the pressure-based technique, 

the instantaneous measurement of in-cylinder pressure signal is performed by a 

pressure transducer, from which the MFB50 can be directly calculated and the start 

of the injection of the main pulse (SOImain) is set in a closed-loop control to reach 

the MFB50 target, while the model-based approach exploits a heat release rate 

predictive model to estimate the MFB50 value and sets the corresponding SOImain 

in an open-loop control.  

The experimental campaign used for testing the combustion controls involved 

both steady-state and transient tests. The three control techniques were compared 

in steady-state tests under various conditions, featuring standard as well as PCCI 

combustion mode, different kinds of fuels, a disturbance added to the pressure 

signals from in-cylinder transducers (to simulate the effect of an aged or low-cost 

pressure transducer) and an injector with a reduced mass flow rate mounted on one 

cylinder. The behavior of the three controls was tested in transient conditions as 

well, analyzing in particular fast load and speed ramps. 

The above mentioned testing conditions were performed to evaluate the 

robustness of the pressure-based and model-based techniques compared to standard 

calibration map-based control and their outcomes in terms of engine operation 

stability. 

The proposed real-time combustion control techniques provided fuel 

consumption and emissions in line with the conventional map-based control. In 



 

 
addition, they lead to an improvement in combustion stability, which can be an 

important issue especially when transient operations are considered or when non-

conventional combustion modes, such as PCCI, are implemented. 

3.2 Experimental set-up 

The engine used in the present study, whose main specifications are listed in Table 
3.2, is a single-stage turbocharged, four-cylinder, four-stroke heavy-duty Euro VI 
diesel engine by FPT Industrial (Fig. 3.2). The engine is equipped with a high-
pressure common-rail injection system and a variable-geometry turbine (VGT). The 
EGR system is a short-route cooled system, where the EGR flow is driven by the 
pressure difference between the exhaust and the intake pipelines, adjusted by the 
EGR valve and an exhaust flap positioned downstream the turbine to increase the 
pressure in the exhaust, as the engine is not endowed with a throttle valve in the 
intake manifold. 

The tested engine is fully instrumented with low-frequency piezo-resistive 

pressure transducers and thermocouples to measure, on a time basis, the pressure 

and temperature at different positions of the flow path (such as upstream and 

downstream the compressor, the turbine and intercooler, in the intake manifold and 

in the EGR circuit). Thermocouples are also installed to measure the temperatures 

in front of each cylinder in the intake and exhaust manifolds. Four Kistler 6058A 

high-frequency piezoelectric transducers are placed in glow-plug adapters to 

acquire for each cylinder, on a crank basis, the in-cylinder pressure time-histories, 

which are used as an input for the pressure-based MFB50 control by means of rapid 

prototyping device by AVL. The in-cylinder pressure traces are pegged on the basis 

of the intake pressure that is measured by means of a high-frequency Kistler 4007C 

piezo-resistive transducer, located in front of cylinder #1. On the same cylinder, but 

on the exhaust side a high-frequency cooled Kistler 4049B piezo-resistive 

transducer is also installed. 



 

The experimental tests were carried out at the dynamic test bed installed at the 

Politecnico di Torino ICEAL (Internal Combustion Engines Advanced 

Laboratory). The test bench is equipped with a cradle-mounted AC dynamometer 

and an ‘AVL KMA 4000’ fuel flowrate system, used to continuously measure the 

engine fuel consumption with an accuracy of 0.1%; the raw engine-out gaseous 

emissions are measured by means of an ‘AVL AMAi60’ endowed with two 

complete trains equipped with devices for the simultaneous measurement of 

gaseous concentrations of HC, CH4, NOx/NO, CO, CO2 and O2 both at the intake 

and exhaust manifolds. Finally, for the soot measurement an ‘AVL 415S’ 

smokemeter is used for steady-state tests whereas an ‘AVL 439’ opacimeter is 

adopted for transient tests. 

All of the abovementioned measurement devices are controlled by a PUMA 

Open 1.3.2 and IndiCom automation system. The CAMEO software is used for 

automatic tests, related for instance to design of experiments analysis. 

 

Table 3.2–  Main specifications of the tested engine 

Engine type 3.0L Euro VI 16V 

Displacement 2998 cm3 

Bore / stroke 95.8 mm / 104 mm 

Connecting rod 158 mm 

Compression ratio 17.5 

Valves per cylinder 4 

Turbocharger Single-stage with VGT 

Fuel injection system 
Common Rail, solenoid 
injectors 

 



 

 

 

3.3 Preliminary optimization of PCCI combustion mode 

3.3.1 Model based calibration methodology 

The increasing complexity of the phenomena involved in the engine technology 
makes the task of optimal calibration complex and challenging. As a result, there is 
a growing realization that model-based approaches, using modern Design of 
Experiments (DoE), statistical modeling and optimization techniques, can simplify 
and efficiently produce high quality calibrations for engines [77].  

First of all, properly designed experiments have to be planned, since 

experiments can be expensive and time consuming. For this purpose, DoE is an 

efficient technique and can lead to significant reduction of the empirical data 

collection at the test bench. Experiments are expressed in terms of ‘factors’, which 

are the independent input variables varied at each test point in order to understand 

the effect on the dependent parameters, known as ‘responses’ [78]. After the 

selection of the most influent factors, based on the physical knowledge of the 

system under investigation, specific values, or ‘levels’, have to be determined, in 

order to specify a ‘level-combination’ for each experimental test which has to be 

run at the test bench: therefore, basically, an experimental design can be represented 

as a matrix, where each row represents an experimental run and each column gives 

a particular factor level [79]. A work involving experimental designs can choose 

between different types of design of experiments, for example classical (which 

include full factorial, central composite designs, etc.), space-filling, and computer-

generated optimal designs [79]. In any case, the empirical tests obtained with DoE 

can be analyzed and provide proper data to create the statistical models that relate 

the experimental input factors to the measured response outcomes [80].  

 

Figure 3.2 - FPT F1C 3.0L Euro VI diesel engine installed on the dynamic test bench at 
the Politecnico di Torino. The rapid prototyping device can be seen on the right. 



The next steps are to choose an approximating model and a fitting method. 

Many alternative models and methods exist, but probably the simplest is the 

Response Surface Methodology (RSM), with the use of second-order polynomial 

models as response surface approximating functions and of the least squares 

regression analysis as fitting methods [78]. 

If the built regression models show a good fit, they can be used to generate the 

optimal calibration, applying optimization techniques in order to find which input 

values are needed to obtain certain outputs within a feasible area bounded by 

properly setting constraints [77, 79]. 

In this study, a “V”-optimal experimental design algorithm and optimization 

techniques [77, 79] were applied at different steady-state speed and torque 

conditions, in order to define optimum calibrations of SOI, EGR rate and boost 

pressure to run the engine under PCCI combustion mode, meeting various 

constraint criteria. In particular, the focus has been to reduce the smoke and NOx 

exhaust emissions from the engine accepting some penalties in terms of CO and HC 

exhaust emissions and bsfc. Results relative to one engine working point, namely 

at engine speed n = 1800 rpm and brake mean effective pressure bmep = 1 bar 

corresponding to 27 Nm in the tested engine, will be presented. 

3.3.2 Preliminary experimental analysis on PCCI combustion 

A preliminary test activity has been conducted in order to identify the main engine 
control variables which can be managed in order to obtain a PCCI combustion 
strategy.  

In a conventional diesel combustion the mixture ignites where the local 

equivalent ratio is between 4 and 2 [61], i.e. in fuel-rich conditions. The target of 

PCCI combustion strategies is to ignite the charge at much lower local equivalent 

ratios in order to reduce the formation of soot and to reduce the combustion 

temperature to avoid the formation of NOx: in fact, soot is produced for local 

equivalent ratios higher than 2 and for temperature ranging from 1500 K to 2500 K 

while NOx are produced for temperatures above 2200 K [81]. According to the 

known literature [54, 82, 83], the realization of PCCI combustion conditions 

basically deals with the increase of the ignition delay, i.e. of the time period between 

the start of ignition (SOI) and the start of combustion (SOC). During this time 

interval the injected fuel atomizes, vaporizes and mixes with air before reaching the 

auto-ignition conditions. The duration of the ignition delay depends on charge 

density, fuel and oxygen concentrations and in-cylinder temperature [55]. Given a 



 

 
certain engine working point, the oxygen concentration and in-cylinder temperature 

are strongly affected by the EGR rate. This definitely sets the EGR as the most 

important engine working parameter for the realization of PCCI combustion. 

Considering direct injection engines, SOI timing also plays an important role. 

PCCI combustion strategies usually deal with a very early [55-58] or late [59] 

combustion events. In the first case the in-cylinder charge density and temperature 

at SOI are relatively low, which increases the time available for the charge to mix 

but also increases wall impingement phenomena, while in the latter case (late 

injection) the fuel is injected just after the TDC with high charge density, which 

further requires additional EGR to increase the ignition delay. The potentialities of 

these two strategies with respect to the reduction of the local equivalence ratio and 

of the combustion temperatures are clearly shown in [84]. The fuel injection 

pressure may have an impact as well since it affects the fuel atomization process, 

but it also has an effect on the liquid length penetration and therefore on wall 

impingement. 

Moreover, a reduction in the intake air temperature and a pressure increase by 

means of the turbocharger would be beneficial to increase the ignition delay while 

reducing wall impingement [85]. Further improvements may be obtained by 

increasing the mixing rate through a design which enhances the swirl motion, and 

properly shaping the combustion chamber geometry and the injectors [58]. 

The experimental activity presented in this work was carried out on a commercial 

engine, with a defined geometry of the combustion chamber, of the injector flow 

path and of the turbo-group. Definitely the main engine control variables which can 

be used to manage PCCI combustion mode are the EGR rate and the injection 

timing. An early injection strategy with a single injection event has been chosen as 

starting activity. Furthermore, different levels of fuel injection pressure have been 

analyzed, but this variable has been found to have a minor effect in the considered 

range therefore it has not been taken into account in the following discussion. 

Preliminary tests were executed on the reference engine working points by 

gradually changing these variables with a “one-factor-at-time” (OFAT) approach 

[79]. The limit values of these variables which allow the realization of a PCCI-like 

combustion event have been then identified as a preliminary step for the DoE 

activity. Lower limits for SOI and EGR were set taking into account the trends in 

the engine-out concentrations of NOx and soot: in normal combustion these two 

pollutants have generally opposite trends, while in PCCI/HCCI combustion it is 

possible to obtain a simultaneous reduction of both of them. Higher limits for SOI 



were set to limit the increase of HC and CO emissions. The upper EGR rate limit is 

imposed by two phenomena: first, the increase of EGR rate above a certain amount 

generates high combustion instability and high cylinder-to-cylinder variations (due 

to the increase of the EGR unbalance); second, because the increase of EGR rate to 

very high values is obtained by wide opening the EGR valve and, at the same time, 

highering the engine backpressure by means of a dedicated flap valve, which 

degrades fuel consumption and, after certain levels, increases the combustion 

instability and the occurrence of misfiring due to the increased difficulties in 

managing the inlet and outlet flows from the cylinders. 

The results of the preliminary tests are discussed with reference to Figs. 3.3-3.7. 

All the data are referred to a single engine working point, namely 1800 x 1 (being 

the first number the engine speed in rpm and the second one the bmep in bar). The 

choice of this working point is due to the fact that the tested engine has not been 

design to run under PCCI operation so it became extremely difficult to achieve 

higher loads while maintaining a stable combustion performance at the same time. 

In addition, the production EGR cooler was not design to withstand such high levels 

of EGR mass rates in terms of cooling performance. Preliminary tests have been 

performed by means of exhaust flap position sweep, between 94.7 and 96.7 %, at a 

constant SOI level, between 16 and 30 °CA bTCD. In order to obtain the highest 

EGR rate at the maximum achievable value of boost pressure, the EGR valve has 

been kept wide open and the VGT rack was set to fully closed position. The rail 

pressure was kept constant at 580 bar. The engine-out pollutants are considered in 

terms of brake specific emissions, evaluated as the ratio between the pollutants flow 

rate and the brake power. For confidentiality reasons, the figures are normalized 

with respect to a reference condition, i.e. the engine values according to the base 

engine map featuring a conventional diesel combustion mode. Soot emissions are 

evaluated starting from the measurement of the filter smoke number (FSN) 

according to [86]. 

Fig. 3.3a shows the soot vs. NOx emissions for various values of SOI, where the 

SOI is expressed in terms of crank angle degrees before TDC (°CA bTDC), while 

Fig 3.3b correlates soot emissions with the EGR rate. At constant NOx emissions, 

soot is reduced by advancing the injection event due to the longer mixing time. 

Given a certain value of SOI, soot increases with decreasing NOx up to a certain 

point where soot start decreasing simultaneously with NOx. This is obtained for 

high EGR rates and the specific EGR value at which the standard trend is inverted 

depends on SOI. If the start of injection is set to 16 °CA bTDC this inversion does 

not occur even at the maximum possible EGR rate, therefore this condition cannot 



 

 
be considered suitable for PCCI combustion. For earlier injection events, e.g. when 

SOI occurs at 20 or 24 °CA bTDC, the simultaneous decrease of the two pollutants 

is obtained for higher EGR rates than 66%. Further advancing SOI, e.g. at 28 or 30 

°CA bTDC, the soot emissions are almost null and therefore the corresponding 

variations are not significant.  

 

 

On the other hand, Fig. 3.5a shows an increase in the brake specific fuel 

consumption with SOI due to an advance in the barycenter of combustion (ref. Fig. 
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Figure 3.3 - . (a) Soot vs NOx exhaust emissions at different SOI; (b) Exhaust soot 
emission vs EGR rate at different SOI 
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Figure 3.4 - . (a) Exhaust CO emission vs EGR rate at different SOI; (b) Exhaust CO2 
emission vs EGR rate at different SOI 



3.6a), while the effect of the increase in the EGR rate is in general not significant 

for the tested conditions.  

Moreover, the advanced injection in a low density and low temperature 

environment contributes to possible wall impingement and lean-charge pockets 

which determine an increase in CO (Fig 3.4a) and HC emissions which contributes 

to worsen the combustion efficiency. The HC emissions are not reported since they 

show a similar trend to that of CO, being HC roughly one fourth of CO: the increase 

in unburned hydrocarbons advancing the SOI reasonably may be also due to the 

increase in oil dilution phenomena and a general worsening of the fuel atomization 

process due to lower in-chamber density when the fuel is injected.  

Furthermore the dilution effect of EGR contributes to the increase of HC and CO 

emissions. In these conditions, being HC and CO emissions extremely high, CO2 

emissions (Fig. 3.4b) are not directly proportional to bsfc and tend to slightly 

decrease with the increase of the EGR rate for a given SOI value, although 

increasing the EGR rate produces an increase of the amount of CO2 in the intake 

gases.  

Figs. 3.5b-6 show the effect of EGR and SOI on the development of the 

combustion event in terms of barycenter of the mass fraction burned (MFB50), peak 

firing pressure (PFP) and combustion noise (CN). As a matter of fact, advancing 

the injection event cause an increase in the PFP while the increase in EGR slows 

the combustion development and reduces the corresponding PFP and the pressure 

rate, that highly affects the combustion noise (Fig. 3.6b); reduced variations are 

obtained for high values of EGR and high values of SOI. Furthermore, earlier SOI 

cause a shift of the combustion to lower crank angle values (as the MFB50 tends to 

be advanced), while the increase in the EGR rate tends to retard the combustion 

event; variations obtained changing the SOI for very early combustion events (e.g. 

curves related to SOI at 24, 28 and 30 degCA bTDC) are almost negligible. 

Therefore, a proper combination of the two control parameters can provide 

acceptable values of MFB50 (Fig. 3.6a). 



 

 

 

 

Referring to the density of the intake charge, it is worth underlying that in real 
working conditions the favorable reduction of the intake temperature and the 
increase of the boost pressure are competing with the increase in the EGR rate. In 
fact, the higher is the amount of exhaust gas recirculated in the intake manifold, the 
higher would be the temperature of the air-EGR mixture (Fig. 3.7a). Moreover, 
since the engine is equipped with a short-route EGR system, the higher is the EGR 
rate the lower is the flow rate through the turbine blades and – as a consequence – 
the lower would be the work available for compressing the fresh air and therefore 
the lower would be the boost pressure (Fig. 3.7b). 
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Figure 3.5 - (a) bsfc vs EGR rate at different SOI; (b) Peak firing pressure vs EGR rate at 
different SOI 
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Figure 3.6 - (a) MFB50 vs EGR rate at different SOI; (b) combustion noise vs EGR rate 
at different SOI 



 

3.3.2 Design of experiments and Model-based optimization of PCCI 

combustion 

According to the preliminary analysis above presented, the limit values of the input 
parameters for the execution of a DoE have been set and are reported in Table 3.3. 
The following input parameters were considered as the main ones appreciably 
affecting PCCI combustion: the rail pressure, the start of injection and the position 
of the backpressure flap valve to regulate the EGR rate, since the EGR poppet valve 
was fully open in all the PCCI working conditions. Given the limit values for each 
of these variables and provided a number of levels, a “V-optimal” design, which 
minimizes the values of the predicted error variance in the test plan, has been 
implemented by means of the Matlab software tool ‘MBC model’. A number of 32 
tests have been executed based on this DoE. Moreover a number of repetitions of 
the central point have been evenly run during the test plan in order to check possible 
drifts. 
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Figure 3.7 - (a) Intake manifold temperature vs EGR rate at different SOI; (b) Intake 
manifold pressure vs EGR rate at different SOI 

 

Table 3.3 - DoE inputs boundary values 

Input Lower Limit Upper Limit 

EGR flap position 85 95 

SOI (°CA bTDC) 18 30 

Rail pressure (bar) 500 700 



 

 
The following variables were considered as relevant parameters: bsfc, brake 
specific emissions (NOx, Soot, HC and CO), CN and MFB50. These have been set 
as output of the linear models which have been built fitting the experimental values 
as polynomial functions of the second order of the input control variables (rail 
pressure, SOI, EGR flap position). The Box-Cox transformation [87] has been 
applied where necessary in order to normalize the distribution of the residuals. 
Moreover the method of the “stepwise regression” [79] has been used to eliminate 
from the models those regressors which have a negligible effect on the output. 
Summary statistics of the obtained models are reported in Table 3.4. According to 
the reported statistical indexes the models show a good correlation with the 
experimental values. As an example of the results obtained with modeling, Fig. 3.8 
depicts the predicted bsfc versus the experimental one. A space-filling DoE [79], 
which allows to cover almost homogeneously the 3-dimensional space generated 
within the limits of the three input variables. The validation root mean square error 
(RMSE), obtained comparing the validation tests with the models, is also reported 
in Table 3.4 and is generally very similar to the model RMSE.  

 

 

Table 3.4 - Statistical summary for each response model 

Response model Parameters R2 R2 

adjusted 
PRESS 

R2 
PRESS 
RMSE 

RMSE 
Validation 

RMSE 

bs HC (g/kWh) 8 0.960 0.951 0.933 0.161 0.140 0.184 

bs NOx (g/kWh) 8 0.994 0.992 0.989 0.346 0.268 0.282 

bs CO (g/kWh) 8 0.983 0.980 0.973 1.071 0.879 0.633 

bs Soot (g/kWh) 10 0.880 0.837 0.749 0.002 0.001 0.001 

bsfc (g/kWh) 8 0.938 0.925 0.913 2.537 2.392 3.616 

CN (dB) 7 0.977 0.973 0.957 0.132 0.106 0.095 

EGR rate (-) 6 0.996 0.995 0.994 0.411 0.369 0.494 

MFB50 (°CA) 8 0.998 0.997 0.995 0.190 0.148 0.177 

 

Figure 3.8 - bsfc: predicted vs. experimental values 



Once the predictive models have been validated, a model-based optimization 

of the PCCI combustion in the studied engine working point has been realized. 

Different optimization strategies have been used and tested for comparison. In 

particular, the focus has been set on the minimization of the NOx emissions or of 

the bsfc, possibly setting some upper boundaries to other output parameters. A 

‘conjugated gradient optimization’ method has been adopted in case of single-

objective optimizations, while multi-objective optimizations have been computed 

employing a Normal Boundaries Intersection (NBI) algorithm. Details on the 

settings used for the various optimizations are reported in Table 3.5. 

 

Figs. 3.9-3.12 show a comparison between the optimized PCCI combustion 

modes with the base engine calibration featuring a conventional diesel combustion 

mode. The figures are referred to the results of the experimental tests executed on 

the base of the model-based optimization.  

The first and second optimizations (Opt 1 and Opt 2) are obtained minimizing 

the NOx emissions, which produced a reduction of the NOx brake specific 

emissions of more than 90% with respect to the base calibration (Euro VI) and a 

smokeless combustion thanks to an increase of the EGR rate to more than 60%. On 

the other hand, CO and HC emissions increase more than 2 times and 8 times with 

respect to the reference, respectively. Although the bsfc increases by 13% due to an 

advance of the barycenter of the combustion of more than 11 °CA.  

Table 3.5 - Euro VI point and optimization points parameters 

Point 
EGR 
valve 

EGR flap SOI 
Rail 

pressure 
Minimization Constraints 

 (%) (%) (°CA bTDC) (bar)  (-) 

Euro VI 100 71.4 6.9 583   

Opt 1 100 95.0 30 700 NOx  

Opt 2 100 95.0 30 500 NOx CO/COREF < 8.5 

Opt 3 100 91.5 18 500 bsfc 
NOx/NOX,REF < 0.5 

Soot/SootREF < 0.4 

Opt 4 100 95.0 21 500 
NOx 

bsfc 

HC/HCREF  < 2 

Soot/SootREF < 0.2 

 



 

 
The third optimization has been computed in order to minimize the brake 

specific fuel consumption and results to be the best trade-off obtained for the tested 

conditions: in this case it is possible to reduce the NOx emissions by 60% and the 

soot by more than 80%, while the bsfc penalty is roughly lower than 10%, the 

increase in CO is contained to less than 3 times and the HC emissions are almost 

the same as the reference condition. According to the model-based optimization 

results, the fourth optimization point should minimize at the same time NOx 

emissions and bsfc while limiting HC and soot emissions to constrained levels.  
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Figure 3.9 - NOx and soot brake specific emissions: comparison between the base EU VI 
calibration and the optimized PCCI points 
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Figure 3.10 - HC and CO brake specific emissions: comparison between the base EU VI 
calibration and the optimized PCCI points. 



Experimental tests showed that the NOx levels are even lower than Opt 1 and 

Opt 2, while the bsfc is slightly higher than in Opt 3, and HC and CO are 

considerably lower with respect to Opt 1 and Opt 2 but much higher than Opt 3. 

Soot emissions are reduced by 46% with respect to the base point, but definitely far 

from the target of a PCCI-like combustion.  

 

 

(a) (b) 

Figure 3.11 - bsfc and MFB50: comparison between the base EU VI calibration and the 
optimized PCCI points. 

 

(a) (b) 

Figure 3.12 - Combustion noise and EGR rate: comparison between the base EU VI 
calibration and the optimized PCCI points.. 

 

 



 

 
In all the tested conditions the combustion noise is considerably higher than in 

the reference condition, with an increase from 11.7 to 13.1 dB, which is in part due 

to the fact that the PCCI tests have been performed with a single injection strategy 

while the Euro VI calibration uses a triple injection strategy in the considered 

engine point. Moreover the advance in the combustion event and the longer ignition 

delay have to be accounted for as additional causes for the increase in combustion 

noise. 

3.4 Application of combustion control techniques 

3.4.1. Preface 

The potentialities of LTC/PCCI combustion mode applied to the low speed – low 
load region on a diesel engine designed for a standard combustion mode have been 
discussed in the previous chapter by means of an optimization on steady-state tests 
performed according to design of experiments. The current version of the engine 
does not allow the operation in non-conventional combustion mode in a wide area 
of the map, while dedicated hardware modifications are going to be implemented 
in order to allow the calibration of PCCI combustion up to medium engine loads 
and on the whole engine speed range. 

In this section, the effects of both model-based and pressure-based combustion 

controls are analyzed under steady-state and transient operations and compared to 

the standard map-based control. As a preliminary assessment of the developed 

techniques, most of the tests here presented refers to the application of the 

abovementioned models to traditional diesel combustion, while a set of steady-state 

tests also involved PCCI combustion mode operations. The robustness of the 

controls has been assessed in order to evaluate the effectiveness in different 

working conditions, such as considering different EGR rates and SOI, varying the 

fuel composition and disturbing the in-cylinder pressure signal during steady-state 

tests.  

3.4.2 Pressure-based and model-based techniques for MFB50 

control  

The standard ECU calibration relies on a map-based approach, i.e. quantities 

are interpolated from look-up tables that mainly depend on the estimated fuel 

injected quantity (which is related to the engine load), the engine speed and other 

measured quantities, such as the intake air mass and the boost pressure. In 

particular, SOI maps depend on the total injected quantities and on the engine speed 



as well as on the number of pilot injections. When transient operations are 

considered, the ECU applies several corrections to take into account of the delays 

in terms of injection pressure, boost pressure, EGR etc. Anyway, when SOI and 

ignition delay are no longer directly correlated, e.g in PCCI combustion mode, a 

new calibration of SOI would be necessary in order to achieve a correct MFB50 for 

all conditions, and transient operation corrections would become less effective. The 

calibration task would be much more time consuming and less robust compared to 

approaches that are able to control directly the MFB50, such as pressure-based and 

model-based controls. 

The pressure-based control for the MFB50 stems from the measurement of the 

time-history of the in-cylinder pressure in the combustion chamber. The actual 

MFB50 value is obtained from the net energy release Qnet, which in turn is evaluated 

from the measured instantaneous in-cylinder pressure p and chamber volume V, on 

the basis of a single-zone approach, as follows: 

net
1

dQ pdV Vdp
1 1



 
 

 
                        

where  = cp/cv = 1.37. To have a short computational time a constant value of 

 is chosen, even if, in a more refined calculation,  would depend on the 

composition of the burned gas [71]. The integration of the dQnet provides the net 

heat release profile Qnet, which is then normalized to its maximum value in order to 

get the mass fraction burned curve Xb and in particular to evaluate the MFB50, i.e. 

the crank angle at which the mass fraction burned is equal to 0.5. The evaluated 

cycle-by-cycle MFB50 is compared to the MFB50 target (i.e., MFB50tgt) and the 

error between the target and the actual value is calculated. The SOImain of the 

following cycle is then adjusted in order to minimize the MFB50 error, according 

to a closed-loop procedure described into details in [88]. In order to avoid instability 

problems of the controller, the entity of the correction on SOImain is generally lower 

than the MFB50 error. As all the cylinders are instrumented with piezoelectric 

transducers, the MFB50 error calculation and the SOI correction can be performed 

not only cycle-by-cycle but also cylinder-by-cylinder. 

The model-based control implements a procedure that evaluates a low-

throughput predictive heat release curve based on a refined version of the 

accumulated fuel mass (AFM) approach [88]. As the MFB50 is not measured but 

estimated, the model is therefore of the open-loop type. The AFM approach 

considers, at any time instant, that the rate of chemical energy released by the fuel 



 

 
is proportional to the energy associated with the in-cylinder accumulated fuel mass, 

i.e. the difference between the chemical energy of the injected fuel mass and the 

fuel released chemical energy. The model was assessed on steady-state tests 

evaluated on the considered engine (cf. the section experimental setup). In 

particular, a complete engine mapping (made up of 126 tests at different speeds and 

loads) and 12 EGR sweeps were considered. Therefore, the model is capable of 

predicting the effects of variations in engine speed, load and intake oxygen 

concentration on MFB50. The root mean square error (RMSE) between the 

predicted and the experimental MFB50 was around 0.8 °CA. The control is 

performed by means of the model inversion. The combustion predictive model is in 

fact able to simulate the heat release and the consequent MFB50 for a considered 

set of injection parameters and working conditions. The inverted model receives as 

an input the desired MFB50 target, and provides as output the corresponding SOImain 

value that allows to obtain the desired target, adopting an iterative procedure with 

a fixed number of three iterations [88], capable of providing the desired SOImain 

with an uncertainty lower than 0.2 °CA. 

An overview of the three models is reported in Table 3.6. 

 
Rapid Prototyping setup 

The rapid prototyping (RP) setup is aimed at running new control strategies 

bypassing only the corresponding original ones present in the ECU, thus avoiding 

the need of completely reprogramming the ECU. For this purpose, an ETAS ES910 

RP device has been used to implement the MFB50 controls. The control algorithms 

were developed in Simulink and were deployed on the ETAS ES910 using the 

Table 3.6 - Overview of the considered controls. 

Control 
type 

Features 

Map-based 
Standard ECU control based on SOI look-up 
tables.  

Pressure-
based 

Closed-loop control on MFB50 evaluated 
cylinder-by-cylinder from the pressure signal. 

Model-
based 

Open-loop control on MFB50 calculated from 
a predictive heat-release model. 

 



ETAS Intecrio software tool. In order to protect the engine, the functionalities of 

the new developed controls were initially tested in a Hardware-in-the-Loop 

configuration in which the RP device was connected to a real-time engine emulator 

running on a NI PXIe-8135 device [88]. In a following step, the RP device was 

directly connected to the engine ECU (see Fig. 3.2). 

With reference to the setup for the pressure-based technique (Fig. 3.13a), a 

Kistler Kibox is used to calculate from the pressure signals acquired in all the 

cylinders the cycle-by-cycle real-time MFB50, using a single-zone model. The 

MFB50 values are sent in real-time to the RP device via CAN communication. The 

pressure-based control technique running on the RP device calculates the cycle-by-

cycle SOImain values needed to match the actual MFB50 for each cylinder to the 

target value. Then, it sends the updated SOImain values to the engine ECU for each 

injector via ETK communication, thus bypassing the SOImain values evaluated by the 

map-based control. 

As far as the model-based technique setup (Fig. 3.13b) is concerned, the RP 

device receives the input signals needed for the low-throughput heat release model 

from the ECU via ETK. Then, the control algorithm calculates the SOImain value, 

equal for all the cylinders, that allows the target MFB50 value to be reached, and 

sends this value to the ECU via ETK, thus bypassing the standard values derived 

from the ECU look-up tables. 



 

 

 

3.4.3 Results and discussion 

The experimental activity on the FPT F1C 3.0L Euro VI diesel engine was 
performed under steady-state and transient conditions with the map-based control, 
the pressure-based and the model-based controls above described. The steady-state 
tests were relative to: 

 Complete engine mapping with the three controls; 
 SOI/MFB50 sweeps for three engine operating points with the map-based 

and the pressure-based control; 
 EGR sweep up to reach unstable conditions under PCCI combustion mode 

for the map-based and the pressure-based control; 
 Tests with different fuels, i.e. diesel, a 50%/50% blend diesel/JetA1 and a 

100% JetA1 fuel; 
 Tests with a disturbed pressure signal to simulate a degradation of the 

pressure signal or a pressure transducer of a lower quality; 
 Tests with a reduced flow injector installed in one of the cylinders. 

 

Figure 3.13 - Scheme of the RP setup for the pressure-based (a) and model-based (b) 
MFB50 control techniques. 



The transient tests were relative to fast load and speed ramps and to World 

Harmonized Transient Cycle (WHTC). 

Engine mapping 

The engine mapping tests were relative to about 85 engine points and were 

executed for each of the three controls at the following speeds: 850, 1000, 1200, 

1400, 1600, 2000, 2500, 3000, 3500 rpm and the following loads: 7%, 12%, 25%, 

37%, 50%, 62%, 75%, 87% and 100% of the maximum torque at each speed (Fig. 

3.14). 

 

The considered tests practically showed the same values in terms of bsfc and 

specific emissions (CO, HC, NOx and soot) measured upstream of the after-

treatment device and calculated from the emission analyzers. Therefore, pressure-

based and model-based controls provided results aligned to the ones of the map-

based calibration. In order to highlight the influence of the three controls on engine 

combustion stability, results pertaining to the coefficient of variation (CoV) of imep 

and PFP were analyzed. CoVimep cyl and CoVPFP cyl were evaluated cylinder-by-

cylinder considering 100 consecutive cycles for each cylinder, while when referring 

to CoVimep eng and CoVPFP eng, 400 pressure cycles, 100 cycles per cylinder, were 

evaluated. Therefore, CoVimep cyl and CoVPFP cyl take into account the cyclic 

variability, whereas CoVimep eng and CoVPFP eng can be thought as parameters that 

encompass both cycle-by-cycle and cylinder-by-cylinder variability. The highest 

values of CoVimep, both considering each cylinder and the whole engine, are around 

4% at the lowest loads whereas at high loads they become even lower than 1% 

considering the map-based control, thus showing a really stable cycle-by-cycle and 

cylinder-by-cylinder behavior of the engine in all working conditions. The high 

 

Figure 3.14 - Engine working points selected for engine mapping tests 
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cylinder-by-cylinder engine stability with the map-based strategy can be partially 

justified considering a very low dispersion of the EGR rate among the cylinders in 

most of the map, thanks to a proper design of the intake system specifically intended 

to reduce the EGR unbalance. As an example, Fig. 3.15 shows the EGR unbalance 

(evaluated according to [89]) relative to cylinder #1. This technique applies an 

enthalpy balance to the air and EGR flows which are mixing in the manifold: 

ṁ���c�,���(T��� − T���) = 	 ṁ���c�,���(T��� − T���) 

from which it is possible to obtain: 

X��� = 	
ṁ���

ṁ��� +	ṁ���
= 	

(T��� − T���)

(T��� − T���) +
(T��� − T���)

c�,���
c�,���

 

where T��� is the temperature of the air flow before mixing with EGR, T��� is 

the temperature of EGR before mixing with air and T��� is the temperature of the 

air-EGR mixture in the manifold. Applying  to each single cylinder, i.e. considering 

the temperature in each runner or just upstream of the intake valves of each cylinder 

instead of the average manifold temperature, the EGR rate for each cylinder can be 

calculated. 

 

 

 

Figure 3.15 - EGR unbalance in the first cylinder with the map-based ECU strategy, 
evaluated as the difference between the cylinder-by-cylinder EGR rate and the average 
one, basing on the temperature of the intake air for each cylinder. Similar figures are 
obtained on the other cylinders 
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The CoVimep cyl and CoVPFP cyl showed similar values for the three controls. 

However, in the case of pressure-based control an appreciable decrease in the 

CoVPFP eng was generally found, especially at medium-high loads and speeds.  

More in detail, Fig. 3.16a, b, c show the CoVPFP eng as a function of the engine 

load, comparing the three controls at three different engine speeds. For medium to 

high loads, it can be noted that the pressure-based control allows to achieve a 

reduction of the CoVPFP eng when compared to the other controls. As the cycle-

by-cycle variability of PFP was verified to be low and very similar for all the 

controls, a reduction of CoVPFP eng can be mainly ascribed to a lower dispersion 

of PFP among cylinders. This is due to the fact that the pressure-based control sets 

the same MFB50 target for each cylinder, so that the angular position of PFP among 

cylinders results to be less scattered when compared to the other control methods. 

In other words, the pressure-based model can provide the potentiality to reduce 

cylinder-by-cylinder variations related to PFP by keeping the same MFB50 target 

for each cylinder. The effect of the implemented strategies on the cylinder-by-

cylinder combustion timing can be observed with reference to Fig. 3.16d, which 

reports the difference between the maximum and the minimum MFB50 (averaged 

on 100 cycles) among the cylinders as a function of the brake mean effective 

pressure (bmep), comparing the map-based strategy to the pressure-based and to 

the model-based methods.  

The graph reports the results obtained for various engine loads at 2000 rpm; 

similar trends are obtained for the other engine speeds. In particular, it can be noted 

that the combustion timing is not controlled at all when the map-based control and 

in the model-based are implemented, resulting in a maximum spread of 0.8 °CA 

between the cylinder which shows the most advanced combustion event and the one 

in which the combustion tends to be more retarded. On the other hand, the pressure-

based method shows practically no cylinder-by-cylinder fluctuations, since the 

MFB50 is set to the same value for each cylinder. The dispersion of MFB50 

between cylinders affects the dispersion of the angular position of PFP as well, thus 

increasing the afore-mentioned dispersion of CoVPFP eng among cylinders. 

As a consequence of setting the same MFB50 target for each cylinder, the 

pressure-based control provided a slightly more uniform distribution of CN among 

cylinders, which is affected by the maximum value of the pressure derivative, and 

thus by the combustion timing. For instance, the cylinder that shows a more retarded 

MFB50 with respect to the other ones, will produce less noise since the combustion 

is shifted towards the expansion phase and the pressure derivative tends to decrease. 

As an example, Fig. 3.17 shows the results relative to a speed section at 2000 rpm 



 

 
and different loads. However, the difference in terms of emissions was practically 

negligible, as can also be seen considering for example engine-out soot and NOx 

emissions for the speed section at 2000 rpm, reported in Fig. 3.18. For 

confidentiality reasons emissions are reported in adimensional units, referring the 

values to the ones measured at bmep = 1 bar for the map-based control. 

Similar results were found at different speed sections and load sections. The 

improved cylinder-by-cylinder uniformity is obtained although the EGR unbalance 

does not vary between the two controls (map-based and pressure-based): this shows 

that the cylinder-by-cylinder SOI correction applied through the pressure-based 

strategy allows a more precise control of the in-cylinder conditions regardless from 

other parameters which would normally affect the development of the combustion.  

 

a) CoVPFP eng at 850 rpm 

 

b) CoVPFP eng at 2000 rpm 

 

c) CoVPFP eng at 3000 rpm 

 

d) MFB50 dispersion at 2000 rpm 

 

Figure 3.16 - Coefficient of variation of the peak firing pressure evaluated for the whole 
engine (a, b and c) and amplitude of the dispersion range of the MFB50 (d) on engine 
mapping tests: comparison among the map-based, the pressure-based and the model 
based controls. CoVPFP eng is shown on tests at various engine loads for three different 
engine speeds: a) 850 rpm; b) 2000 rpm; c) 3000 rpm. The dispersion of the MFB50 (d) 
is reported for 2000 rpm for various engine loads. 
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SOI/MFB50 sweeps 

In the SOI/MFB50 sweep tests the map-based control and the pressure-based 

one were compared. At two different working points, namely 1400×4.4 (the number 

before the × symbol represents the engine speed in rpm whereas the other number 

is the bmep in bar), 3000 rpm at full load, a trade-off of SOI was considered for a 

single injection pattern (i.e. the pilot injections were disabled) for the map-based 

control and the corresponding values of MFB50, averaged on 100 cycles for each 

cylinder, were calculated. In the pressure-based control the average of the 4 values 

of MFB50 of the map-based control was set as a target for the pressure-based 

control.  

 

Figure 3.17 - Amplitude of the dispersion range of the combustion noise vs. engine load 
at 2000 rpm: comparison among the map-based strategy, the pressure-based control 
strategy and the model based one. 
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Figure 3.18 - Brake specific soot and NOx emissions at 2000 rpm: comparison among the 
map-based strategy, the pressure-based control strategy and the model based one. The 
values are reported in adimensional units, referring all the values to the ones measured at 
bmep = 1 bar for the map-based control. 
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The model-based method was not considered because the model was calibrated 

considering the base engine mapping at standard SOI and multiple injection pattern. 

A model-based control could be applied only after having acquired all the tests 

necessary for the calibration of the model in these working conditions.  

As for mapping, similar results were obtained in terms of bsfc and emissions, 

as can be noted in Fig. 3.19, which reports engine-out soot and NOx emissions in 

adimensional units, in which all the values are normalized according to the values 

measured at the reference SOI (the lowest value) for the map-based control. Also 

in these tests, a reduction in the CoVPFP eng was obtained by the pressure-based with 

respect to the map-based control, as shown in Fig. 3.20. On the other hand, similar 

dispersions in terms of CN were found applying the two controls, which cannot be 

compared to the results shown on the engine mapping since the former were 

performed with a triple-injection strategy while the latter presented a single 

injection. 

 

 

 

Figure 3.19 - Brake specific engine-out soot and NOx emissions at 1400×4.4 and 3000 at 
full load (bottom): comparison between the map-based and the pressure-based control 
strategy. 
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EGR sweeps in PCCI combustion mode 

Some PCCI tests were carried out as a preliminary test campaign, as the new 

release of the engine is designed to work under PCCI combustion mode. The 

comparison involved original control and pressure-based model. The tests were 

performed at 1600×2.2 with a high EGR (>60%) ratio and an advanced (in the 

compression stroke) single injection pattern in order to obtain a PCCI combustion 

regime. In order to achieve such high EGR rates, the EGR poppet valve was kept 

fully open and the flow rate of the recirculated exhaust gas was increased by raising 

the engine backpressure (i.e., the pressure difference across the EGR poppet valve) 

by means of the actuation of the already mentioned exhaust flap placed downstream 

of the turbine.  

Tests were performed in the following way: in the original control, the SOI was 

fixed at 23 °CA bTDC, while in the pressure-based model MFB50 values were set 

to the average value from the different cylinders obtained during EGR sweep tests 

with map-based control. In both control modes, the EGR sweep was performed by 

progressively closing the exhaust flap, until combustion instability was reached. 

Table 3.7 summarizes the conditions of the performed tests, where the SOI 

values in the case of the pressure-based method were obtained as a result of the 

strategy once set the target MFB50 (notice that a 100% exhaust flap position 

corresponds to a totally closed flap). Due to the specific combustion mode 

 

Figure 3.20 - Coefficient of variation of the peak firing pressure evaluated for the whole 
engine on SOI sweep tests for two engine points: comparison among the map-based 
strategy and the pressure-based control strategy. 
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implemented, soot and NOx values were close to zero in every test condition, while 

similar values of bsfc, CO and HC were obtained for both controls, as it has been 

obtained in the previous tests.  

A detailed analysis on the effects of the PCCI combustion mode on the engine-

out emissions is not reported here since it is out of the scope of this section. A more 

detailed study has been carried out on this topic in Chapter 3.4. A similar approach 

will be applied on the new engine version designed for PCCI, aiming to exploit the 

benefits of this mode up to mid-high engine loads and high engine speed while 

reducing the drawbacks. 

 

CoVimep eng and CoVPFP eng were lower for pressure-based, with a lower CN 

dispersion among the cylinders. With reference to Fig. 3.21a and 3.21b, it can be 

observed that similar values are obtained with the two controls for the lower-end of 

the considered working range, while significant reductions are obtained for higher 

values of the flap position, i.e. in the conditions in which the combustion tends to 

be more unstable. As a consequence, pressure-based control also allowed to operate 

the engine with the flap in a more closed position, by maintaining the engine 

working point limit more stable. This allow to obtain a stable combustion even with 

large EGR rates in PCCI operation, which increases the chances of application of 

this combustion mode as a mean to reduce in-cylinder formation of NOx e PM. 

Moreover, a significant reduction on the dispersion in the combustion noise CN is 

observed, as depicted in Fig. 3.21c: for each point the difference among the cylinder 

which shows the maximum CN and the one with the minimum CN is reported.  

Table 3.7 - Test conditions for EGR sweeps in PCCI combustion mode. 

.  

Map-based

Cyl #1 Cyl #2 Cyl #3 Cyl #4

94.5% 23 0.1 23.5 23.2 23.1 21.6

95.0% 23 1.8 23.7 23.2 23.1 21.2

95.2% 23 3.2 23.8 23.1 23.0 20.9

95.3% 23 4.3 23.6 22.8 22.7 20.5

95.4% 23 5.1 23.5 22.6 22.6 20.3

95.5% 23 6.6 23.9 22.7 22.6 20.3

95.5% 23 7.5 23.4 22.3 22.2 19.9

95.6% unstable 7.5 27.4 25.1 25.1 22.3

SOI (°CA bTDC)

Pressure-based

target 

MFB50 

(°CA 

SOI       

(°CA 
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Exhaust 
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(a) 

 
b) 

 

(c) 

 

Figure 3.21 - Coefficient of variation of the peak firing pressure (a) and of the indicated 
mean effective pressure (b) evaluated for the whole engine, and amplitude of the 
dispersion range of the combustion noise (c) on EGR sweep tests in PCCI combustion 
mode: comparison among the map-based strategy and the pressure-based control strategy. 
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Disturbed pressure signal 

A sinusoidal noise has been added to the pressure signals in order to replicate 

the behavior of a low-quality or aged in-cylinder pressure transducer and check 

whether the pressure-based model could still control properly the SOImain. The 

resulting disturbed pressure signals were sent to the indicating device, namely 

Kistler Kibox, which calculates the MFB50. To compute the MFB50, the pressure 

signal is filtered out by means of a moving average filter, then the HRR curve is 

calculated and integrated to get the crank angle corresponding to the 50% of burned 

mass. In order to check the stability of the pressure-based control different 

sinusoidal disturbances, in particular 3 amplitudes – 0.7 bar, 1.4 bar, 2 bar – and 4 

frequencies – 4 kHz, 5kHz, 6kHz, 7kHz, have been added to the pressure signal of 

every cylinder. Tests were performed for several working points setting the highest 

amplitude signal (i.e. 2 bar) within the selected range. Fig. 3.22 depicts the clean 

and disturbed signal for cylinder #1 and the corresponding fraction of burned mass. 

It was verified that the value of the resulting MFB50 is affected in a minor way by 

the disturbance, hence the pressure-based control preserves its stability even for this 

condition.  

 

 

Figure 3.22 - Example of mass fraction burned Xb (a) and pressure trace (b) for cylinder 
#1 in the case of clean signal (black solid line) and disturbed one (red solid line). Engine 
working point 1400×4.4. Sinusoidal disturbance with amplitude = 2 bar and frequency = 
7 kHz. 
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Jet fuel 

Blends of Jet A1 and conventional diesel fuel (according to EN 590 

regulations), whose main properties are listed in Table 3.8, have been fed to the 

engine to evaluate the robustness of controls. Engine mapping tests have been 

performed using 50%/50% blend diesel/JetA1 and a 100% JetA1 fuel implementing 

the three different controls. In addition a sweep of SOI/MFB50 was performed at 

1400×4.4 comparing the map-based control with the pressure-based one. Although 

tests with different fuels did not provide appreciable differences among the controls 

in terms of performance and emissions, it has to be highlighted that the MFB50 is 

slightly influenced by the considered fuel, as depicted in Fig. 2.23 that reports the 

mean MFB50 versus SOI for the three considered fuels at the working point 

2000×9. 

 

The aim of these test was to check if the control methods were able to sustain 

a change in the fuel fed to the engine, since Jet A1 fuel has a lower price compared 

with diesel, so that it can be a cost-saving solution, especially for heavy-duty 

applications. The pressure-based control results still stable, proving its flexibility 

when different kinds of fuels are being fed to the engine. Therefore, considering 

that the differences among the tested fuels are appreciable (Table 3.8), the stability 

of the pressure-based control results of interest: injecting different fuels with a map-

based calibration may bring to a variation in the combustion process which may 

 

Figure 3.23 – Mean MFB50 versus SOI for the three tested fuels. Engine working point 
2000×9.  



 

 
affect combustion stability and emissions. On the other hand, the pressure-based 

technique, by controlling the MFB50, allows to keep the same evolution of the 

combustion process whichever are the boundary conditions, e.g. the fuel 

properties/composition. 

 
Injector with reduced flow 

A faulty injector (flow reduced by around 5%) has been mounted on cylinder 

#1 and a SOI sweep was performed at the two working points 1400×4.4 and 2000×9 

with the map-based control and the pressure-based one. The aim of this tests was to 

replicate the behavior of a slight difference in terms of flow rate that can derive 

from ageing of the injector and consequently to test if the pressure-based control 

was still able to provide a good performance with respect to the map-based control. 

Unfortunately, no appreciable differences were found for with respect to the 

original injector, due to the similar nominal flow rates between the standard and the 

reduced flow injector. In other words, a difference of 5% on flow rate is not enough 

to highlight possible differences of performance between the two tested controls. 

Transient Analysis 

The transient analysis hereby proposed is based on the results obtained on 

engine load ramps at two different engine speed levels, namely 1400 rpm and 2000 

rpm, and on WHTC (Fig. 3.24).  

A preliminary analysis was performed to check the influence of speed, load and 

a combination of them on SOImain and MFB50 and therefore the engine behavior on 

ramps of a progressively reduced time, i.e. 10, 5, 3 s. Since the MFB50 does not 

vary significantly with the engine speed (Fig. 3.25), the influence of a speed 

Table 3.8 - Main properties of Jet A1 and diesel EN590 fuels. 

Property Units Jet A1 Diesel EN 590 

Cetane number - - 53.1 

Flash Point °C 55 70 

Density at 15 °C kg/m3 797 844 

Viscosity at 40 °C mm2/s 1.241 2.860 

Lower heating value MJ/kg 43.3 43.4 



variation was negligible on SOImain variation. Therefore, in a successive step only 

fast load ramps were considered at two different speeds. The slope of the ramps 

were chosen to be comparable with a fast transient cycle as in WHTC. 

 

 

As previously stated, the map-based calibration implemented in the ECU sets 

SOImain through look-up tables according to engine speed and load, expressed as 

 

 

Figure 3.24 - WHTC (blue markers), load ramps (red markers) and full load curve (black 
solid line). 
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Figure 3.25 - Average MFB50 among cylinders as a function of engine speed and bmep 
on engine mapping tests. 
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injected fuel per cycle. Afterwards, if a load-increasing transient maneuver is 

detected, a correction on SOImain is applied taking into account the actual prail and 

boost pressure in order to avoid huge increase of smoke and excessive in-cylinder 

pressure. Considering the performed transient tests, this correction also produces a 

significant reduction of NOx. In order to perform a coherent comparison between 

map-based control and the new ones here proposed, based on MFB50, the transient 

correction of the original calibration was bypassed, because at the current 

development status the pressure-based and model-based controls do not perform a 

dynamic correction based on other engine variables (e.g. prail and boost pressure). 

Therefore, when talking about the map-based calibration in this section it is meant 

the calibration without the transient correction, bypassed by setting the SOImain 

referring to the steady-state map by means of the RP device. 

A portion of the performed ramps is depicted in Fig. 3.27 in which the SOImain 

and MFB50 are reported for the map-based control (Fig. 3.27b) the pressure-based 

control (Fig. 3.27c) and the model-based control (Fig. 3.27d). In all the graphs of 

Fig. 3.27, the orange thick line represents the MFB50 target relative to the pressure-

based control, whereas the thin colored lines close to it represent the actual MFB50 

values for the different cylinders. The SOImain indicated with the thick red line in 

all the graphs represents the SOI of the main injection evaluated interpolating the 

steady-state map. For the map-based control (Fig. 3.27b), this corresponds to the 

SOImain actuated in all the cylinders, while when the pressure-based control (Fig. 

3.27c) is applied, the actual cylinder-by-cylinder SOImain varies with respect to the 

map-based one (as indicated by the different colored lines close to the thick red one) 

in order to match the MFB50 target. In the model-based control (Fig. 3.27d) the 

SOImain, reported with a green thin line, is calculated by means of the implemented 

strategy based on the estimated MFB50. It can be observed that the pressure-based 

model allows to limit the dispersion of the cylinder-by-cylinder MFB50 with 

respect to the target one, although – differently from what highlighted by steady-

state tests – the target is not perfectly matched due to the highly dynamic nature of 

the transient operation. To further highlight this effect, Fig. 3.26 shows the 

amplitude of the cylinder-by-cylinder variation of the MFB50 in transient 

operation: with pressure-based control, the dispersion is less spread around a lower 

mean value compared to the map-based control. Still concerning the MFB50, the 

model-based control showed a similar cylinder-by-cylinder variation bandwidth as 

in the map-based control due to the absence of a cylinder-by-cylinder SOImain 

control. Moreover, it shows an undershoot behavior of the set SOImain at the 

beginning of the load ramp and an overshoot after it (Fig. 3.27d) possibly due 



uncertainties in the real-time estimation of the intake O2 necessary for the control 

[88] during high transient operation. 

The values of fuel consumption are virtually unaffected by the considered 

control. Possible variations in terms of HC were difficult to be estimated as the 

integral value obtained at the end of the transient test was quite low (around 0.5 g 

upstream of the after-treatment device at the end of WHTC). Values of CO showed 

a certain dispersion among different repetitions, however pressure-based and 

model-based controls showed lower values up to 6% with respect to the map-based 

control. As far as NOx are concerned, the model-based control generally showed an 

improvement around 1.5% with respect to the map-based one, whereas a no definite 

trend was always found for the model-based control. These results are obtained as 

average on the cumulated emissions along 5 repetitions of the considered maneuver. 

The reasons for a decrease in NOx can be ascribed to possible EGR delay difference 

between transient and steady-state conditions, especially when a decreasing load 

ramp is considered, and dispersion among the cylinder not accounted for by the 

map-based calibration. 

In general, this confirms that the proposed controls are always comparable to 

the standard map-based one in terms of fuel consumption and emissions, without 

any detrimental effect on the conventional combustion. Moreover in some cases 

some minor positive effects have been shown. This encourages the research in this 

field toward the application of this methodology to transient operation in PCCI 

combustion mode, where larger benefits are expected due to the significant 

improvements achievable on combustion stability. Furthermore, the pressure-based 

control technique allows to reduce the time needed for engine calibration and 

improves the combustion quality with engine ageing thanks to its ability to auto-

compensate for any time drift or for other random or systematic variations in the 

boundary conditions with respect to reference ones, and therefore is considered of 

interest also for conventional combustion modes. 



 

 

 

 

Figure 3.26 - Amplitude of the variation range of the MFB50 and related mean MFB50 
variations during transient operations: comparison between the map-based (a, without 
SOI correction) and the pressure-based (b) controls. 
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Figure 3.27 - Transient analysis: part of the reference load variation profile at 1400 rpm 
(a) and related MFB50 and SOImain values: comparison among the map-based (b, 
without SOI correction), the pressure-based (c) and the model-based (d) controls. 
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3.5 Final remarks 

In the first part of this chapter the potentialities to simultaneously reducing Soot 
and NOx emissions in diesel engine with a PCCI combustion mode have been 
presented for a low load working point, namely at engine speed equal to 1800 rpm 
and load to 1 bar . The main outcomes for the considered working point, but that 
can be extended to other low load points, are summarized as follows: 

 PCCI combustion is obtained with a proper combination of high EGR 

levels and advanced combustion. A lower SOI than 16 °CA bTDC is not 

able to let the engine enter the PCCI combustion mode independently of 

the EGR level; 

 It was possible to simultaneously reduce engine out NOx and soot of 90% 

and 99%, respectively, of the base point values. 

 Reduction in NOx and Soot are always related to important increase in 

HC and CO due to advanced injection in a colder and low density 

environment. Also bsfc and CN showed a negative increase. 

 A proper calibration can be obtain through DoE to find the best trade-off 

among all the considered output values. 

In addition to this, DoE proved to effectively support the effort of the 

experimenter in optimizing the engine calibration. 

A further improvement of the obtained results and a simultaneous minimization 

of the corresponding drawbacks can be obtained considering a proper design and 

replacement of the standard conventional hardware with one a dedicated to PCCI 

combustion. 

The second part showed the experimental results relative to the application of a 
pressure-based and a model-based real-time combustion control technique for the 
evaluation and the control of the MFB50. These two control approaches were 
compared to the conventional map-based control of the standard ECU through a set 
of tests carried out on a FPT F1C 3.0 L Euro VI diesel engine. 

All the experimental results highlighted that the performance of the engine 

featuring the two combustion controls, in terms of exhaust pollutant emissions and 

brake specific fuel consumption, were aligned to that of the conventional map-

based calibration. The main advantage in the adoption of the pressure-based and 

model-based techniques is the possibility to set an optimal MFB50 target map, 



which would allow to control the quality of the combustion whatever surrounding 

conditions: EGR unbalance, fuel characteristics, injector characteristics and 

combustion mode (provided that a dedicated optimal MFB50 target map is 

developed in the latter case).  

In particular, the following main results were obtained: 

 For tests under steady-state conditions, the CoVimep and CoVPFP of each cylinder 
showed similar values for the three controls. However, in the case of pressure-
based control an appreciable decrease in the CoVPFP evaluated on the whole 
engine was generally found, especially at medium-high loads and speeds, in the 
range of 0.2 to 0.7 %. This is due to a lower dispersion of PFP among cylinders, 
which provided a slightly more uniform distribution of CN. 

 Tests performed under PCCI combustion regime at 1600×4.4 with a high EGR 
rate (>60%) and advanced single injection pattern showed the best potentialities 
of MFB50 control methodologies to improve combustion stability reducing 
COVimep and CoVPFP, thus further extending the tolerable EGR rate. 

 The pressure-based control proved to be very robust to disturbances added on 
purpose to the pressure signal to replicate the behavior of a low-quality or aged 
in-cylinder pressure transducer: the influence on the estimated MFB50 was 
negligible. 

 Considering blends of Jet A1 and conventional diesel fuel, the pressure-based 
control resulted still stable, proving its flexibility when different kinds of fuels 
are being fed to the engine. 

 In transient analysis, the pressure-based model allowed to limit the dispersion 
of the cylinder-by-cylinder MFB50 with respect to the target one compared to 
the map-based control. The model-based control showed a similar cylinder-by-
cylinder variation bandwidth of MFB50 as in the map-based control due to the 
absence of a cylinder-by-cylinder SOImain control. The values of fuel 
consumption were virtually unaffected by the considered control. Values of CO 
showed a certain dispersion among different repetitions, however pressure-
based and model-based controls showed lower values up to 6% with respect to 
the map-based control. As regard NOx, the model-based control generally 
showed an improvement around 1.5% with respect to the map-based one, 
whereas a no definite trend was found for the model-based control. 

The pressure-based control could provide further improvements in terms of 

engine stability implementing an algorithm to correct the injected quantity of the 

main to reach a desired value of imep equal for all the cylinders.  



 

 
The results here reported are pertaining to a preliminary experimental analysis 

on a standard diesel engine running in conventional and PCCI combustion mode. 

As the best potentialities of the proposed controls are related to PCCI combustion, 

the upcoming activity will be performed on a diesel engine purposely designed for 

this non-conventional combustion mode. 
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