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I 

Summary 

Space mission design is a complex discipline. Several research studies 
are currently investigating how to ameliorate the process. Since the decision 
taken during the early phases of the project are those which affect the most 
the final solution of a system in terms of architecture, configuration, and cost, 
more efforts are sunk in these stages for not jeopardizing the entire product 
life-cycle stages. As the stakeholders and the other actors involved in the de-
sign process should face low levels of knowledge associated to the system in 
the conceptual stages, the decision-making process is intrinsically affected by 
uncertain results. Each choice made in this risky scenario affects the next de-
sign iterations, therefore a suitable design approach is needed. Several meth-
odologies have been proposed by both academia and industry in the field of 
System Engineering (SE). The current trend is to adopt a Model Based Sys-
tem Engineering (MBSE) approach coupled with Concurrent Engineering 
(CE) paradigms. 

The model-based methodology overcomes the weaknesses of a docu-
ment-based one, aggregating all the relevant information and engineering data 
into a system model, which evolves as the real system throughout all the prod-
uct life-cycle phases. The systematic CE approach is able to involve several 
experts in a multidisciplinary working context, where data, ideas, and solu-
tions are shared at the same time using a common platform. Both the ap-
proaches help to shorten time and cost of the overall design process and pre-
vent possible mistakes which could worsen the final solution if not identified 
earlier enough, thus maximizing the efficiency of each design session. How-
ever, negotiations still result to be as one of the most complicated and frus-
trating part of the whole design process. Moreover, the recent space explora-
tion scenarios proposed by national agencies are characterized by multiple 
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actors of different extractions, but commonly participating into shaping future 
goals. The broader is the international cooperation framework, the more com-
plex will be to design a space mission, especially considering the negotiation 
goals to be handled by the different experts involved. 

The present Ph.D. thesis is aiming to cast some lights on the integration 
of Virtual Reality (VR) within the standard design tools to assist the space 
mission design process. The creation of a virtual model for simulating differ-
ent features of a system allows to analyse aspects which may be overlooked, 
especially in the early design phases, such as ergonomics, operations, and 
training. The intuitive interaction with human senses and the immersion into 
a 3D Virtual Environment (VE) guarantee fundamental improvements and 
evaluation of different solutions that are updated in real-time, benefitting the 
entire design process, especially the early phases. The visualization of differ-
ent system features at a single glance permits direct data and information ex-
change, enabling more direct communications among the design team. The 
possibility to use a distributed and shared architecture, implemented into a 
standard Concurrent Design Facility (CDF) setup, enhances in-depth analysis 
even in the product development phase. This unique VE can simulate func-
tional and physical behaviours of the virtual replica, helping to optimize fu-
ture space systems. 

To test the VR-based methodology, a first proof of concept has been gen-
erated following the recent incremental and evolutionary architecture strategy 
of considering the Moon as the next step for the human exploration of Mars 
and the Solar System. According the exploration roadmaps, a permanent sur-
face base is envisioned as an efficient test-bed for assessing critical technol-
ogies to be used for future deep-space endeavours. A preliminary mission 
scenario has been generated which targets to settle the outpost at the lunar 
south pole. The peculiar environment conditions make the area rich in vola-
tiles to examine and exploit, especially considering the permanently shad-
owed regions that are supposed to contain icy water deposits, which are of 
paramount importance for human missions. A closed-loop power system, 
comprising solar panels, batteries, fuel cells, electrolysers, has been sized ac-
cording the settlement power needs. 

This research work presents an integrated simulation case study that has 
been run using a VE to arrive at a preliminary estimate of the performance of 
both the power system and the VR tool. Virtues and vices of the proposed 
VR-based methodology have been listed together with possible future im-
provements for this research field.
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Chapter 1 

1 Introduction 

1.1 Background and context 

Since the dawn of time, the night sky was always inspiring stories and 
dreams. Writers and artists were describing their great visions about space 
exploration as part of the human natural instinct to be drawn by the unknown. 
The breath-taking stories as well as the inspiring and the intriguing way how 
those genius depicted space travels through the centuries, sparkled the imag-
ination and the intuition of a broad audience for out-of-the-world travels. In 
fact, thanks to these pioneering representations, some gifted people had spun 
the wheel of innovation far beyond fantasy to start the humankind journey 
towards modern day pursuing the final frontier of outer space. 

Started in late 1950s, the space fever reached its maximum potential 
among the Union of Soviet Socialist Republics (USSR) and the United States 
(US): scientists and politicians were competing fiercely to leave an indelible 
mark in space, as launching the first satellite and sending the first human in 
orbit. The space race between these superpowers can be listed as one of the 
various aspects in which the cold war was declared. The 1957 launch of Sput-
nik I, the first man-made object to orbit the Earth, and the 1961 launch of 
cosmonauts Yuri Gagarin, the first human to fly beyond Earth’s atmosphere, 
were the first milestones of an extraordinary timeline of consecutive one-up-
manship that produced some of the history’s greatest technology achieve-
ments. Even though Americans were the underdogs in the first phases due to 
some issues in rocket development, they soon bridged the gap with Soviet 
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Union’s engineers. As the years were passing from Alan Shepard’s space-
flight, the first American astronauts to orbit our planet, the bets grew higher. 
John Fizgerald Kennedy claimed to raise expectations literally up to the 
Moon, setting to first step onto our natural satellite before the end of the 1960s 
decade as the final target of the American space program. After this golden 
era of breakthroughs, including the first spacewalk by Aleksei Leonov in 
1965 and the first automatic landing on another celestial body by the space-
craft Luna 9 on the Moon in 1966, culminated with the first human step on 
the lunar surface, the competition winds downs. The economical effort sank 
as well as failures and fatal disasters (e.g. Apollo 1 and Soyuz 1) led to belt-
tightening budget cuts to space programs. If the interest for interplanetary ex-
ploration of planets was still high enough, as testified by the unmanned probes 
flown by Venus, Mars, Jupiter, Mercury, Saturn, Uranus, and Neptune, the 
costly crewed missions suffered a setback.   

The progressive declining political support to Apollo-style program in the 
US and the reaction to the loss of Moon race in the Soviet Union, shifted the 
efforts of both the national space agencies to orbital space stations in Low 
Earth Orbit (LEO). The first ever infrastructure successfully launched and 
operated was the Salyut 1 in 1971 by the USSR. This first breakout introduced 
the branch of orbiting laboratories, which are capable of supporting crew-
members for an extended period of time and accessible to other spacecraft to 
dock. The US answer arrived in 1973 with the flying workstation Skylab 1. 
The dispute among the two countries resulted into an unexpected détente: US 
President Richard M. Nixon and Soviet Premier Leonid Brezhnev eased the 
cold war tension in 1972 via committing to launch the Apollo-Soyuz Test 
Project (ASTP). Soyuz 19 and the Apollo craft rendezvoused and docked in 
1975, marking the symbolic subsiding of the space race, begun almost 20 
years earlier, with joint scientific experiments and handshakes between three 
astronauts and two cosmonauts.  

While the USSR was mainly focusing on the continuous development of 
the technology related to space stations, culminating with Mir, Americans 
were advocating reusable manned space vehicles to support extended opera-
tions beyond the Apollo program, resulting in the Space Shuttle vehicle, later 
mimicked by the Orbiter K1 of the Buran program. With the Soviet Union 
dissolvement in 1991, the Buran program was shelved in 1993, and the Space 
Shuttle one 18 years later for cost saving and safety issues. The post-Soviet 
era of space plans mainly passed to Russia: the growing financial problems 
faced by both former leader governments led to negotiations. These resulted 
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in the Shuttle-Mir Program, founded on the successful heritage of ASPT, 
which set the basics for future cooperative space projects decades ago. 

The latest result of the push for a broad international collaboration is the 
International Space Station (ISS): fifteen nations were involved in the project, 
which is still flying in LEO, acting as a scientific laboratory and a permanent 
inhabited outpost. Crew rotation, resupply missions, and continuous support 
operations are just few of the services guaranteed by partners. Mainly divided 
into two main sections, the US Operational Segment (USOS) and the Russian 
Orbital Segment (ROS), the ISS is the perfect example on how coordinated 
efforts can lead to exceptional achievements. The economic crisis and the 
spending review regime currently adopted by global politics have led to de-
creasing space activities. However, in recent years, the space sector has been 
experiencing a new renaissance: the rising interest of fresh actors, such as 
private enterprises and public institutions, is spinning the wheel of innovation, 
thus creating alternative and affordable solutions for space endeavours. More-
over, the incredible results of missions like Voyager (1 and 2) [1], Curiosity 
[2], Rosetta [3], Cassini-Huygens [4], New Horizons [5], and Juno [6] are 
inspiring the next generation of scientists, renewing the education and re-
search fields. The legacy of these successful programs is feeding the fire of 
discovery to address the upcoming challenges in spaceflight. The innate hu-
man willing to explore the unknown is all but diminished, finally paving the 
way for a new era of space innovations.

1.2 Space exploration scenario 

Despite the different visions for the strategic exploration of space, na-
tional agencies have agreed to sign, through the International Space Explora-
tion Coordination Group (ISECG) [7]1, a statement of common intents. This 
document is the Global Exploration Roadmap (GER) which is intended to 
coordinate the mutual efforts and make use of synergies. The latest issue of 
GER [8] and [9, 10] outlined the future exploration targets: lunar vicinities 

                                                 
1 ISECG is a voluntary and non-binding coordination forum of 14 space agencies. The 

members are: the Italian Space Agency (ASI), the French Space Agency (CNES), the China 
National Space Administration (CNSA), the Canadian Space Agency (CSA), the Common-
wealth Scientific and Industrial Research Organisation (CSIRO), the German Aerospace 
Centre (DLR), the European Space Agency (ESA), Indian Space Research Organization 
(ISRO), the Japan Aerospace eXploration Agency (JAXA), the Korea Aerospace Research 
Institute (KARI), the National Aeronautics and Space Administration (NASA), the State 
Space Agency of Ukraine (SSAU), Roscosmos, and the United Kingdom Space Agency 
(UKSA). 
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and surface, near-Earth asteroids, and Mars. Those beyond-LEO objectives 
are especially suitable to pursue valuable scientific opportunities, which 
could be particularly enabled by coordinated human and robotic mission ar-
chitectures. 

While the National Aeronautics and Space Administration (NASA) and 
Roscomos were leading proponents of the previous phase of exploration, 
other agencies have joined the stage. As an example, more than 50% of the 
ISS habitable volume was built in Italy, both because of the direct agreements 
between the Italian Space Agency (ASI) and NASA, and of the European 
contribution to the ISS program by the European Space Agency (ESA), i.e. 
the Columbus laboratory and the Automated Transfer Vehicle (ATV) for 
cargo and resupply [11]. The autonomous logistical resupply vehicle HTV 
and the pressurized experiment module Kibo are the Japan Aerospace eXplo-
ration Agency (JAXA) contribution to the ISS program. 

Furthermore, also private companies have foreseen business possibilities 
in the space sector. Alongside with historical contractor societies, which 
helped to design and build hardware and software solutions (e.g. TRW®, Boe-
ing®, Lockheed Martin®, Thales®, etc.), new entities are participating since 
few years; they are offering a wide variety of services, ranging from space 
tourism (e.g. Space Adventure®, etc.) to services and technologies (e.g. Or-
bital ATK®, Sierra Nevada Corporation®, Bigelow Aerospace®, Blue 
Origin®, etc.), also including scientific operations (Virgin Galactic®, etc.). 
Under the push of those organizations, a novel approach to the space field has 
been born: apart from the futuristic and cutting-edge vision of SpaceX®, in-
terplanetary journeys are currently debated by all the potential subjects ac-
tively involved in developing such concepts and technologies. This customer-
driven approach, where science is not considered as the only purpose of the 
mission, breathes new life in the global space exploration scenario. The eco-
nomic development guaranteed by the new business structure, where govern-
ments are supporting commercial space industries, will enable space agencies 
to off-load some of their activities (e.g. infrastructures development, etc.) to 
focus more on the ambitious challenges of science exploration [12]. The op-
portunities created can lead to stimulate economic growth of new stakehold-
ers for spaceflight as well as for partner industries. Starting from the LEO 
commercialization, the establishing of a space market not achievable in the 
past will ensure cross-pollination of ideas, processes, and best practices, as a 
foundation for economic development [13]. Thus, the rising space economy 
can stimulate progress and accelerate scientific discovery, while inspiring the 
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young generations to pursue careers in the space sector and enhancing tech-
nical education (i.e. science, engineering, and math) [12]. 

The ambitious plans developed by single public entities, like Constella-
tion by NASA or Aurora by ESA, as well as the Asteroid Impact and Deflec-
tion Assessment (AIDA) mission by NASA-ESA, were all shelved, never 
reaching full maturity, if not for promising technical alternatives and interest-
ing concepts. The budget cuts and politics (minor factor) were the main rea-
sons of the cancellation of those initiative: this fact partially demonstrate how 
this old monolithic-approach to space exploration is not anymore a fully via-
ble alternative for the forthcoming exploration hurdles. 

Focusing more on human missions, a progressive approach to pave the 
way for the crewed exploration of the Solar System envisages to start with 
Moon and Mars [8–10, 14]. Before starting lunar and Martian sorties, some 
technological gaps need to be filled: for this reason, robotic surveys are the 
best option to assess critical mission elements and possible resources to be 
exploited in situ. The expansion of the human presence beyond LEO should 
be based on the successful experience of the ISS: international collaboration 
is the main enabler for fulfilling this ambitious scope. A schematic view of 
these space exploration targets proposed by the ISECG is represented in Fig-
ure 1.1. 

 

Figure 1.1: The 2013 Global Exploration Roadmap (GER) [8] 
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If some preparatory activities could be performed using the ISS infra-
structure, there are others which require different environmental conditions. 
While past tendencies and the willingness of some entities were in favour of 
direct Red Planet journeys, the global vision is slowly converging in pointing 
back to the Earth natural satellite. Via directing efforts to the valuable cislunar 
environment and to the lunar surface, enabling technologies, different mission 
elements and architectures, and concept of operations could be progressively 
tested. The low gravity ambient conditions of the Moon surface are ideal to 
experiment and measure the short and long-term effects on the human physi-
ology [15]: potential hazards, such as cosmic radiations, thermal gradients, 
medical diseases deriving from long stays in isolation and in extreme envi-
ronments, could be better quantified and adequate countermeasures could be 
perfected to enable longer and even permanent stays on planetary surfaces. 
The cislunar operations are also helpful to improve the currently used com-
munication paradigms (e.g. for the ISS in LEO) in view of future deep space 
missions, where communication delays with Earth will require a greater mis-
sion autonomy. 

Scientific return could be eventually maximized by survey missions for 
resources assessment. Lunar extended operations are also interesting for har-
vesting mineral resources: In Situ Resource Utilization (ISRU) technologies 
are of paramount importance to reduce Earth-dependability and should be in-
cluded in an overall design process. All those aspects come out in favour of 
lunar exploration to prepare the future Martian endeavours. The outcomes of 
this phase, can help to reduce cost and risk, if direct missions to Mars are 
considered for benchmarking [16]. The technical solutions produced in this 
campaign should be inevitably changed and adapted accordingly to the dif-
ferent Martian conditions, but very useful insights could be produced. Identi-
fying, listing, quantifying, and rising the Technology Readiness Level (TRL) 
level of enabling technologies, which are part of the exploration roadmaps 
[17, 18], is another milestone to investigate. 

All the previously listed consideration, which are related to an incremen-
tal evolutionary path for the upcoming space activities, are going to be ad-
dressed and better formalized in the upcoming new version of the GER, which 
is expected to be finalized in 20182. A “Moon for Mars” approach is finally 
desirable, instead of “been there, done that” motto: Mars is still not a fully 

                                                 
2 It has to be noticed that the present Ph.D. thesis was written starting from November 

2017: all the updates in terms of documents, national agencies decisions, governments and 
private enterprises commitments subsequent to this date were not considered in this work. 
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viable destination for crewed exploration, especially with direct mission ar-
chitecture as the NASA approach reported in Figure 1.2. 

 

Figure 1.2: NASA journey to Mars (credit: NASA) 

The attainment of even symbolic missions would require budgets, tech-
nologies, and risks far beyond the current situation [16]: as an example, the 
unsolved problem of attenuating dose rates for long interplanetary coast mis-
sion legs is still debated by the scientific community. Prior to attempt the next 
giant leap for mankind, i.e. stepping on Mars, it is important to gain more 
knowledge and experience, setting Moon as the first target for the upcoming 
space exploration scenarios as proposed by the ESA Aurora program, whose 
artistic impression is represented in Figure 1.3. 
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Figure 1.3 Aurora: en route to Mars and the Moon. Artistic impression of the 
ESA Aurora program, which aimed to prepare Europe to play a key role in the future 
human exploration of Mars and in the exploration of the Solar System [19] (credit: 
ESA) 

1.2.1 Moon exploration  

The Greek Lucian of Samosata was the first dreamer to think and postu-
late about lunar journeys in the 2nd century AD with his novel “A True Story” 
that could be considered as the first known science fiction text. After him, 
generations of enthusiastic explorers took actively part in shaping this fan-
tasy. In 1865 the Jules Verne’s captivating and futuristic book “De la Terre à 
la Lune” (From the Earth to the Moon) attempted to describe the technical 
feasibility of a Moon landing, eventually realized by the successful human 
first step onto our natural satellite during the Apollo program, alongside the 
Russian Luna initiative. 

Despite the iconic accomplishment of landing men on another celestial 
body, Americans were the underdogs for quite a while in the lunar phase of 
the space race. Soviets were leading the competitions with a series of im-
portant firsts with its Moon missions. Luna 2 was the first man-made object 
to reach another celestial body: this unmanned probe hard landed on the lunar 
surface in 1959. In the same year, the subsequent mission, Luna 3, took the 
first ever picture of the far side of the Moon, a complete new and unexplored 
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space world. After few failures, Luna 9 finally succeeded into the difficult 
task of softly landing on our natural satellite in 1966, not sinking into lunar 
dust as feared by scientists and engineers. Later in that year, the Moon had its 
first artificial satellite orbiting around it, the Luna 10 spacecraft. 

The strong commitment of NASA to achieve the goal of landing a man 
on the Moon and returning him safely back on Earth before the end of the 
1960s decade, was slowly but continuously progressing. The human space-
flight program rolled out with the “Original Seven” astronauts of project Mer-
cury in 1958, successfully achieved in launching the first US man into space. 
The natural continuation of those epic results was the project Gemini, started 
in 1961, which permitted to develop and master the necessary technologies 
and techniques for landing astronauts on the Moon, so for space exploration 
operations in general. In fact, the Apollo program benefited of the perfected 
Extra Vehicular Activities (EVAs) and of the pioneering rendezvous and 
docking manoeuvres, two major achievements tested during the extended 
space operations of the project Gemini. This intermediate step between flying 
a single man to orbit of project Mercury and flying a three-man spacecraft to 
the lunar surface and back of project Apollo was mandatory. Even if Apollo 
was conceptualized during Eisenhower’s administration and ran from 1961 
to 1972, some basics were missing in between the early stages of human 
spaceflight program and the futuristic dream to walk on our natural satellite. 
This gap was bridged by project Gemini outcomes. 

The Apollo program is, without a doubt, the most iconic space initiative 
ever attempted and could still be considered as the strongest and solid ever 
foundation for the next generation of human spaceflight exploration concepts 
to Moon, Mars, and beyond. Despite two failures (the tragic Apollo 1 and 
safely-returned Apollo 13), one of the most expensive space program set sev-
eral unprecedented milestones [20, 21], which are still unbeaten nowadays, 
like flying human beings beyond LEO and launching Saturn V, the biggest 
rocket ever built. Moreover, the crew of Apollo 8 became the first to enter 
lunar orbit, allowing Frank Borman, James Lovell, and William Anders to see 
the far side of the Moon in person. Only 8 years after the Gagarin’s first flight 
and so the opening of the manned spaceflight era, humankind was able to step 
on the Moon. On July 21st, 1969, at 02:56:15 GMT, when the left foot of Neil 
Armstrong was set on the Sea of Tranquillity [22], commented with the fa-
mous quote «That’s one small step for (a) man; one giant leap for mankind», 
the world is not anymore the same, also thanks to the incredible footages and 
pictures taken throughout the entire mission like Figure 1.4. 
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Figure 1.4 Aldrin's boot and bootprint in lunar soil. Apollo 11 photograph AS11-
40-5877 (credit: NASA) 

The outstanding completion of such a complicated task changed the his-
tory forever and was only possible thanks to the hard work, the strong dedi-
cation, and the commitment of thousands of people, brought together by a 
common intent. 

Nevertheless, Soviets did not totally give up in this peculiar competition: 
even if the crewed lunar programs were jeopardized by several N-1 rocket 
failures, the super-heavy response to the American Saturn V, the unmanned 
spacecraft remained their strong point. Lunokhod 1 was the first lunar rover 
to land on the Moon in 1970, while the US rover landed just the following 
year, the so-called Lunar Roving Vehicle (LRV) used by the astronauts for 
surface mobility activities in the Apollo 15, 16, and 17 missions. To date, no 
cosmonauts made a step on the Moon and the last man to stand on it was the 
US astronauts Eugene Cernan, part of the last lunar mission Apollo 17, in 
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whose crew was part the geologist Harrison Schmitt, the first scientist non-
military person to fly in space. 

Budget restriction and the focus shift to other strategic plans, i.e. space 
stations and the exploration of other celestial bodies of the Solar System, al-
most suddenly stopped this golden era of Moon exploration, where Luna 24 
was the last spacecraft to visit the lunar surface in 1976, with a sample return 
mission. The exploratory missions pause persisted until 1990, when Japan 
joined the stage of countries which successfully compete to put an object in 
the lunar orbit with the Hiten probe. This initiative contributed to spin again 
the wheel of lunar science, leading again US to launch a mission to the Moon, 
i.e. Clementine in 1994, which was able to create the first global topographic 
map of the Moon [23]. The Clementine data were complemented by the Lunar 
Prospector, launched in 1998, which mapped the surface composition of the 
Earth’s natural satellite, especially founding the first direct evidence of water 
ice at the lunar polar regions [24]. Europe also contributed in the new renais-
sance with the Small Missions for Advanced Research in Technology-1 
(SMART-1) probe, using this platform as a technology demonstrator [25]. 
Launched in 2003, the spacecraft was using solar electric propulsion for the 
spiral cruise between Geostationary Transfer Orbit (GTO) and lunar orbit, 
laying the groundwork for future interplanetary and deep space mission tech-
nology developments as well as for developing a real international program 
for lunar exploration, with common-shared scopes and purposes. Kaguya/SE-
Lenological and ENgineering Explorer (SELENE) by Japan and Chang’e 1 
China (collaborating with ESA), launched both in 2007 just a few months 
away from each other, enriched the knowledge about the Moon with new 
measurements as part of an incremental exploration strategy of JAXA and 
CNSA, respectively. Another emerging country as India, pursued the same 
objective of lunar scientific exploration, with Chandrayaan-1 (2008), whose 
payloads were partially developed by the own ISRO and some others directly 
by European and US partners. More recently, NASA boosted again its strate-
gic plans for returning to the Moon with the Lunar Reconnaissance Orbiter 
(LRO) and the Lunar Crater Observation and Sensing Satellite (LCROSS) 
impactor in 2009, especially investigating the presence of water reservoirs in 
the polar regions [26], an essential resource for manned missions. 

 Even if several missions studied different aspects of the Moon, some 
open questions remained unsolved [27], leaving enough room to justify addi-
tional investments in this field. The Chinese lunar exploration program, which 
consists in lunar orbiters, landers, rovers, and sample return spacecraft, 
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continued in 2010 with Chang’e 2, which prepared the soft landing of 
Chang’e 3 rover and lander of 2013. Also NASA continued the investigation 
of physical and geological phenomena with the Gravity Recovery and Interior 
Laboratory (GRAIL) mission in 2011 and the Lunar Atmosphere and Dust 
Environment Explorer (LADEE) mission in 2013. Since the early phases of 
space exploration, almost all the initiative had been sponsored by public en-
tities, but more recently, the private sector had been investing time and re-
sources since it was (and still is) attracted by the potential returns in terms of 
know-how and expertise. In this sense, the space competition organized in 
2007 by the X Prize Foundation and sponsored by Google, the Google Lunar 
X Prize (GLXP), was one of the biggest pushes driven by non-governments 
investors. Nonetheless national space agencies had been supporting several 
initiatives to promote a world global vision for lunar exploration and Moon 
resources utilization, as testified by the public sponsored International Lunar 
Exploration Working Group (ILEWG) forum [28]. 

Due to the technological, political, socio-economic, and scientific ration-
ales and pushed by a global civilizational imperative, exploring and exploit-
ing the cislunar space and the lunar surface could be considered as the next 
big goal for humankind, by means of nations and stakeholders. Thanks to the 
lessons learnt from past experiences and relying on affordable and successful 
results of international cooperation as the ISS program, the space community 
is almost ready to for the next challenge, i.e. establishing and permanently 
inhabiting an outpost beyond LEO. The new tendency is based upon pre-ex-
istent concepts, taking advantage of the inheritance gained from shelved ini-
tiatives. NASA is in fact developing and testing the heavy-lift Space Launch 
System (SLS) rocket and the Orion Multi-Purpose Crew Vehicle (MPCV) 
spacecraft, derived from Constellation and ideally continuing the Apollo ex-
perience. The high costs related to design, produce, qualify, and eventually 
fly those advanced hardware have led NASA to jointly study and build them 
with commercial partners and other space agencies, as for the Orion European 
Service Module (ESM), which is the European contribution to the US explo-
ration program signed with ESA [29]3. Exploration Mission 1 (EM-1) will 
test both SLS and Orion MPCV in 2019 in a programmatic plan to have them 
finally flying for Mars from 2030s onwards. This milestone is not standalone: 
the actors involved in shaping the future exploration scenarios have been 

                                                 
3 The Orion MPCV is composed by the Crew Module (CM) and ESM. ESM directly 

derived from the ATV and Columbus experience and it results from the agreement signed by 
ESA and NASA. 
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already discussing how to progress from the ISS collaborative experience to 
crewed Martian endeavours. Since lunar vicinities could offers assets, 
knowledge, a bench for enhancing technical and science skills, and resources 
for industries, and citizens at large, a cislunar station has been envisioned 
[14]. Officially known as the Deep Space Gateway (DSG), it will help to ad-
vance technologies to enable the crew to live and work in deep space, advanc-
ing technologies, discovery, and creating economic opportunities, where ca-
pabilities and systems will be used in conjunction with SLS and Orion. NASA 
and its International Partners (IPs) are nowadays developing a reference hab-
itat architecture in preparation to deliver and assemble the first flight units, 
based upon conceptual studies and ground prototypes design by Bigelow Aer-
ospace®, Lockheed Martin®, Boeing®, Orbital ATK®, Sierra Nevada Corpo-
ration® (SNC), and Nanoracks® [30]. The final purpose of DSG is to firstly 
verify the human crew health resilience in a deep space environment, then to 
assess the long duration systems and operations in the same harsh conditions 
[31]. The infrastructures and supplies transportation will be done by SLS, 
with MPCV assigned for crew travels to and from Earth. Additionally, logis-
tical support could be guaranteed by a solar electric space tug [32, 33]. 

Before attempting a manned lunar landing again, more robotic probes are 
needed: using DSG as a radio bridge between our planet and the cislunar 
space, new concepts of operations could be tested, improving the human-ro-
botic interaction and telerobotic. As the time progresses, according to the 
ESA Director General (DG), the natural evolution of this evolutionary explo-
ration approach should aim to build a permanent inhabited surface outpost, 
described as the “Moon Village” concept [34]. Multi-lateral engagement and 
international cooperation are required: the human base should be self-sustain-
able and rely on work-sharing among industries, agencies, and any interested 
parties. ISRU techniques and other promising technologies could better pre-
pare Martian voyages, helping to reduce risks and costs. 

The history and the future perspectives of Moon exploration strongly sug-
gest that, with the existing and near-term capabilities to be reached in the next 
decade, establishing a permanent human presence on the Moon is potentially 
feasible [35].

1.2.2 Future tendencies  

The 3rd millennium brought civil society into a completely new world. 
With the birth and rise of social medias, the rapid expansion of the infor-
mation-based business ventures, and the interconnection between smart 
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devices, digitalization and sharing has become imperative adjective for every 
kind of data. Newly born concepts, like the Internet of Things (IoT) and big 
data analytics, are starting to be familiar to everyone. The most evident ex-
ample of this trend is the Industry 4.0 [36]: the 4th industrial revolution is 
projecting manufacturing into a cyber physical space, where globalization and 
networking are playing a major role [37]. Started in Germany [38], but rapidly 
expanded on a global scale, Industry 4.0 has changed a lot the company con-
cept. The increasing utilization of information and communication technol-
ogy allows digital engineering of products and production processes alike: in 
particular, virtualization of the process- and supply-chain ensures smooth in-
ter-company operations providing real-time access to relevant product and 
production information for all participating entities [39]. Transparency and 
productivity have been enhanced by the machines connection to a collabora-
tive community [40]. 

The wide spread of the newly born approach is also slowly affecting the 
space field, which historically has been always not so prone to great changes, 
mainly due to very high-demanding safety requirements to guarantee in the 
harsh environment of space. An attempt of formalizing those concepts has 
been proposed by ESA via Space 4.0 and its ESA-specific derivative Space 
4.0i, which is represented by the logo in Figure 1.5. 

 

Figure 1.5 ESA Space 4.0i: Innovate, inform, interact and inspire (credit: ESA) 
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During the Ministerial Council 2016 it has been point out how the advent 
of a new era was taking place. If the first era (Space 1.0) was characterized 
by the early study of astronomy, the second (Space 2.0) by the competition 
among spacefaring nations that lead to Apollo missions, and the third (Space 
3.0) by early international cooperation agreements that led to build the cur-
rently flying ISS, this last one (Space 4.0) is completely revolutionizing the 
classical approach to space endeavours in terms of participation [41]. In the 
past few spacefaring nations could access and actively shape the space field, 
but in this new era the situation is evolving in terms of numbers and role of 
the world actors. Diverse factors, including the emergence of private compa-
nies, participation with academia, industry and citizens, digitalisation and 
global interaction, are leading to an ever-closer cooperation between govern-
ments, private sector, society, and politics. Space is becoming globally com-
petitive, offering essential services to society and economy (e.g. the Global 
Positioning System - GPS), in a safe, secure, and easily and readily accessible 
manner. The foundation of this wise vision should lay on the innovations 
brought by excellence in science and technology [41]. More specifically, the 
ESA role in Europe is targeting to implement the Space 4.0i concept [42], 
where the “i” stands for: 

• Innovate, through more disruptive and risk-taking technologies; 

• Inform, through the reinforcement of the link with large public 
and user communities; 

• Inspire, through the launch of new initiatives and programmes, 
both current and future generations; 

• Interact, through enhanced partnerships with Member States, Eu-
ropean institutions, international players, and industrial partners. 

The unfolding of this tendency is characterized by new challenges. The 
multiple stakeholders’ involvement, like both national public space agencies 
and private enterprises, is a positive fact, giving the opportunity to shape to-
gether the next space exploration targets and unite face the hurdles which may 
appear, but at the same time turns the decision-making process much more 
complicated. However, sharing duties and efforts is without doubts a way 
more effective than facing them as a single entity. A good example in this 
sense are the ISS resupply missions: NASA, Roscosmos, and JAXA have 
been cooperating with SpaceX® (with Dragon capsule) and Orbital ATK® 
(with Cignus capsule). Some other partnerships are planned like the cargo 
unmanned version of Dream Chaser® of SNC®. Moreover, cooperation and 
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services endorsements have also been initiated with SNC® for the manned 
version of Dream Chaser® and Boeing® (in collaboration with Bigelow Aer-
ospace®) for the Crew Space Transportation (CST) -100 Starliner® crew cap-
sule, which are expected to transport crew to the ISS and to private space 
stations instead of the currently used Soyuz in a near future thanks NASA 
Commercial Crew Development (CCDev) program, and with Lockheed Mar-
tin® for the Orion capsule, which has been designed to bring humans to Moon 
and Mars. This sort of revolution is also happening for satellites launch busi-
ness: alongside the agencies rockets (e.g. Atlas V by NASA, Ariane 5 and 
Vega by ESA), private companies changed the market and its equilibrium, 
offering cheaper and reliable solutions, especially (partially) reusing the 
rocket itself. SpaceX® Falcon 9 is one of the most used rocket and the first 
orbital class rocket capable of reflight, via recovering, reconditioning, and 
reusing its first stage which is able to land autonomously after separation [43]. 
New ideas are also flourishing for planetary exploration, willing to transform 
the access to space as truly economical, via exploiting resources. In 2007, 
Shackleton Energy Company® was established to extract water ice from the 
lunar pole, turn it into rocket fuel, and create fuel stations in Earth's orbit [44]. 

What is emerging from the outline of the current situation, considering 
also the non-prosperous global economic status, it is the urgent need of shar-
ing efforts for a common goal. The Space Shuttle program was the most ex-
pensive space program run and paid by a single entity: the US billionaire 
budget allocation, as for the Apollo project, was one of the main causes of its 
end. With the predominant spending review actuated by all nations, resulting 
into a drastic reshaping for the space sector, a joint international effort to pur-
sue the next exploration objective is mandatory. The driving concept is to 
have each entity bringing its own expertise at the service of the global com-
munity of space explorers.  A substantial increase of the exploration budget 
by a single entity (if ever possible), such as NASA, Roscosmos or ESA, could 
not cover the necessary gap for human lunar and, especially, Martian 
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missions, unless if Elon Musk’s will keep the promise of sending human to 
start colonizing Mars in 2024 with BFR [45]4. 

The urgent need of use space for a sustainable future makes compulsory 
the sharing of scientific knowledge: it is desirable to create a common shared 
scientific database, easily accessible by a wide and heterogenous audience, 
ranging from kids up to scientists and engineering. The attainment of this en-
terprise could be the first step towards a real collaborative framework, de-
voted to design the future space exploration missions [46]. The already exist-
ing partnerships, such as NASA-Roscosmos to launch astronauts, operate and 
provide periodical maintenance for the ISS, CNSA-Roscosmos to develop the 
Chinese space program (rockets, vehicles, and space stations), and ESA-
CNSA to train astronauts and taikonauts for future joint flights towards the 
Chinese space station, augur well. Besides those two-entities contracts, the 
upcoming decade 2020-2030 will further foster similar initiatives. A new era 
of coordinated human and robotic exploration is expected to begin, where the 
Moon is the principal subject to study. EM-1 is in fact offering a great oppor-
tunity as a test platform for secondary payload. Lunar IceCube [47], Lunar 
Flashlight [47], and LunaH-Map [48] are four of the 13 selected CubeSats to 
be flown on-board the maiden flight of SLS, scheduled for 2019, devoted to 
lunar scientific observations [49, 50]. Other missions are also envisioned as 
part of national programs, as SELENE-2 by JAXA [51–53], or joint plans, as 
Luna-Glob by Roscosmos and ESA [54]. Nevertheless, the interest in the Red 
Planet is undiminished, as testified by the extended operational period of the 
Curiosity rover and the upcoming 2020 ExoMars mission. 

Alongside the already planned initiatives, several mission concepts have 
been already proposed. For instance, a conceptual end-to-end architecture, 
where growing plants on the lunar surface with partial gravity and high radi-
ation doses and testing new technologies for autonomous tele-operations in 
cislunar space are the main mission goals, has been proposed by Lehner et al. 
[55]. Those type of feasible case studies are helping to identify other possible 
solutions for future endeavours. Being actively involved in communality of 

                                                 
4 Announced on September 29th, 2017, at the 68th International Astronautical Congress 

(IAC), Adelaide (Australia) [347], it is the code name for the biggest rocket ever designed. 
It is yet unclear if BFR stands for Big Falcon Rocket, underlining its affinity to the SpaceX® 
Falcon rocket family, or for Big Fucking Rocket. According to Musk’s speech, SpaceX® has 
already found a way to make it affordable with self-financing, also thank to its completely 
reusability. Anyway, it should be pointed out that no technical details regarding the unsolved 
problems, also faced by other Martian mission concepts proposers as NASA, of radiation 
shielding during the Earth-Mars transfer and the regenerative solutions for providing food, 
water, and consumables have been already disclosed. 
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intents will guarantee high innovation rates from each participating entity and 
will help to reduce the cost per mission. For example, one of the biggest de-
sign drive affecting cost is the mass to launch: the statistic referred to the 
launch vehicles market grossly estimate that the ratio between cost and kilo-
gram per flight varies from 10000 to 25000 US$/kg for a LEO payload and is 
15000 €/kg for an Ariane 5 GTO injection [56]. The dramatic decrease in 
space transportation costs is an inspiration that dates back to the Space Shuttle 
era: with reusable launchers, using SpaceX® Falcon 9 and Falcon Heavy as 
reference, it is expected to have a gross reduction of 30%, if comparing the 
same solution with an expandable version; using the SpaceX® Falcon 9 in a 
reusable configuration as reference would drop the customer price to 43.4 
US$ million from the fully expandable version price of 62 US$ million5 [43]. 
Also, SpaceX® believes rocket reusability is the key breakthrough needed to 
reduce the cost of access to space and enable people to live on other planets 
[57]. 

Innovative technologies, such as additive manufacturing, are revolution-
izing the production methods: designers are now able to create structures im-
possible to realize in traditional ways, also combining a widespread of func-
tions into a single-component object. New multifunctional and more perform-
ing components can be obtained, ranging from aeronautical Unmanned Aerial 
Vehicle (UAV) parts [58–61] to thermo-structural cold plates for space appli-
cations [62]. Even if 3D printing is still evolving research field, tangible im-
provements for space systems have been already observed.  The challenges 
and the opportunities to be faced by engineers will affect the product devel-
opment process eventually leading to innovative designs which will require 
different qualification procedures [63, 64]. The first satellite components are 
starting to be produced with metal 3D printers like the titanium brackets of 
Juno [65] and the aluminium antenna support bracket of Sentinel-1 [66]. Cost 
reduction and performance increasing are currently addressed by topology 
optimization, which together with production process optimization can lead 
to rapid end-to-end satellite production using additive manufacturing [67]. 
Furthermore, 3D printing might be considered as one of the key enabling 
technology for deep space long duration missions: production, repair, and 
modification of tools is an example of how this technology can modify the 
operations as currently investigated for Moon [68] and Mars [69]. 

                                                 
5 The fully expandable vehicle price includes to launch up to 5.5 tons into a GTO with 

27° of inclination. 
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The other trend which can results into cost-saving is adopting more Com-
mercial Off-the-Shelf (COTS) components: CubeSats and nanosatellites have 
extensively proven the technical feasibility and the full operative realization 
of this choice for space systems, making space access affordable also to low-
budget sector like education (manly represented by universities, if specifi-
cally focusing on space projects). Originally conceptualized by NASA, inflat-
able habitation modules are currently studied to save volume and weight, as 
the Bigelow Expandable Activity Module (BEAM) demonstrator module at-
tached to the ISS developed by Bigelow Aerospace® using a NASA patent 
[70, 71]. ISRU techniques, where its use is possible, can represent a huge 
turning point in the space domain, especially for deep space missions: reduc-
ing the Earth-dependability and lowering the Initial Mass to Low Earth Orbit 
(IMLEO) could allow more flexible mission architectures and longer stays. 

To address the conflicting aspects which may rise in developing engi-
neering solution in accordance with the upcoming exploration dictates, new 
methodologies are being proposed. A careful strategical planning is required, 
especially when dealing with a diverse stakeholders interaction: focusing on 
technologies to development, roadmaps play a key programmatic role and its 
assessment should be supported by effective tools, as the one proposed by 
Viscio et al. [72]. The model approach currently developed by ESA [17] 
seems to appropriate and it is supposed to help developing the framework for 
the next Moon exploration phase [18]. The contribution and creation of a real 
international lunar exploration strategy, where also academia and commercial 
services could be stimulated and actively participate, is the driver promoted 
by the ESA (and Europe in general) initiative in this field [73]: the return to 
the Moon for opportunistic science, technologies validation, and key chal-
lenges addressing (e.g. propulsion systems, logistic and life support, etc.) typ-
ical of beyond LEO missions, is starting to be actively advocating by many 
national agencies. The international partners coordination jointly with the hu-
man-robotic integrated mission scenarios are urgent, especially for the un-
precedented futuristic opportunity to human mission towards Mars and be-
yond.

1.3 Research motivation 

Space mission design is a complex and costly process, where stringent 
and contrasting requirements affects managerial and technical aspects. Ex-
treme environment conditions offered by space are unique and pone major 
technological challenges to engineers [74–80]. Cosmic radiations, altered 
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gravity, vacuum, chemical contamination (e.g. atomic oxygen), micromete-
oroids, and thermal cycling are the factors affecting space systems, which 
should be added to crew safety and security if human mission are considered. 
Complex systems, characterized by ambitious scientific and technological ob-
jectives, coupled with the most complicated machine ever, i.e. the human be-
ing, results in new challenges to overcome for space engineers. The cost ef-
fectiveness and environmental compatibility are also demanding aspects to 
consider for the new generation of space mission as well as their design pro-
cess. If the scenario mentioned in section 1.2.2, where multiple actors’ inter-
actions and conflicting constrains, is the most probable path to be followed 
for the future space missions, regardless of the exploration targets, an impel-
lent need of innovative techniques for space mission design is rising. System-
atic strategies and solutions for space system design  have to be accounted to 
improve and optimize classical paradigms, like proposed by Viscio [81]. New 
simulation paradigms should also be found: even if the computational capac-
ity of the current processors is always improving, as predicted by the Moore’s 
law [82], novel challenges are emerging, as the big data problem, whose im-
plication are limiting the simulation tools. 

The work here presented is intended to cast some light on the new dis-
ruptive space missions and systems design, which will help humankind in its 
transformation to become a multiplanetary specie. Technological and busi-
ness hurdles still lie ahead, but sooner or later humankind will successful ac-
complish this future evolutionary challenge. 

The founding idea of this research lays on the use of a relative new tool 
in a complete innovative way. Alongside the well-known approaches for 
space systems design, like the Systems Engineering (SE), its model-based ex-
plication named Model Based Systems Engineering (MBSE), and the Con-
current Engineering (CE), the integration of Virtual Reality (VR) since the 
very early design phases and its possible extension during the entire product 
life-cycle has been proposed in this Ph.D. thesis, analysing its associated ben-
efits with respect to limitations and future tendencies in the space sector. 

The classical paradigms were born to manage complexity that arise in 
dealing with systems and data organization, including the human component. 
SE focuses on how to organize the knowledge deriving from the different 
disciplines involved in systems design over their entire life-cycles. If in the 
past SE was document-based, the rising difficulties in managing large sys-
tems and the increasing computational power of computers led engineers to 
start adopting the MBSE methodology. Information can be exchanged by 
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means of models instead of documents, thus enhancing the integration with 
the simulation software used in the projects. To optimize the design process 
and to shorten the development time even more since the very early stages, 
CE is the other typical work methodology used for space systems and mission 
design, where all the domains and the relative functions are integrated. 

The cutting-edge idea of the present work is to interface VR with the 
standard engineering tools, since it could offer a large suit of benefits, en-
hancing the decision-making process into collaborative design environments 
and the perception on how the is changing over time with respect to the design 
iterations and advancements, which are both typical of space missions and 
systems design. Thanks to the intuitive visualization techniques which can be 
offered to the end-users, VR is rapidly spreading out in many companies, both 
space and non-space related, not only as a plus or a nice-to-have for people’s 
amusement, but as integrant part of the design process. 

 VR for space could be helpful and similar to what has already been 
achieved with Cyber-Physical Systems (CPS) in Industry 4.0. This transform-
ing trend of the manufacturing industry is using advanced information ana-
lytics: in fact, CPS include and closely monitor information from all related 
perspective for achieving a full synchronization between the physical factory 
floor and the cyber computational space. The resulting networked machines 
will be able to perform more efficiently, collaboratively and resiliently [83]. 

Via spinning the wheels of innovation, Virtual Environments (VEs) can 
foster international space exploration initiatives and the development of new 
partnerships and governance schemes, facilitating the data sharing also to 
non-technical stakeholders, including a general public audience. The signa-
ture of new agreements among commercial space and non-space sectors for 
activities related to exploration of the Moon, Mars, and LEO. With this in 
mind, seeking to increase commercial and industrial utilisation of the ISS is 
one of the first strategies adopted by national space agencies, increasing even 
more the technological return for terrestrial applications. Engaging a wide 
variety of actors will providing lifeblood to the entire exploration field: in this 
sense, VR tools are particularly suited to address this purpose. 

  A survey about VR, its history in different research environments, and 
the applications chosen for this work are presented in chapter 2. 

The integration of VR into the classical space missions and systems de-
sign has been analysed in chapter 3, where a novel approach is also proposed. 

Chapter 4 is dedicated to define the reference mission scenario used as 
test case in this research study. 
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The simulation workflow, its initial settings, and final results are detailed 
in chapter 5. 

Finally, conclusions are drawn in chapter 6, highlighting the innovative 
contribution of this work within the global space activities, also highlighting 
its limitation and possible future improvements. 
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Chapter 2 

2 Virtual reality 

2.1 State-of-the-art 

In 1986 Jaron Lanier, founder of VPL Research®, defined the modern 
meaning of VR as “a computer generated, interactive, three-dimensional en-

vironment in which a person is immersed” [84]. The concept itself started to 
appear in the late 1960’s and 1970’s on several research fronts, laying the 
foundation for the first patented devices, that can be dated back to the mid-
1980’s, and the virtual applications as they appear today. The key ingredients 
of immersion in a simulated world and of complete sensory input and output, 
presented via head-mounted or computer-driven displays, were introduced by 
Sutherland [85]. Back in the days, the primary challenge was to offer presence 
simulation to users as an interface metaphor to a synthesized world [84]. The 
desktop metaphor, which transformed the modern Graphical User Interface 
(GUI), introduced at Xerox [86], offers the possibility to manipulate symbols 
on a computer screen within an illusive environment [87], i.e. simplifying the 
human-machine interaction. The enhancement of this 2D paradigm into a 3D 
form, where real physical objects can be palpable and concrete manipulated, 
results into synthetic simulated environments. Those VEs can be defined as 
“interactive, virtual image displays enhanced by special processing and by 

non-visual display modalities, such as auditory and haptic, to convince users 

that they are immersed in a synthetic space” [87, 88]. 
The novel information media, created through computer graphics, helps 

to overcome the main problems of GUIs and offers a unique possibility to 



Chapter 2: 2 Virtual reality  
 

24 

develop application using the presence simulation. VEs can be experienced 
either from egocentric or exocentric viewpoints: the users can actually be in 
the virtual world or they can see themselves represented by controllable sym-
bols [87]. To return a more vivid and realistic sensorial experience, 3D sim-
ulations can be enriched by using several devices (haptic gloves, shutter 
glasses, omnidirectional treadmills, etc.) to finally convey the user’s physical 
presence in the virtual space. 

Virtualization, defined as “the process by which a human viewer inter-

prets a patterned sensory impression to be an extended object in an environ-

ment other than that in which it physically exists” [87], can be distinguished 
in three main form: virtual space, virtual image, and VE. VR exploit those 
techniques to create the telepresence illusion where the operator can perform 
task on real, computer-generated, or both worlds. Since human beings’ five 
senses allow a perfect interaction with real environments, the research fo-
cused on VR applications is targeting to make the end-users to interact with 
virtual worlds replica in the same natural manner as they do in the real ones, 
therefore helping to reduce the adjustment phase typical of the training peri-
ods. The potential of virtual reality systems as a more intuitive metaphor for 
human-machine interaction is thus enormous, since the user can exploit his 
existing cognitive and motor skills for interacting with the world in a range 
of sensory modalities [84]. The VR final goal is to create a real-time simula-
tion loop, where the immersive world is both autonomous and responsive to 
external user actions: this is the main reason for which a special attention is 
given to study, analyse, and enhance input and output channels that create the 
virtual simulators. Information feedbacks derive from manipulation, locomo-
tion, voice, gestures, and facial expressions [89], thus vision, touch and force 
perception, hearing, smell, and taste are the sensory data to replicate in VEs. 

The predominant feature is without a doubt the vision: the higher is the 
quality of the synthetic world replica, the better is the visual representation 
presented to the user, so a more vivid immersion in the virtual world is pos-
sible. The evidence of this fact lies in a new branch of research named visual 
analytics: due to the human beings’ nature of highly visual creatures, visual 
analytics has recently developed around the topic of assisting human-in-the-
loop computerized analysis for both learning and decision-making [90]. To 
ensure a proper level of immersion, stereoscopic vision should be guaranteed 
as well as motion capture for at least head movements. Depending on the 
media used, ranging from Head Mounted Displays (HMDs) to passive VR 
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glasses, resolution, colours, brightness, and motion representation may vary 
on a wide scale, thus giving high- or low-quality rendering [84]. 

The secondary sense used for another type of communication, i.e. the ver-
bal one, is hearing. In combination with vision, it can help to improve the 
overall situation awareness, so to give a better and more complete description 
of the ambient conditions where the user is located. The subjects involved in 
virtual simulations can extrapolate information from invisible parts of a cer-
tain virtual scene, as they do in the real world, especially when vision does 
not provide enough data. Audio feedbacks are more useful when sounds are 
replicated via 3D devices, which immerse even more in the simulated 3D 
space [91]. More sophisticated systems also foresee a verbal communication 
with computers using speech generators. 

If vision and hearing can just sense the world where the user is projected, 
the haptic sense can return a more vivid feeling in terms of physical percep-
tion coupled with the possibility to act over the environment, thus actively 
influencing it. Force and displacements are the inputs and outputs of the hap-
tic systems. Interactive means like sticks, pedals, and buttons are just few 
examples of typical haptic devices. However, accurate modelling is necessary 
to replicate complex 3D objects to be used in force-feedback devices. In fact, 
most of the applications requires non-linear representations. To ameliorate 
the overall performances of the haptic devices newly born methods are apply-
ing advanced numerical theories. An example in this sense is the usage of the 
Finite Element Method (FEM) to compute haptic force feedback and domain 
deformations of soft tissue models for use in VR simulators [92]. Those type 
of improvements are directly linked with the increased hardware computa-
tional capabilities as well as the algorithms efficiency and parallel program-
ming: thanks to these technology advancements, more sophisticated models 
can be run in real-time, surpassing the simplified lumped parameter model-
ling techniques. Furthermore, additional requirements arise from the virtual 
variables introduced in such formulations: force magnitude and frequency of 
the force feedback [84]. 

The human’s capability to sense motion and control posture (orientation 
and balance), i.e. proprioception linked to the vestibular system, requires spa-
tiotemporal realism expressed in terms of timing constrains (e.g. visual feed-
back rate > 10 Hz, haptic feedback rate > 1 KHz) [84]. Violating those guide-
lines with lags for instance, can degrade human performance. Side effects can 
appear similarly as for disorientation and nausea. The synchronization is the 
crucial aspect to carefully monitor to avoid motion sickness, which is 
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generally considered to be caused by conflicts between the information re-
ceived from two or more sensory systems [93]. 

The calibration of VR systems is peculiar due to the high sensitiveness of 
human beings. Even if the human body have adaptation capabilities, the con-
flicts that may rise from an incorrect setup of virtual simulations in terms of 
sensory cues have to be carefully addressed. The conflicts between the motion 
signals transmitted by the vestibular system, the eyes, and the non-vestibular 
proprioreceptors is what lead to motion sickness [93]. Quantifying the limits 
for lags and fine tuning the accuracy are essential features to measure and 
regulate for every application of VR: depending on the task to execute, the 
thresholds of spatiotemporal realism might vary. A standardization is desira-
ble but a comprehensive review of theory and data on human performance 
characteristics from the viewpoint of synthetic environment systems is still 
an open research subject [84]. Moreover, further investigations are still nec-
essary to explore the best trade-off solutions in terms of software and hard-
ware to be used. The synthetic representation of reality and how the signals 
are delivered and used to communicate with the users are fundamental aspects 
which characterize virtual simulations: only a careful study of the specific 
fidelity level required by the final field of application of VR can really lead 
to define the most appropriate devices and trade-offs needed for satisfying the 
final application requirements at best. 

For what concerns the hardware available on the market, at the present 
time, thanks to the wide spread of electronics devices, VR equipment are pro-
gressively becoming very popular crossing cultural thresholds, not only for 
research purposes but also for the recreational and entertaining sectors. 
Smartphones, game consoles, and cinemas are extensively using VR. Several 
devices are present on the market like Oculus Rift®, HTC Vive®, Sony 
PlayStation® VR, and Samsung Gear VR® represented in Figure 2.1. Each 
equipment is characterized by different strengths and weaknesses: opening 
the door of VEs to general public is pushing forward the entire sector since 
few years.  
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Figure 2.1 VR devices: Oculus Rift® (a) (credit: Oculus®), HTC Vive® (b) 
(credit: HTC®), Sony PlayStation® VR (c) (credit: Sony®), and Samsung Gear VR® 
(d) (credit: Samsung®) 

The usefulness of VR has been demonstrated in several areas of technol-
ogy-related applications, likewise in the amusement field. The new medium 
has in fact demonstrated its applicability and potentialities in medicine, chem-
istry, and scientific visualization in general, as shown in the example of Fig-
ure 2.2. 
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Figure 2.2 VE technology may assist visualization of the results of aerodynamic 
simulations. Here a DataGlove is used to control the position of a "virtual" source of 
smoke in a wind-tunnel simulation so the operator can visualize the local pattern of 
air flow [87] (credit: NASA) 

The design phases, where virtual prototyping is used for testing different 
technical solutions, are also benefitting from using VR, actually opening new 
frontiers for architects and civil engineers, but also for car, aircraft, and space 
mock-ups manufacturers. The system design process is data-intensive, where 
the decision-making is driven by visualizations of that data: the better and 
diversely a tool can present the studied object, the more comprehensive and 
accurately will be the final result. The visual analytics insights can potentially 
increase stakeholder satisfaction to the final design outcome, tearing apart the 
occasionally “black box” nature of complex design. The benefits related to 
the visual analytics paradigm are: analyse first, show the important, zoom/fil-
ter and analyse further, and details on demand [94].  
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Those key elements can be detailed as: 

• Analyse first – Reduce burden on human by performing some 
analysis in the background; 

• Show the important – Direct attention to the most salient infor-
mation; 

• Zoom/filter and analyse further – Iterative learning with gradually 
increasing detail; 

• Details on demand – Allow human to reveal the details originally 
hidden to reduce complexity when requested. 

The complexity of system design can be reduced if an effective incorpo-
ration of the visual analytics guidelines is introduced into the process that 
support both decision-making and negotiation goals. Redirecting the attention 
to productive areas of the design alternatives belongs to the cognitive engi-
neering domain, whose funding concepts are typical of a more descriptive 
research field. An example is given by largely normative and/or prescriptive 
area of decision-making such as utility theory and information processing 
[95]. As a result, foreseen the decisions that people make rather the rationale 
of the decision taken is the principal contribution of the cognitive engineer-
ing, which fits well with visual analytics, specifically in the methods with 
which new interfaces are tested and evaluated [96]. To understand how hu-
man begins make decision it is necessary to define when a rational decision 
can be taken; it requires a precise goal, enough information of the global sce-
nario, and a strategy to optimize the final outcomes of the decision to take, 
i.e. the expected value. Ideally, in a perfect world, decision-makers have the 
perfect information to take decisions. However, reality is different since it is 
naturally affected by different uncertainties, but rational decisions should al-
ways be taken. An example of rational decision-making is a coin-flipping 
contest described by Bahill and Madni [97]: if heads is called and the coin 
comes up heads, the reward is 10 €; if tails are called and the coin comes up 
tails, the reward is 1 €. In all the remaining cases the reward is nothing. 5 € is 
the expected value of choosing heads, that is calculated by multiplying the 
probability of getting heads (0.5) and the value of the bet (10 €). For tails the 
expected value is 0.5 €. Rational individuals would choose heads because that 
would maximize the amount of money that they expect to get. Therefore, all 
the important information available about the system should be considered by 
the decision-makers since the effectiveness of the final mission design is un-
certain.  
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Identifying the risk related to any uncertain decision to make will lead to: 

• The complexity level raise for any evaluation to do; 

• The optimal choice could change over time. 

A good decision-making strategy should then not account for selecting 
the choice itself but rather to have a strategy of choice which makes the final 
decision to change with respect to external unforeseen events. Flexibility is 
then necessary to adapt for positive opportunities that may occur and to avoid 
adverse occasions. However, people are unable to make rational decisions: 
they tend to look for good enough alternatives that are alternatives that satis-
fice. For example, in the very early design phase of a space mission/system 
there are not enough information for taking rational decision because this is 
an innate human behaviour, even if experienced engineers participate to the 
design process: in fact, the confirmation bias affect humans that filter-out in-
formation that contradicts their preconceived notions and remember things 
that reinforce their beliefs [97]. This is why a robust aid is necessary to help 
the decision-making process such as VR. 

Other researches demonstrated how the VR is enabling previously im-
possible applications via revolutionising the user interface. The main areas 
affected by the benefits introduced are simulation and training, where 
telepresence and teleoperation could be necessary [84]. The miscellaneous 
fields interested by this revolution ranges from sport to medicine: training 
athletes [98], flight and driving simulators, and surgical trainers have the pe-
culiarity to represent scientific domain where the experience gained during 
virtual training can be directly used for real applications. The early medical 
purpose into using VR was for planning surgeries, but the current trend is to 
use VEs also for data fusion6 [99]. As for designing objects and systems, also 
medical care with multiple professionals are starting to be provided in a 
shared VE that incorporates shared decision-making for an actual surgical in-
tervention or a rehearsal [99]. The three major areas of virtual surgery ap-
plicability are: virtual humans for training, the fusion of virtual humans with 
real humans for performing surgery, and virtual telemedicine shared decision 
environments for training of multiple players, where the patient may be vir-
tual or real, or a combination of both [99]. Those multi-user VEs are required 
by telesurgery and telemedicine, besides a set of functional, highly reliable 

                                                 
6 Data fusion is the term used to address the capability of a system to integrate data from 

different sources. 
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network, and telecommunication facilities [99]. The surgical computer-based 
simulations realistic mimic the sense of touch with haptic devices: the reason 
behind the introduction of these tools is to permit a surgeon to practice a del-
icate surgical procedure on the patient’s specific virtual anatomy before actu-
ally performing the procedure on the patient, providing to the surgeon the 
highest surgical care possible through the use of advanced technologies [100, 
101]. Those biomedical applications employ advanced methods, like FEM, to 
create real vivid interactions [92].  

Surgical simulations are just a branch of the emerging VR medical appli-
cation: other disciplines have made progress in using this emerging technol-
ogy, like rehabilitative medicine and psychiatry [100]. Virtual endoscopy is 
also a promising sector which aims to replace standard endoscopic procedures 
for diagnostic screening: virtual images may be displayed with HMDs or true 
suspended holograms [100]. The broadened VR applications of neuropsycho-
logical assessment enable the doctors to intervene on a specific psychological 
distress via programming a certain intervention procedure which help the pa-
tient to work on his/her disturbance through progressively managing the re-
lated problematic situation, as for [102]. Rehabilitation can also overcome the 
several typical limitations affecting it: the extreme time consuming (and then 
costly) standard procedures associated to labour and resource intense, de-
pendent on patient adherence, the limited availability depending on geogra-
phy, and the possible modest effects on subjects [103]. A tentative attempt 
has been discussed and studied for stroke rehabilitation [103, 104] which is 
confirming the goodness and the possible benefits which can be obtained. 

Another important application of VEs is Augmented Reality (AR). Con-
trary to what happen with VR where the user can only see the synthetic world 
and not the real one, AR supplements reality with virtual objects superim-
posed upon or composited with the real world [105]. The combination of real 
and virtual in the 3D space with real-time features allows AR to supplement 
information that the user cannot directly detect with his own senses: virtual 
objects convey data to help the user performing a task in the real world [84, 
105]. 

The most promising application of AR include military, medical, engi-
neering, and robotics systems, both for training sessions and in real situations 
[84]. The scarcity and the still non-optimal ergonomic design of AR devices, 
almost limited to Google Glass® and Microsoft HoloLens® represented in 
Figure 2.3, is moderately limiting the application for general public, but the 
related research field is active. Improving hardware and software will 
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certainly project this interesting technology to a widespread of application for 
several technical domains. 

  
(a) (b) 

Figure 2.3 AR devices: Google Glass® (a) (credit: Google®) and Microsoft Ho-
loLens® (b) (credit: Microsoft®) 

For the medical domain, AR techniques are currently investigated to sup-
port surgery sessions in open surgery, endoscopy, and radiosurgery [106]. 

Finally, telepresence and teleoperations achieved using VR tools make 
possible the access hostile environments, otherwise impossible to reach: the 
possibility to supervise and control robots for executing tasks is appealing, 
especially for space applications. As the remote surgery is one of the most 
advanced application of telerobotic for the medical field, also the space sector 
uses it (e.g. the ISS robotic arm, named Canardarm2, for moving capsules 
and astronauts during in-flight activities of docking/undocking and repair op-
erations). This particular feature is not the only one which nowadays attracts 
space engineers in using VR, as demonstrated by the almost pioneering usage 
of such technology for pre-flight training, but other potential applications ex-
ist.

2.2 Space field applications 

The severe operative conditions imposed by space since the very early 
phases of its exploration, led engineers, borrowing from an aeronautical back-
ground, to adopt technological advanced solution, but not the latest technical 
discoveries in order to satisfy the stringent safety and reliability requirements. 
The sense of physical reality used in VEs was primarily required and devel-
oped for aircraft simulators: due to the high cost and risk related for training 
operators, VR immediately appeared to be appealing thanks to its ability to 
recreate, with a certain level of fidelity, a synthetic replica of contents, geom-
etries, and dynamics of an aircraft. The intrinsic safety and the relative low-
budget devices adopted, if compared with standard processes that use actual 
vehicles, made those type of application also well suited for testing new 
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training methodologies, procedures, and technologies. An example of a typi-
cal aircraft simulator is shown in Figure 2.4. 

 

Figure 2.4 View through the cockpit of a 727 simulator at NASA Ames Re-
search Center (ARC) which is used for human factors research. A simulated night 
flying environment is visible out the forward cockpit window [87] (credit: NASA) 

As for other research fields, vehicle simulation may involve moving-base 
simulators for replicate its dynamics, thus programming the appropriate cor-
relation between visual replica and human vestibular functions is crucial to 
create a vivid simulation environment. An example of these type of simula-
tors is shown in Figure 2.5. 
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Figure 2.5 Moving base simulator at NASA ARC pitched so as to simulate an 
acceleration [87] (credit: NASA) 

As was happening in other engineering domains, VR was progressively 
getting foothold also in the space field, despite its historical tradition of slow 
innovativeness. NASA, being both involved in the aeronautical and space re-
search fields, was one of the first organization to start developing VR appli-
cations, following the first results obtained at the Massachusetts Institute of 
Technology (MIT) at the beginning of the 1980’s with a limited three-dimen-
sional virtual workspace in which the user interactively manipulates 3D 
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graphical objects spatially corresponding to hand position [107]. In fact, in 
1984 at NASA Ames Research Center (ARC) the Virtual Visual Environment 
Display (VIVED) project and later the Virtual Interactive Environment 
Workstation project (VIEW) were started. The main purpose of the US space 
agency was to develop a multipurpose, multimodal operator interface to fa-
cilitate natural interaction with complex operational tasks and to augment op-
erator awareness of large-scale autonomous integrated systems, whose spe-
cific activities were telepresence control, supervision and management of 
large-scaled information systems and human factors research [84]. 

The unexpected flourishing of VR was holding the promises shown to 
such an extent that NASA established a dedicated VR laboratory in the early 
1990s at the Johnson Space Center (JSC) to support the human spaceflight 
division, especially during microgravity activities and EVAs familiarization 
for astronauts. The new trend introduced was also reflected in human factors 
and ergonomics studies: historical commercial partners like Boeing® success-
fully experimented and implemented VR tools inside the standard business 
areas [108]; the driving purpose was to enhance the current Computer-Aided 
Design (CAD) modelling properties with a more powerful and flexible design 
environment. 

The first real success in using a VE was for crew training: more specifi-
cally, during the Space Transportation System (STS), i.e. the US Space Shut-
tle, Hubble Space Telescope (HST) repair and maintenance mission STS-61. 
The difficult task to perform stimulated the entire flight control team to use 
virtual techniques: the conclusion of the pilot study and the positive effects 
obtained, since the December 1993 mission was a complete success, sug-
gested its use early in the flight planning activities [109]. Post-flight and post-
training interviews to the subject evidenced an efficiency increase in deliver-
ing training tasks: the most impressive data which stood out was the compres-
sion of the EVA training. A 5-hours EVA took on average only 35 minutes 
to be completed in the virtual environment: this kind of statistic indicated a 
shifting from hours into minutes between using standard training procedures 
and using virtual devices [109]. The use of VR in the typical training sessions 
was not only involving different astronauts but also engineers as shown in 
Figure 2.6. Thanks to a more realistic rendering of the HST and Space Shuttle 
payload bay, VE were positive welcomed by flight team members as reported 
during the actual HST mission operations [109]. 
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Figure 2.6 STS-61 crew utilizing VR in training for HST repair mission: Bow-
ersox takes his turn manoeuvring the Space Shuttle Endeavour's Remote Manipula-
tor System (RMS) while mission specialist Hoffman, wearing the VR helmet, fol-
lows his own progress on the end of the robot arm. Crewmembers participating dur-
ing the training session are (from left to right) astronauts Akers, Hoffman, Bowersox, 
Nicollier, Covey, and Thornton. In the background, David Homan, an engineer in 
the JSC Engineering Directorate's Automation and Robotics Division, looks on. 
NASA photograph s93-36896 (credit: NASA) 

Astronaut training for assembly operations in microgravity environments 
was using the successful heritage of the STS-61 experience, addressing the 
rarely covered aspects related to object handling in zero gravity. Overcoming 
the classical paradigms of classrooms training with VR hands-on experience, 
give to the trainees a better and concrete impression on how object behave in 
microgravity conditions instead of partly relegate this task to the imagination. 

The current training trends are suggesting an increasing usage of new 
methods and tools. ESA, together with NASA astronauts, is trying to improve 
the classical paradigms of ground-based training: in fact, the enhancements 
targeted by the efforts of both European, acting as principal investigator, and 
American space agencies are to support procedure navigation, visualisation 
and hands-busy interaction support for astronauts on-board the ISS. The re-
sults obtained by this pilot-investigations lead to the development of a mobile 
Procedure Viewer (mobiPV): it enables distributed team work through a se-
ries of collaboration services between on-board crew members and ground 
experts, optimally distributing cognitive support for task execution [110]. The 
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entire research framework aims to create the path towards user-friendly and 
easily accessible systems, not only for LEO applications as the ISS, but ex-
tending the proposed communications infrastructure beyond LEO, i.e. Moon 
vicinities and Mars eventually, where spin-in technologies from the consumer 
market like VR and AR are included [110]. The device is currently tested with 
dedicated experiments on-board the ISS as shown in Figure 2.7. 

 

Figure 2.7 ESA astronaut Paolo Nespoli while setting to use mobiPV to maintain 
the Water Pump Assembly (WPA) in Europe’s Columbus space laboratory (credit: 
ESA) 

3D-based applications can also represent the only media able to support 
crew activities which need to be performed without previous pre-flight train-
ing. Emergencies situations and non-nominal robotics tasks are impossible to 
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be taught by instructors before they actual happen during flight operations. 
Using such devices could indeed guarantee a successful crew on-orbit train-
ing for tasks that have not been previously trained on the ground, via helping 
to develop the necessary skills without necessarily covering them within pre-
flight training [111]. ESA is one of the institutions that is actively exploring 
this possibility with a pilot research study carried out with NASA and ESA 
astronauts during two ISS missions in 2016 [111]. The 3D Visual Training 
(3DViT) tool developed by ESA was tested using a Columbus payload and a 
Columbus systems activity case studies: untrained crewmembers were the test 
subjects of the experiment. The assessment was successful, thus suggesting 
the possibility to partial substitute ground-based training with on-orbit train-
ing for specific activities [111]. In a near future, ground instructors will be 
provided with the necessary tools to build a 3D visualisation and animation 
of procedures that can be used for refresher training, which are particularly 
well-suited for short-notice tasks [111]. A similar project named “Sidekick” 
has been jointly run by NASA and Microsoft® to test Microsoft HoloLens® 
for potentially assisting astronauts during their daily scientific activities on-
board the ISS [112]. Moreover, the future deep space missions (e.g. manned 
Martian missions) will specifically require to execute remote training and not 
only Earth-based training, making 3D animations and VR/AR tools the only 
viable alternative to classical training paradigms [111]. 

Other early NASA works were dealing with telepresence: in 1989, a 
NASA project was begun with the goal of developing a telesurgery system 
for use in the space program to perform surgery from Earth on an astronaut 
in an orbiting space station [99]. Apart from the medical field, the features of 
virtual applications are particularly appealing for teleoperations and telero-
botic. Immersive VE systems have been employed and are still used, with 
several technical enhancements, to interactively visualize planetary terrains 
to be explore with immersive setups. The major limitation of this method is 
the models complexity: a realistic replica of a certain portion of a planetary 
surface is highly demanding in terms of rendering and polygonal discretiza-
tion, due to the computational cost. Methods for user-based reduction has 
been proposed in the past by [113, 114] but, thanks to widespread of different 
devices, whose level of improvement considerably raised from the early 
stages of VR application, the related technology has made several steps for-
ward, enabling always more realistic copies of the ground to be mimic. Actual 
photorealism is required to better address the typical duties of those type of 
VEs: they are mainly employed for robotic operations planning, i.e. where to 
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go and/or execute scientific measurements, and for site-selection strategies, 
i.e. landing site choosing and/or EVAs planning. The reconstruction and the 
consequent virtualization are done using real topographic data, mainly re-
trieved by remote-sensing probes [115]. 3D terrain representation have been 
successfully used to represent planetary soils, like the Moon and Mars [116]. 
Specifically focusing on application with humans-in-the-loop, controlled 
“boots on the ground” scenarios are effectively used to virtually place sub-
jects onto another celestial body and to then measure situational awareness of 
a human standing on the terrain of interest. VR is able to create realistic sim-
ulations with presence where a test subject has the viewpoint of an astronaut 
on EVA: a first-person perspective with some level of head-tracking enabled 
is mandatory to be reproduced into the virtual scene. The future astronauts' 
training will always more enriched by innovative VR concepts, as also testi-
fied by Earth-based analogue campaigns. The AMADEE-15 Mars simulation 
[117] adopted the Virtual European maRs Analogue Station (V-ERAS) [118] 
as VR support to train analogue astronauts. The requirement of total immer-
sivity, that was essential to provide an effective test bed platform for prepar-
ing the forthcoming crewed Martian expeditions, was fulfilled using gravity-
load reducing devices, omnidirectional treadmills, Microsoft Kinect®, and 
Oculus Rift®. Field operation studies were executed and measured, where 
EVAs replica was combined with internal operation in a Martian virtual out-
post, thus reducing the familiarization period if compared with standard ap-
proaches. 

 Virtual training benefits are amplified if the design stages are similarly 
treated, especially when human factors need to be taken into account in very 
early project phases. Reach, visibility, and accessibility are crucial for assem-
bling or processing hardware: 3D replicated work environments with anima-
tion and avatars derived from motion-captured measurements can help to train 
and assess ergonomic risks, determinate negative interactions between tech-
nicians and their proposed workspaces, and to evaluate spaceflight systems 
prior to, and as part of, the design process to contain costs and reduce schedule 
delays [119]. The assessment of ergonomic risk through the use of software 
analysis tools in a safe, controlled environment without exposure to unknown 
risks and hazards was chosen to be tested into early stages of the Orion cap-
sule by United Space Alliance (USA) [119]. An example setup adopted is 
shown in Figure 2.8. 
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Figure 2.8 Actors provide human-in-the-loop simulated movement, VICONTM 
cameras capture the “stick figure” wire frames, and JACK LiveTM generate the ava-
tars [119] (credit: USA) 

Considering a space system, the most intense part of its life-cycle are real 
operations: the more complex is the design, the more users are involved to 
operate it. The level of complexity rises even more when the engineers and 
operators involved come from different backgrounds. An example in this 
sense is the ISS, where different space-faring nations and agencies are work-
ing together using a common infrastructure to perform diverse scientific, lo-
gistics, and maintenance activities. One of the most time-consuming activity 
is tools retrieval and objects stowage. The Ground Support Personnel (GSP) 
in charge of assisting the delicate astronauts’ tasks is sometimes mislead from 
the non-always up-to-date database with objects locations, whose spatial at-
tributes are sometimes confused by the non-proper synchronization between 
ground data and actual flight configurations. To overcome and optimize those 
limiting aspects, VR and AR techniques have been tested with positive re-
sults. The tools developed by Thales Alenia Space Italia (TAS-I) for the ISS 
Columbus laboratory demonstrated how VEs can help in knowledge sharing 
among groups of different disciplines to optimize different aspects of the 
same module, especially supporting collaborative frameworks in which per-
form stage analysis verification such as stowage accommodation activities 
[120, 121]. One of the test case used for assessing the accessibility of the ISS 
Columbus module is shown in Figure 2.9. 



 2.2 Space field applications  
 

41 

 

Figure 2.9 User with motion-capture sensors and the JACK LiveTM mannequin 
virtual replica while assessing the ISS Columbus module hatch accessibility (credit: 
TAS-I) 

Other examples also exist where VR was used to enhance the space mis-
sion design. DLR developed the “Virtual Satellite” tool to support the inter-
disciplinary data exchange required by CE, which is based on a MBSE ap-
proach [122–124]. The software has been integrated into a CE facility to 
transfer system model information among the different experts involved in 
the design process. Since interactive visualization is required when dealing 
with complex data and model, the “Virtual Satellite” was connected to a VR 
environment for helping the collaborative work and the cross-domain com-
munication [122]. The feature of direct interactive manipulation in an immer-
sive environment given by VR has demonstrated tangible improvement if 
compared to the classical desktop workstation (i.e. mouse and keyboard). The 
domain experts involved in the case study of satellite configuration experi-
enced a more direct feedback when expressing their design ideas and discuss-
ing possible changes early in the design phases [122]. The collaborative en-
vironment and the intuitive access to the real-time immersive visualization, 
also coupled with the possibility to track the technical changes of the project, 
made the VR-based software an ideal platform for spacecraft design, espe-
cially when comparing different configurations of the system to be designed 
[123]. 
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Additionally, VEs are also starting to be used in advanced project phases 
as verification and validation. AR devices can potentially improve Assembly, 
Integration and Test (AIT) and Assembly, Integration and Verification (AIV) 
as investigated by ESA. Together with other industrial partners, a prototype 
application named Engineering data in cross-platform AR (EdcAR) was de-
veloped and tested using different use cases: maintenance tasks and real-time 
equipment monitoring were performed using different devices, including the 
Microsoft HoloLens® used to replace the cabin filter of the ISS Columbus 
mock-up [125], as shown in Figure 2.10. 

 

Figure 2.10 Operator using EdcAR with Microsoft HoloLens® at work on Co-

lumbus mock-up (credit: ESA) 

The extension to these technologies in the normal product operational 
workflow has been also tested Lockheed Martin that applied VR and AR ca-
pabilities to the manufacturing process for the Orion MPCV [126]. A team of 
safety, manufacturing, and design engineers run simulations of spacecraft as-
sembling using virtual counterparts as in the real production line to find pos-
sible mistakes in the components or in the build-up procedures [126]. Similar 
infrastructures have been used for satellite assemble troubleshooting: acces-
sibility, ergonomics, wiring, and extent of damage are the aspects evaluated 
in the assessment of Geng et al. [127]. The successful implementation of vir-
tual maintenance simulations helped to identify criticalities and to improve 
the satellite design in the early stages of the project, thus reducing risks and 
costs for the manufacturing company [127]. 

Finally, it is evident that VR is progressively innovating the space sector: 
several tools and software exist on the market, each characterized by virtues 
and vices. 
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Chapter 3 

3 Methodology 

3.1 General description 

Starting from the classical SE approach, which is defined as “a methodi-

cal, disciplined approach for the design, realization, technical management, 

operations, and retirement of a system” by NASA [128], the found idea of 
the present work is to improve such methodology to better assist the space 
mission design process. Since a space mission can be assumed to be com-
posed by several systems, it is important to improve the overall design proce-
dure via focusing also system design. By definition, a system is “a construct 

or collection of different elements that together produce results not obtaina-

ble by the elements alone, where the elements, or parts, can include people, 

hardware, software, facilities, policies, and documents” [128]. For the space 
field is also not unusual to refer not only to single separated systems but ra-
ther, if those complex systems are design to be aggregated for absolving com-
mon functions, to the enlarged concept of System of Systems (SoS). [129] 
defined SoS as a System Of Interest (SOI)7 whose elements are managerially 
and/or operationally independent systems: their interoperation and produce 
results unachievable by the individual systems alone.  

                                                 
7 The SOI concept is related to the attributes of a systems, which are symbolically rep-

resented by variables. If a variable is measurable, its measurement is the outcome of a process 
in which SOI interacts with an observation system under specified conditions [129]. 
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Finally, typical characteristics and relevant concepts of SoS include 
[130]: 

• Operational and managerial independence; 

• Geographical distribution; 

• Emergent behaviour; 

• Evolutionary development; 

• Heterogeneity of constituent systems; 

• Dependent and cascading failures; 

• Copulas (non-linear correlations); 

• Self-organizing properties (including criticality); 

• Complex event processing; 

• Chaotic behaviour; 

• Scale-free phenomena; 

• Weak coupling; 

• Weak signals. 

An example of SoS is the US National Airspace System (NAS) schema-
tized in Figure 3.1: it involves several transportation systems that are operated 
independently but have to share the same space and somehow cooperate 
[131]. 

 

Figure 3.1 Example of the systems and SoS within a transport SoS [129] (credit: 
Judith Dahmann) 
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The air, ground, and maritime transport systems are operationally and 
managerially independent, also considering their geographical distribution on 
the US soil. Considering only the air transport system, its constituent systems 
are heterogeneous and characterized by non-linear correlations that can re-
sults into cascade failures (e.g. the failure of the fuel distribution system may 
result into a partial or complete failure of the aircraft system). 

For the specific space exploration domain, SoS is generally dealing with 
extremely large, complex, and intertwined command and control and data 
distribution ground networks [132]. 

Because a SoS is itself a system, the systems engineer may choose 
whether to address it as either a system or as a SoS, depending on which per-
spective is better suited to a particular problem. The SoS main traits make it 
difficult to build and manage it with traditional engineering practices. In fact, 
a collection of systems can be analysed by summing the properties of each of 
them, but it is not the case of a SoS, which is indeed formed by different 
systems but is also characterized by an emergent behaviour. The emergent 
properties that appears in a SoS cannot be deduced by its constituent systems. 
This feature, together with the evolutionary nature of the internal structure of 
an SoS, is difficult to analyse using the classical design paradigms. Different 
design approaches have been proposed in literature. As an example, a “proto-
method” has been proposed by DeLaurentis [130]: it is a tentative formaliza-
tion method for dealing with the SoS complexity; it is divided into Definition, 
Abstraction, and Implementation phases. Those three major phases are dedi-
cated to [130]: 

• Definition Phase: classification of the SoS to be analysed and es-
tablishing categories and levels that will later be required to detect 
evolutionary and emergent properties; 

• Abstraction Phase: the main actors, effectors, disturbances, and 
networks are identified and their real interrelations are used to or-
ganize them correspondingly, not in a hierarchical way, but rather 
unfolding the underneath complexity; 

• Implementation Phase: the abstraction done in the previous phase 
is used to model and simulate the different part of a SoS. 

Whether if referring to a single system or to a SoS, the overall space mis-
sion design process is complex and costly. Addressing the new challenges 
imposed by the global exploration scenario that is taking shape, as described 
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in section 1.2.2, requires novel techniques to assist and ameliorate the stand-
ard tools and approaches generally used. 

The life-cycle of a space mission typically progresses through four phases 
[74]: 

• Concept exploration: the initial study phase, which results in a 
broad definition of the space mission and its components; 

• Detailed development: the formal design phase, which results in 
a detailed definition of the system components and, in larger pro-
grams, development of test hardware or software; 

• Production and deployment: the construction of the ground and 
flight hardware and software and launch of the first full constel-
lation of satellites; 

• Operations and support: the day-to-day operation of the space sys-
tem, its maintenance and support, and finally its deorbit or recov-
ery at the end of the mission life. 

A more formalized and systematic classification has been proposed by 
some aerospace entities, like NASA, ESA, and the US Department of Defense 
(DoD). The schematic division of the different phases specifically depends 
on the institution chosen as reference, but no substantial differences exist. 
According to NASA Procedural Requirements (NPR) [133], the life-cycle 
standard phases used for NASA programs and projects are six (Pre-Phase A 
and phases A through E), which are grouped into Formulation, Implementa-
tion, and Operations. A summary description of them is reported into Table 
3.1.  
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Table 3.1 NASA project life-cycle phases [128] 
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According to ESA and to the European Cooperation for Space Standard-
ization (ECSS), the nomenclature slightly differs both for phases and for the 
interphases fixed reviews [134]. The main differences in terms of phases are 
[74]: 

• Pre-Phase A is defined Phase 0 and is dedicated to Mission Anal-
ysis and Needs Identified; 

• Phase A is dedicated to Feasibility; 

• Phase B is dedicated to Preliminary Definition; 

• Phase C is dedicated to Detailed Definition; 

• Phase D is dedicated to Production and Ground Qualification 
and Testing; 

• Phase E is dedicated to Utilization; 

• Phase F is dedicated to Disposal. 

A condensed visualization of the NASA standard is represented in Figure 
3.2. 

 

Figure 3.2 A miniaturized conceptualization of the poster-size NASA project 
life-cycle process flow for flight and ground systems [128] (credit: NASA) 

The mandatory requirement to balance conflicting needs is the leitmotiv 
which designer must face throughout the entire product life-cycle. Further-
more, the design environment is not fully independent, but it is subject to 
external influencing factors which derives from socio-political, economical, 



 3.1 General description  
 

49 

and technical implications. The heuristic part of the design process plays also 
a non-negligible role, where elegance and artistic beauty can influence the 
final result, even more than mere numerical optimization algorithms. 

All the systems have a certain lifetime where they should meet the ex-
pected needs for what they have been design to. At each life-cycle stage, the 
performances of the systems may vary, but should anyhow fulfil the require-
ments imposed during the design phases. 

 The first project stages are characterized by a high level of uncertainty 
due to the non-total definition of goals. However, even if all the decisions 
taken at any project stage have a direct impact on costs, either immediate or 
delayed, best practices in systems design, which derived from experienced 
engineers and past projects, suggest how the most affected cost-related 
choices, especially of the advanced life-cycle phases (e.g. production and op-
erations), are those taken during the early design phases (see Figure 3.3). The 
costs nature is a mix of financial, risk, environmental, technological, legal, 
and moral factors directly related to the stakeholders, whose fully realization 
may happen in the latter life-cycle phases. 

 

Figure 3.3 Committed life-cycle cost against time [129] (credit: Defense Acqui-
sition University) 

Therefore, because of what is emerging from the evidences observed 
since years within the system design domain, it is highly recommended to 
perform a careful needs analysis and to accurate develop conceptual designs 
in the early stages for not overlook any aspect of the project, which may 
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finally lead to a poor and costly system (final product). Additionally, some 
decision taken at the very beginning of the system development are irreversi-
ble, thus designers are not anymore free to assess other potential design solu-
tions. In fact, a particular system concept and a detailed design, once fixed, 
intrinsically limit resources, such as time. Nevertheless, the knowledge asso-
ciated to the system in the early stages is very limited, as represented in Figure 
3.4: the importance of clarifying the problem to address (in terms of fulfilling 
customers’ needs) with a high confidence level and a high quality description 
is a key aspect for better developing different solutions and to eventually 
choose the best one among them. In fact, a more efficient design approach 
will ensure to have a higher level of design knowledge since the very first 
design phases. The design freedom is consequently reduced because the 
higher knowledge about the product to design prevents to explore unfeasible 
and suboptimal design solutions already in the initial project phases, thus 
speeding up the entire design process. 

 

Figure 3.4 Comparison between the classical design process (continuous lines) 
and the target for a more efficient one (dashed lines) [135] (credit: Guido Ridolfi) 

The classical design paradigms present some limitations with respect to 
the innovative ones, especially concerning the possibility to perform more 
detailed and faster assessment in the early design phases: those facts are very 
useful to discover and correct critical issues in the early design phases, so 
consequently lowering the risk of late changes; the later an engineering mis-
take is discovered in the design process, the higher are the costs associated to 
the change needed in the project. 
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During the past 60 years of space missions design, several approaches 
have been studied to deal with the early design problems, to save time, and to 
preserve the project integrity, not wasting all the efforts done in the previous 
design phases. 

The sequential approach represents the most classical design method 
where all the phases and the related duties are executed “in series”. Each do-
main and its team of experts is separated from the others (sparse decentralized 
design team) and design convergence is reached by performing several design 
iterations: the non-real time updating of the design parameters and the asso-
ciated variables make the convergence slow, since several changes can be 
necessary to reach the convergence. If this routine process has been very well 
consolidated throughout several past successful projects, on the other hand, 
the main disadvantage is related to the reduced possibility in finding compro-
mises and multidisciplinary final solutions. An improvement to methodology 
is the centralized approach: subsystem design features are provided by each 
technical domain to the system engineer(s). Communication is enhanced and 
stimulated at each design level by the system engineer(s), helping to analyse 
and share information among experts. Thanks to the modern IT, a novel ap-
proach has been formulated to provide better performances: the Concurrent 
Design (CD). A schematic view of the main features and differences between 
the sequential and the concurrent design approaches is represented in Figure 
3.5. 

 

Figure 3.5 Comparison between traditional SE and CE (credit: DLR) 

An enhancement of the currently used methodologies to support the com-
plex space mission design process is proposed in this work. The main objec-
tive is to promote data and information sharing using a VR tool, added to the 
standard model-based technique into a CE: this is useful to support the deci-
sion-making process via fully exploiting the virtual models created, as 
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investigated by [136–140]. The mathematical and physical models used to 
explore the complex design space are enriched by a visual attribute, not lim-
iting the assessments of the design iterations to be performed using only mere 
numbers but adding a more immediate feedback. The complete definition of 
how this novel methodology implements those paradigms is described in sec-
tion 3.4. The standard approaches used for assisting the space mission design 
process are described in sections 3.2 and 3.3, respectively MBSE and CE.

3.2 Model Based System Engineering approach 

The International Council On Systems Engineering (INCOSE) defines 
MBSE as "the formalized application of modelling to support system require-

ments, design, analysis, verification and validation activities beginning in the 

conceptual design phase and continuing throughout development and later 

life-cycle phases" [141]. The current trend for system engineers is to adopt 
this model-based approach instead of a document-based approach, perform-
ing in any case the required steps of the systems design. The activities to per-
form during the whole product life-cycle are driven by the items produced by 
the system engineers: for the document-based approach the entire process is 
manually generated. The concept of operations documents, requirements 
specifications, requirement traceability and verification matrices, interface 
definition documents, N2 charts (also known as N-squared charts, i.e. matri-
ces of structural interfaces), architecture description documents, system de-
sign specifications, test case specifications, and specialty engineering anal-
yses (e.g., analyses of reliability, availability, schedulability, throughput, and 
response time) results to be a disjoint set of text documents, spreadsheets, 
diagrams, and presentations, which are managed in a disjoint set of reposito-
ries configuration, using a document-based approach; the often inconsisten-
cies and the fast obsolescence associated with this method makes it expensive, 
especially for maintenance costs, which are added on top of the total life-cycle 
cost [142]. Moreover, the sequential update operations are time consuming 
and defects can easily propagate within the workflow. 

A famous fatal example of bad information management and update is 
the loss of the NASA Mars Orbiter for misunderstandings and inconsistencies 
of the units of measurement adopted, i.e. metric and imperial units. The dis-
crepancy found between the ground and the on-board software led to wrong 
trajectory calculations that eventually resulted into a too close Martian orbit 
[143]. The lack of rigor in the application of the SE standard practices led to 
the mission failure [144]: the requirements imposed for the navigation were 
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not carefully verified. If a MBSE approach would had been used, also taking 
advantages of dedicated software, the accident could had been prevented. In 
fact, the standardization of the parameters used for designing a system with a 
model-based approach, including the units of measurement, cannot lead to 
mismatches as happened for the NASA spacecraft. Starting from the genera-
tions of the requirements, all the information and data of the system model 
are stored in a repository/database accessible from the various expert of the 
design team: keeping track of the anomalies and inconsistencies, and report-
ing them to the users are common features of the modern Information Tech-
nology (IT) as the DLR “Virtual Satellite” [145]. In this sense, MBSE is use-
ful to overcome the main issues of a document-based approach. 

The model-based technique does not differ from the document-based one 
in terms of deliverables to produce but rather on how they are considered in 
the product life-cycle. The central node of the entire methodology is the sys-
tem model: it is a coherent, consistent, and integrated object created using a 
certain modelling tool [142]. The model represents a central repository from 
which gleans data to be used in the decision-making process at any design 
stage. Via conveniently querying the model, secondary derived artefacts can 
be obtained in an automated way: the diagrams and text documents produced 
exemplify different aspects of the model, but are not the system model itself, 
which is way more complex and complete [142]. The great advantage of using 
MBSE, and thus a system model, is the automatic propagation chain that is 
established whenever a change in the model happens. No inconsistencies and 
errors can ever occur with the affordable setup, lowering the maintenance 
costs and increasing the overall approach quality with respect to adopt a doc-
ument-based methodology. The system model created can be translated into 
a software model with a modelling tool, which requires a modelling language 
and a modelling method [142].  

The MBSE method started to be discussed in the academia in the 1990s 
and nowadays has been successfully implemented in industrial contexts, like 
space engineering. The intrinsic multidisciplinary nature of the space mission 
design process makes the system models particularly useful to tackle cross-
domains challenges and optimizations within a common integrated work-
space. The early design stages are the most affected by those engineering fea-
tures whose systems engineers should deal with.
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3.3 Concurrent Engineering approach 

CE is a set of techniques in which the design, development, procurement 
and manufacturing of a product is carried out by near-real-time teamwork 
[79]. The fundamental concepts of CE started to appear in literature between 
the end of the 19th century and the 1960’s, but proper definition were intro-
duced in the 1980’s [146]. Introduced by the aeronautical industry, the con-
cept was borrowed, adapted, and improved by several entities from both aca-
demia and private enterprises. The manufacturing companies started pilot in-
itiatives to shorten the developing time and the cost of products: team ap-
proached appeared in the US auto industry as response to the 1980’s market 
decreasing and to the competitiveness of the Japanese enterprises, which were 
able to create a new automobile in roughly half the time taken by US coun-
terparts [147]. The need to integrate design with other functions (marketing, 
maintenance, etc.) to optimize all the aspect of the final product and the in-
clusion of customers in the development phase led to the modern CE. The 
formalization of CD can be rooted back into the automatic assembly best 
practices suggested from the 1950’s and 1960’s in the industry but also in the 
research done in universities [146]. Tools and team management were the 
crucial aspects more affected by changes with respect to classical design 
methods: a high level of integration among all the different technical domains 
is required to better address all the needs of the stakeholders involved in the 
design process. With the advent of the modern digital era, the fast-evolving 
IT has been used to update physical facilities and design environments: prod-
uct design time (and so product time to market) and development cost have 
been reduced while the global quality of the final product has been improved. 

The principal aim why CE was born is to overcome the intrinsic difficul-
ties of sequential design. The simultaneous development of project design 
functions with interactive communications among all the actors involved is 
what differentiate the concurrent approach from the “over-the-wall” ap-
proach, as sketched in Figure 3.6. 
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Figure 3.6 Comparison between over-the-wall and team approaches (credit: Wiley®) 

The entire design team, which counts different selected technical domain 
specialists, if CE is adopted, starts to work immediately at the beginning of 
the design process on each different aspect to address in the project to de-
velop: communications is enhanced thanks to barriers removal. However, 
contrary to what is expected, not all the experts are present in all the design 
sessions, but they are chosen depending on the mission part to analyse, its 
developing context, and its critical aspects. Process convergence is achieved 
by a (near-) real-time working context in which constant communications and 
data are interchange in a common environment. Moreover, advancements and 
progresses are obtained by an iterative process: each iteration can be com-
pared to a trade-off session where proposals and results are presented by each 
expert; the scope is to spot eventual misalignments or disharmonic develop-
ment process within the project. The minimization of those risks can only be 
accounted if a CD approach is used, otherwise a sequential methodology fore-
sees meetings, interactions and data exchange only for brainstorming sessions 
and mandatory design reviews. A concurrent approach guarantees to stake-
holders to always have an update project scenario, where their feedbacks can 
influence in real-time the design to meet last-minute changes and expecta-
tions, which is way faster if compared to sequential design. The continuous 
communication among team experts transform every decision in a collective 
shared decision: each design issues that might occurs can be faced and dis-
cussed by the entire team, ranging from the mission requirements decision to 
the tiniest detail (e.g. a screw diameter). The situation awareness is enriched 
by the constant data flow flanked to the design path: a sustainable and com-
patible approach is so adopted for systems design which helps to avoid mis-
takes, to save time, and to reduce workloads. 

CE is principally effective for complex systems where several processes 
and various disciplines are involved and coupled by natural strong 
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interactions. Generally applied to the manufacturing industry [148, 149], 
other industrial fields have been using CE: its potentialities to less fragment 
the project, to reduce the project duration, to improve the project quality, to 
reduce the total project cost, and to increase the project competitiveness have 
been used for constructions [150], oil refineries [151], and large fire extin-
guishing systems [152]. The automotive and the aeronautical industries are 
other major areas where CE was firstly introduced, as well as for space mis-
sion design that embed the same level of complexity and coupling of the dis-
ciplines typically addressed by the CD methodology [153]. 

Several definitions of CE exist in literature but, according to ESA, it is “a 

systematic approach to integrated product development that emphasises the 

response to customer expectations. It embodies team values of cooperation, 

trust and sharing in such a manner that decision making is by consensus, 

involving all perspectives in parallel, from the beginning of the product life-

cycle” within the space systems domain [154]. At the end of 1998, ESA ap-
plied this methodology to identify early mistakes that might influence the fea-
sibility of a project or worsen its cost, thus maximizing design efficiency. An 
experimental design facility was developed at ESA - European Research and 
Technology Centre (ESTEC) to test those paradigms, i.e. a Concurrent De-
sign Facility (CDF) [154]. The activities related to CD practices are various 
[155]: 

• 180+ (potential) future mission studied and designed internally at 
pre-phase A, conceptual, system level; 

• 3 SoS studies; 

• 7 new launcher concept design; 

• 11 complex payload instrument design; 

• 28 reviews of industrial phase A studies (Internal + Industry) and 
phase B; 

• Joint studies with other agencies, industry, academia; 

• Education, training, promotion and standardisation activities. 

A summary of the missions studied in the ESA CDF is reported in Figure 
3.7. 
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Figure 3.7 Mission studies and reviews done in the CDF of ESA-ESTEC (credit: 
ESA) 

Thanks to the several missions studied and the number of experts within 
the CE sessions done in several years of activities since its creation, the ESA 
CDF database of knowledge accumulated throughout the decades is conspic-
uous. Furthermore, this more detailed and faster assessment for the new po-
tential candidate missions allows to find and highlight well in advance the 
critical issues which may appear during the project life-cycle. Potential risks 
are reduced and mitigated, thus preventing mistakes and requiring less inter-
ventions in advanced phases. Those features persuaded several entities to 
adopt this methodology such as: 

• ESA (CDF at ESTEC); 

• NASA Jet Propulsion Laboratory (JPL) Team X/Team Xc; 

• TAS-I; 

• DLR; 

• Aerospace companies with their own design centres. 
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Other concrete and quantifiable benefits can be obtained by CD, espe-
cially in Phase 0/pre-Phase A and Phase A [79]: 

• The study duration has reduced from 6–9 months to 3–6 weeks; 

• The corresponding cost has reduced by a factor of two; 

• The number of studies that are performed per year has increased; 

• The use of CD has resulted in an improvement in the quality of 
these technical assessments. 

The results obtained from each CDF session and the good design prac-
tices of past missions are used as a knowledge database for the future mis-
sions/systems to be design. The lessons learned derived by previous projects 
are in fact accumulated in the organization/design team, i.e. the various ex-
perts of the different disciplines involved in the CE sessions. However, the 
specialists are not permanently and exclusively assigned to CDF activities, 
thus the knowledge can vary, especially because its human component tends 
to perish with time. In order to avoid any loss, the knowledge should be struc-
tured and managed properly: knowledge-based systems are offering a solu-
tion to this problem; using artificial intelligence algorithms, the knowledge 
can be permanently stored, easily replicated, evaluated, and is consistent dur-
ing time [156]. 

Other benefits has been observed when CE was applied for later project 
phases as performing design consolidation, requirements engineering, and 
system performance optimisation [157].

3.4 VR-based proposed approach 

The space mission design process takes advantage of using MBSE cou-
pled with CE. The models created, ranging from a single system to an entire 
spacecraft and infrastructures (i.e. SoS), are useful to encapsulate all the tech-
nical and non-technical features of a product to be used by engineers for de-
signing. The early adoption of the model-based concept since the very first 
design stages was tested by ESA to design the e.Deorbit mission, where the 
physical architecture was modelled using the ESA CDF [158]. Despite the 
great advantages achievable with MBSE, like the possibility to perform in 
real time on a personal computer all the analysis needed for the conceptual 
and preliminary design phases, and the wide spread of this methodology, 
which has been around for almost two decades, a non-fully industrial applica-
bility has been reached yet, while it is pretty much an established and 
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consolidated concept in the academic world. The time and effort required 
from training, the deep level of understanding required by the modelling lan-
guage, the complexity of the models adopted, and the limited flexibility of the 
tools makes the MBSE design approach still not widely adopt by the industry 
[159]. 

The extensive variety of software solutions available for each task to per-
form in the system modelling activity (CAD, simulations, storage and man-
agement of the requirements, etc.) often lead to a non-perfect data sharing, 
even if all the data are extracted from each software and are made available 
to the entire engineering team. Especially when large complex systems or SoS 
have to be design by a broad set of entities, since this is the current and future 
trend for space missions (as described in section 1.2.2), deliverables are ex-
changed in form of documents (e.g. Microsoft Word®, Microsoft Excel®, or 
PDF files) for being compliant to the standard (e.g. ECSS). The results are 
datasets not really interconnected, diminishing the appealing of the MBSE 
approach, that is somehow resulting into another form of document-based 
method. Back in 2009, Eisenmann et al. [160] stated that “a fully operational 

MBSE process with a corresponding tool set has not yet been realized in 

space projects today”: the “inability to sufficiently merge and integrate mul-

tiple engineering applications involved in the design, production, and inspec-

tion of products across the production network” described by Lindblad et al. 
[159] is the main reason why “MBSE needs significant evolution for interop-

erability” [161]. One of the solution, proposed by Vanden Bussche et al. 
[162], is using web-based software tools: data are stored in the cloud and are 
accessible by each expert in a distribute architecture. Each design change is 
updated in real-time and tools are already available on the market. The prin-
cipal drawback is the data safety related to cloud computing, but some com-
mercial solutions already exists.  

Despite the benefits related to the MBSE approach and its adoption for 
CD, one of the major problem appears to be robust decisions. The web-based 
solution partially solves the issue with a distributed access to data, but still 
using the same paradigms which weaken the model-based methodology. The 
approach proposed in this research work deals with the integration of VR, 
thus the creation of a virtual model, to enhance the standard model-based ap-
proach. The currently used design tools can perform quantitative physical 
analysis on the different aspects and components whose space missions are 
composed. Data resulting from simulations may result to be incomplete and 
meaningless for some of the actors involved in the design process, depending 
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on the specific discipline under analysis. VR can offer to the different experts 
a better understanding of the product, where all the system features are evi-
dent at a single glance thanks to the immersion and the interaction that VR 
can grant. This fact makes VR tools particularly suitable for multidisciplinary, 
collaborative, and shared work environment into which there are many infor-
mation and data to exchange. Space system design is one of the engineering 
branch that can benefit more if VEs will be introduced: the harsh environment 
conditions to withstand for space products make their design difficult, espe-
cially when dealing with crewed applications, where security and safety are 
the most stringent and demanding requirements. A virtual tool can then facil-
itate the design process for space engineers. 

The proof of concept proposed in this Ph.D. thesis aims to adopt a VR 
setup for a preliminary performances analysis of the power system that supply 
the crewed outpost at the lunar south pole described in chapter 4. The purpose 
is to demonstrate the feasibility of integrating VR since the early design 
phases instead of using classical design tools. The main scope is to overcome 
the limitations imposed by the MBSE methodology via transforming the 
product to design into a computer-based virtual replica. As an example, the 
standard CAD modelers used present some limitations, especially for concur-
rent and interoperability operations typical of broad consortiums, as it is com-
mon for space missions design. Even if the 3D desktop visualization of the 
modern CAD software has enhanced the design process with respect to the 
past 2D drafting, VEs can offer huge advantages for engineers and designers. 
The intrinsic constraint of the standard CAD tools is the usage of 2D screens 
to display 3D objects: this inaccurate depiction of the real world can partially 
reduce the users’ perception of some aspects of the project. Mouse and key-
board can likewise limit the direct interaction with the object which results 
simpler by using human machine interfaces, such as tracked interaction de-
vices [122]. VR helps to improve inter-domain communication via offering a 
common developing platform where to implement and test various engineer-
ing solutions. 

The outcome of this VR-based design approach is the virtual model of 
the product: it should represents a semantic and systemic aggregation of data, 
simulations, and processes of a system; humans, product, and their interaction 
are also included to complete the overall picture about the product [163]. An 
example of virtual model has been schematically presented by Krassi et al. 
[163], as portrayed in Figure 3.8. 
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Figure 3.8 Virtual model schematic view [164] (credit: ManuVAR) 

The so defined virtual model should be accessible at any stage of the 
space missions/systems design process by all the actors involved. The intui-
tive data visualization and the possibility to real-time modify the virtual ob-
jects since the very early design phases enables the collaborative design and 
the evaluation of different design alternatives by multiple domain experts 
[122, 123]. For example, the evaluation of human factors is one of the para-
mount aspects that can be assessed: non-standard experts can participate in 
the design sessions for addressing the entire set of features that the final sys-
tem will face during the real operative life. Astronauts and flight controllers, 
which have a first-person experience of real operations and microgravity en-
vironment conditions, are the best candidates to avoid poor design mistakes 
that may not work once in orbit. By creating a common platform of data ac-
cess and sharing for all the experts involved in the design process, i.e. the 
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virtual model of the product to design, the creation of user-centric/user-ori-
ented product will be enabled and more “user-friendly” and “easy to use” in-
terfaces will be developed. An  attempt for transforming the classical design 
paradigms via a user-centric prospective for space systems was done by [165, 
166]: starting from the operational experience gained on board the ISS by 
astronauts, the Columbus module toolbox has been redesign. End-users (i.e. 
astronauts) and GSP (i.e. engineers, designers, and flight controllers) were 
sharing feedbacks that resulted into an optimized and effective solution which 
is still currently used on-board. Novel technologies were used for production: 
the toolbox has been 3D printed using Fused Deposition Modelling (FDM) 
technology for processing the thermoplastic polymer ULTEM 9085 and is 
currently part of the standard equipment of the ISS Columbus laboratory as 
reported in Figure 3.9.  

 

Figure 3.9 ESA astronaut Luca Parmitano while showing the new Columbus 
toolbox (credit: ESA) 

The feasible applicability of this new type of design approach has been 
demonstrated jointly with its being prone to innovations. The process, which 
led to finally realized the toolbox, underlines how important is to involve each 
actor that can analyse all the final system features under a different prospec-
tive, thus using his/her personal point of view. A schematic representation of 
the workflow followed during the design phases is depicted in Figure 3.10. 
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Figure 3.10 Columbus toolbox crew usability feedback [166] (credit: TAS-I) 

While in the classical design-implement-test cycle the final users test 
physical prototypes and subsequent modifications are implemented using 
their feedbacks with a multiple iterations scheme [84], the introduction of VR 
is a cost-effective alternative which could upgrade the current trends: motion 
capture technologies and digital human interfaces are improving human fac-
tors analysis since the early project stages in a more efficient and flexible way 
if compared with the physical prototyping associated to a complex launch 
vehicle or spacecraft [119]. In fact, a VE is a more responsive ambient where 
to assess design changes, including the virtual test of operations and training 
procedures. 

By starting from the preliminary design, as proposed in this work, the 
virtual model should replicate the evolution in time of the product under de-
velopment during all its life-cycle phases. Pilot initiatives have already inves-
tigated the incorporation of virtual attributes in different phases of the design 
process. A common platform based on a VE to prevent misalignments and 
incorrect data flow was used for the ISS Columbus analysis [167]. TAS-I is 
actively working in this direction with its internal COSE facility [168–170], 
but other projects have been studying the integration of VR in the classical 
design paradigms of space systems [163, 171–175]. As already discussed in 
section 2.2, positive examples already exist, and the research is active for the 
verification and validation phases, like AIT and AIV procedures for equip-
ment integration. Virtual assembly schemes, ergonomics, and maintenance 
has been respectively investigated for the Orion MPCV spacecraft [126], for 
satellite assemble troubleshooting [127], and for replacing the cabin filter of 
the ISS Columbus laboratory [125]. Training and operational procedures were 
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also interested by improvements obtained with VR. A first successful exam-
ple was implemented by NASA for training the Hubble space telescope flight 
team [109], where the time required for the EVAs familiarization phases was 
shorter thanks to the adoption of a VR tool. Additionally, encouraging results 
have been obtained for the ISS Columbus laboratory stowage operations [120, 
121]. 

As it is evident from those first results obtained in different project 
phases, the extension of the virtual model alongside the entire product life-
cycle can help all the actors involved in the space missions and systems de-
sign process. The successful tests are suggesting that the possibility to account 
verification and validation aspects earlier in the project stages using VR and 
AR tools can help to anticipate possible problems, also lowering risks and 
costs of the entire manufacturing processes [127]. Similarly, instead of using 
standard processes, as for the ISS training and operations scheme [176–179], 
the progressive VR (and also AR) tools integration will bring furtherance in 
terms of time and cost for training procedures. Considering the EVA training, 
composed by neutral buoyancy, parabolic flights, and field analogue tests, the 
hardware interaction aspects can be easier addressed within a VE, apart from 
microgravity mimic8. Moreover, hardware reconfigurability and trouble-
shooting for on-board failures will be surely take advantage of the potentiali-
ties offered by VR. Inexpensive (preliminary) tests can be performed on 
ground to elaborate a procedure to be used in case of unexpected problems 
during nominal operations. The GSP can unlimited test, in a controlled and 
truly vivid VE, the list of actions to perform in order to solve the criticalities 
identified during flight activities, so always giving the best solution possible 
to the operators in space. 

The general founding concept related to the VR-based methodology ap-
plied to space missions and systems design described in this research work is 
that to migrate all the product life-cycle activities in a VE. In fact, the earlier 
in the product life-cycle a VR-based tool is adopted and the more experts are 
involved in the design phases, including end-users, the less errors will be done 
and the more optimized and customized is the final product, especially when 
dealing with complex machines and extensive space exploration programs. 
Even if the possibility to make design mistakes are almost limitless, using this 

                                                 
8 It should be promoted however that partial gravity levels, as for the Moon and Mars, 

can be simulated with gravity-reduction devices such as alter-g and vertical treadmills, and 
gravity-load reducing systems (using both weights and springs). An example of this technol-
ogy has been tested by [118]. 
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approach will at least help to save time and costs within both advanced life-
cycle phases and initial ones, because the majority of total product costs are 
determined with early design decisions (as represented in Figure 3.3). 

 

Figure 3.11 SE “V” model [129] (credit: INCOSE) 

With respect to the classic “V” model project development represented 
in Figure 3.11, where all the Validation And Verification (V&V) procedures 
and the integration tests are performed in the deductive branch, early stages 
evaluations can be performed in the inductive branch of the product develop-
ment process using VR. This entails lower efforts and stress level for the en-
gineering team, preventing over costs and project delays. In fact, if a design 
change (e.g. at the system level) should be implemented during the integration 
phases, the process should be stopped: from the deductive branch, designers 
should return to the inductive branch of the “V” model at the same level (e.g. 
system level), covering all the already done steps backwards. The modified 
“V” model conceptualized in this work is presented in Figure 3.12. 
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Figure 3.12 Modified version of the “V” model with VR integration 

The same VR-based approach can also be extended to the operational 
phases, which are part of the second “V” branch of the “W” model typically 
used for software engineering (see Figure 3.13). 

 

Figure 3.13 “W” model [180]
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Chapter 4 

4 Case study 

4.1 Mission scenario 

National space agencies and industries are actively advocating to explore 
lunar vicinities as described in section 1.2.2. The Moon is starting to be again 
considered as the focal point towards the human exploration of the Solar Sys-
tem after the Apollo era, especially for the upcoming Martian sorties. Accord-
ing to the GER [8, 181, 182], to ESA technology roadmaps [17, 54, 72], and 
to other international institutions [183], the proposed long-term future explo-
ration scenarios define the cislunar space and the lunar surface very appropri-
ate for testing critical mission elements and partial gravity operations. Those 
milestones assessments aim to reduce risks and costs related to future explor-
atory endeavours. A broad international cooperation framework is required to 
develop this incremental strategy to validating enabling technologies. Earth-
based initiative are currently simulating and training future astronauts, with 
both Moon [184] and Mars [117] campaigns, while other researches are in-
vestigating how the reliable ISS-concept (orbiting space station and labora-
tory) can evolve, taking all the useful insights from past operational experi-
ences. 

In the 2020-2030 timeframe precursor robotic probes will continue to 
study, expanding the already existing scientific knowledge, the problems re-
lated to waste management, power generation and storage, water processing, 
automation and robotics, paving the way for the forthcoming crewed cam-
paigns, also addressing human factors analyses. A deeper understanding of 
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the lunar environment is necessary for complementing the Apollo [20] and 
the remote sensing data archive: gravity field, temperature variations, cosmic 
and Sun radiations level, and Earth visibility needs experimental on-site pre-
cise measurements. Abundant mineral resources are widely present on the lu-
nar soil: their potential exploitation could be used to pursue the establishment 
of a permanently inhabited lunar surface outpost. This base can be considered 
as the natural stepping stone while progressing to attempt the first Red Planet 
crewed sorties and the its latter colonization [31, 185–187]. Self-sustainabil-
ity is a mandatory requirement for deep-space exploration: reducing the 
Earth-dependability will enable to reach farther destination, even beyond the 
Solar System (e.g. near-Earth asteroids, Jupiter’s Moon Europa or Saturn’s 
Titan and Enceladus), and longer stays. Communications delays also pone 
major challenges for mission autonomy and telerobotic operations: that is 
why preparatory unmanned missions are of paramount importance.  

The ESA visionary concept called “Moon Village” [34, 35] is actively 
proposing a novel concept to incorporate, under a common framework, all the 
lunar exploration efforts sunk by multiple actors. Contrary to what happen in 
the past with the space race, ESA DG called together private companies and 
public institutions (space agencies, universities, and research centres) to glob-
ally work as a single-entity scientific community as progressing towards lunar 
exploration. The return to the Moon with a permanent surface outpost, which 
can be similar to the one represented in Figure 4.1, should not be intended as 
a technology-driven project, but it rather have to gather resources, ideas, and 
plans from the participating entities. 

 

Figure 4.1 Artistic concept of lunar base (credit: ESA – Foster + Partners) 
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The purposed self-sustainable outpost is intended to be modular, thus up-
gradable and scalable in terms of crew and equipment. The commonality of 
intents of the potential international stakeholders makes the base as the per-
fect platform for scientific activities, also accounting for potential commer-
cial partnerships that may flourish with a lunar economy. Extending the hu-
man presence beyond LEO is the principal goal for the upcoming exploration 
phase: precursor missions, as the already planned ones (Luna-Glob program, 
Chinese lunar program, SELENE-2 by JAXA, etc.), will enhance the prepa-
ration process, also with sample return campaigns. The knowledge shared da-
tabase which should be created, will highlight the missing key elements to 
account for enabling permanent human stays in the harsh environment condi-
tions of planetary surfaces; learning how to cope with the Moon peculiarities 
will also help to scale other future exploratory missions. Once the fully oper-
ational capability of the permanent station will be reached, useful insights can 
be derived to actively support Martian missions. A general mission statement 
to summarize all the listed features of the proposed permanent lunar base can 
be written as: “To enable human exploration of the Moon and to support the 

utilization of lunar potential mineral resources as an incremental step to-

wards Mars; to account for the creation of a permanent base for scientific 

activities and technology development and validation” [188]. The Moon is 
indeed considered as the focal starting point for the next giant leap for man-
kind, i.e. stepping on the Red Planet. 

ISRU techniques could be integrated, after pilot studies, into the mission 
architecture, because they can enable longer and even permanent stays while 
reducing the Earth-dependability. In fact, the more resources are manufacture 
in-situ, the lower the IMLEO. The most abundant raw material presents on 
the Moon, to be used and processed with ISRU techniques, is regolith: it is 
mixture of fine dust and rocky debris produced by ancient meteor impacts. Its 
thickness varies depending on the area: on lunar maria is around 5 m while 
on highlands is around 10 m. The lunar regolith composition also varies 
across the lunar surface: plagioclase, pyroxene, olivine, ilmenite (FeTiO3), 
and spinel (MgAl2O4) are its primary constituents. The regolith is a fine grey 
soil similar to dust in terms of texture, with a roughly bulk density of 1.9 
g/cm3, but it also contains rock fragments, breccia from the local bed rock and 
even boulders. The lunar regolith appears as porous at the surface and be-
comes denser as the surface depth increases. The median size of submillime-
tre lunar soils is 70 μm on average, ranging from 40 to 130 μm, and the size 
distribution can be approximated with an almost straight line on a log-normal 
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graph [189]. Cosmic radiations shielding, power generation (e.g. with He-3 
[190]), structure and equipment construction, site preparation, in-situ repair 
and use, and ECLSS consumables are the technical domains which can take 
advantage of lunar soil resources processing [191]. However, instruments and 
humans should be protected: its strong adhesive and abrasive behaviour is 
dangerous for hardware but can also have side effects on human health as a 
consequence to long exposition periods. Lunges alveoli can accumulate small 
portions of the finest size regolith grains, eventually leading to silicosis. 
Apollo astronauts reported that regolith tends to strong clung on everything 
so there was no way to remove it: after EVAs, spacesuits (especially gloves 
and boots) were full of dust and, once tracked inside the Lunar Module, some 
of it easily became airborne, irritating lungs and eyes. An opportunely filtra-
tion system should be designed with multistage levels of increasing filtration 
efficiency. Pre-screening and pre-stage bulk filters should be place prior to 
high-efficiency devices to remove big particles, like cyclonic separators [192, 
193].  

Oxygen and water, and so hydrogen, are vital for supporting human life: 
those resources can be produced with regolith excavation, mining, and con-
veniently processing [194]. A complete closure of ECLSS is achievable with 
oxygen produced in-situ, but this element is also very useful for rocket sci-
ence: together with hydrogen, oxygen can be used for propellant production 
[194–198], not only for Earth-LEO-Low Lunar Orbit (LLO), but also for 
Martian journeys with non-nuclear-based propulsion systems. Among all the 
possible solutions for propellants storage, an interesting concept is to adopt 
on-orbit space depots for reducing to mass to be launch from our planet. The 
Earth-Moon Lagrangian point 1 (EML1) and/or 2 (EML2) are ideal candi-
dates to host a space depot infrastructure: low ΔVs are required for station-
keeping, thus refuelling operations and tanks assembly results easier, also 
considering to depart from there towards other destinations [199–201]. 

Effective mitigation methods to preserve the integrity of equipment and 
humans need to be addressed due to the lack of atmosphere, that is the prin-
cipal responsible of screening cosmic radiations. Protection capabilities are 
essential for extending the overall mission duration and to reduce launch mass 
from Earth. The life-threatening hazard for crewed long-stay missions are re-
lated to chronic exposure to highly ionizing ions in the Galactic Cosmic Rays 
(GCRs) and sporadic acute exposures to Solar Particle Events (SPEs). On the 
Moon, the radiation quantities to account for sizing a radiation protection sys-
tem are approximately half that of deep space thanks to the presence of the 
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soil. These are not negligible at all because of for the presence of secondary 
radiations, which comes from radiated neutrons which interacts with the 
ground. The easiest shielding technique is using lunar regolith [202] that can 
also provide protection against micrometeoroids and diurnal cycle tempera-
ture buffering [203]. Layers of regolith can be clumped to bury (totally or 
partially) the outpost modules, using the regolith removed to accommodate 
them [204]. An evolution of this concept is using 3D-printed regolith layers 
as shown in Figure 4.2: robot-operated 3D printers should build up over the 
modules a protective shell, also resistant to debris impacts [35, 205]. This in-
situ approach can be adapted also for Martian solutions, as investigated by 
[206]. 

 

Figure 4.2 Multi-dome lunar base being constructed, based on the 3D printing 
concept (credit: ESA – Foster + Partners) 

Dose reduction can also be done using a multiple strategy, i.e. different 
shielding layers. Polyethylene and water are materials with interesting prop-
erties in reducing radiations absorption. For example, experimental tests on-
board the ISS proved how foldable and flexible bags, normally used for cargo 
stowage, can be modified and adapted to host a passive membrane for water 
treatment, thus helping for both recycling operations and additional radiation 
shielding (e.g. in case of a SPE) [207, 208]. In addition, water can be taken 
directly from the ECLSS utilization loop [209], reducing system complexity. 
Another possibility to explore for radiations shelters is exploiting lava tubes. 
The existence of those peculiar geological formations have been postulated 
and observed by survey spacecraft (e.g. Kaguya/SELENE [210]): they can be 
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potentially used as astronauts’ habitats, offering an unprecedented oppor-
tunity for geological on-site measurements as well as radiations protection 
[211–214]. Despite the advantages offered, the debate among the scientific 
community on exploring lava tubes and lunar holes is still open, mainly for 
sample contamination reasons (i.e. the human presence can alter data meas-
urements and lead to wrong assumptions like the precise geological formation 
era and the relative mineralogy composition). The study of geology, geo-
chemistry, and geophysics will help to understand the Moon formation his-
tory. For example, the actual soil conformation and composition is may due 
to the ancient lunar volcanic activities [215].  

Since there is no lunar atmosphere and the lunar radio environment has 
particular features, some areas of the Moon results well suited for radio tele-
scopes, which should have opportunely shielded from Earth radio noise. Tel-
escope operations for stars and galaxies observation is then enhanced, also 
with infrared telescopes, to be placed in low-temperature areas (e.g. craters 
floors). 

Depending on the base power consumption and the power system adopted 
in the conceptual design phase, ISRU can also be useful in this field. Oxygen 
and hydrogen can be extracted from regolith and used as fuel cell consuma-
bles, potentially leading to an integrated power system highly coupled with 
ECLSS. Futuristic ideas foresee to manufacture in-situ solar cells [216] to 
further reduce mass to be launched. 

Food provision is another problem to face for deep-space exploratory 
missions. Food stocks can be launched from Earth but, to enable longer jour-
neys and permanent stays, harvesting vegetables directly on-board is a prom-
ising research field. Pilot studies of space crop systems and greenhouses have 
been (and currently are) running, opening new possibilities for mission con-
cepts that incorporate this technology, as the ones proposed by [55, 188]. 

Astronauts should live and work together in a staffed-crew rotation 
scheme, as is nowadays done by the ISS increment campaigns: physiology 
and phycological assessment can be performed in the valuable lunar environ-
ment. Low-gravity environment studies to monitor the human body adapta-
tion and eventual side effects can be performed, also accounting the Earth-
based research in this field [15], to better address countermeasure procedures. 
The long-term effects of cosmic radiations can also be measured. Confine-
ment, isolations, tasks and duties division, and personal space (habitable vol-
ume) are aspects to deal with for designing the final base configuration. 
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Another useful feature would be to have a lunar positioning system (e.g. 
satellites or CubeSats constellation), as the satellites of the Earth-based GPS, 
to assist navigation of astronauts and rovers as proposed by Levrino et al. 
[217]. 

The present work is intended to provide a plausible draft mission scenario 
for the upcoming lunar exploration campaign. Depending on future develop-
ments to be outlined by national space agencies, private enterprises, and in-
ternational institutions, the assumption made in this research may result out-
dated and the choices made may be questionable, as for example whether to 
incorporate or not ISRU techniques since the very early development phases 
of the lunar base such as proposed by Gatto et al. [218]. Preliminary calcula-
tions have been done in order to provide the necessary simulation input, but 
the flexibility of the proposed VR-based simulation methodology guarantees 
the rapid update and reconfiguration of the solution found. This feature is 
essential when dealing with early design concepts exploration and it is the 
main reason of this research. The potential integration of a VR tool among 
the standard design tool in the design phase of a lunar permanent outpost have 
been tested and simulation results have been obtained for the mission archi-
tecture proposed in section 4.1.1.

4.1.1 Mission architecture 

The final goal set by the proposed mission scenario, i.e. to establish a 
permanent human lunar surface outpost, requires a set of technologies and 
properly-scheduled preparatory campaign. Precursor missions have to be 
planned and should be intended to be part of an evolutionary approach to-
wards the ultimate scope to land humans on Mars, and not only limited to 
explore the lunar vicinities. Machines, robots, rovers, transportation vehicles, 
logistic systems, and habitation modules have to be design, manufactured, 
and tested. Useful insights can be derived for developing the future concept 
of operations needed for deep space missions, where communication delays 
major affect data uplink and downlink. 

Focusing on the Moon and its vicinities, a valuable environment where 
to test and validate the technologies required by the future exploration en-
deavours, some strategies have been already proposed by [35, 54, 55, 73, 181, 
182, 188, 200, 203, 218–225]. The new era of coordinated human and robotic 
exploration will be ideally initiated by EM-1: apart from testing SLS and 
Orion MPCV, it will also contribute to launch survey spacecraft for collecting 
useful scientific data, therefore trying to answer the open questions about 
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lunar science [27]. The decade 2020-2030 is expecting to have the flourishing 
of new ideas and concepts, widening the horizon of the international partners 
involved and potentially offering partnership opportunities for business of 
private industries [10, 14]. Autonomous and teleoperated robotic demonstra-
tor missions will start in 2020s [220]. Alongside the unmanned campaign, 
human elements should be also developed: an evolvable cis-lunar station will 
be assembled and operated in the mid-2020s. The DSG will act as a hub for 
missions to the lunar surface, eventually Mars, and other deep space destina-
tions. The staging of payloads and crewmembers are the main DSG features 
around which the DSG will be designed and developed: docking ports, air-
locks for EVAs, propulsion and power systems are the other envisioned com-
ponents of the lunar gateway. NASA, Roscosmos, ESA, JAXA, and CSA 
partners currently discussing and defining its final configuration, taking ad-
vantage of ISS experience. Due to the different environment between LEO 
and the cis-lunar space, the DSG will have a more efficient ECLSS with 
higher regenerative features, a more durable food supplies system (also in-
vestigating and enhancing the current capabilities of on-orbit production), a 
higher radiations screening, and will also be able to withstand the longer com-
munication delays [226]. Conceptual habitation modules and ground proto-
types have been developed under NASA commercial agreements that involve 
Bigelow Aerospace®, Boeing®, Lockheed Martin®, and Orbital ATK®. The 
necessary logistic support between LEO, lunar orbit, and the lunar surface 
can be guaranteed by a solar electric space tug [32, 33]. An artistic impression 
of the DSG during operations with the Orion MPCV is represented in Figure 
4.3. 

 

Figure 4.3 DSG and Orion MPCV artistic concept (credit: NASA) 
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At the end of 2020s, a first crewed mission is expected to come on-board 
a deep-space transportation system, assessing its transport capabilities for dis-
tant human missions which aims to be Earth-independent. 

Surface operations will be progressively integrated into the standard sci-
entific activities, including sample return missions, where soil samples can be 
directly analysed on-board the DSG: this is the current purpose that the Hu-
man-Enabled Robotic Architecture and Capability for Lunar Exploration and 
Science (HERACLES) initiative will address. Robot and rovers will be 
launched towards the DSG and finally assembled on the lunar surface. The 
station modules and the other elements will be launched using SLS9, while 
Orion MPCV will be used for crew (and cargo) transportations. A surface 
lander is also envisioned as ascent/descent vehicle [225, 227]. 

ESA is one of the most active institution in proposing mission concepts, 
especially to support and enforce the “Moon Village” concept [35, 54, 181, 
182]. Starting from the GER [8] and using the Mars-forward assets in cislunar 
space, human missions for returning to the lunar surface are under discussion: 
the campaign will be composed of five missions to explore the five locations 
showed in Figure 4.4 and is designed to carry out valuable lunar science, also 
providing the necessary experience in planetary surface operations, especially 
to reduce risks associate to human missions to Mars [182]. A crew of 4 astro-
nauts will spend up to 42 days on the Moon using a mobile surface habitation, 
i.e. two pressurized rovers, exploring different locations and volatile compo-
nents for future ISRU. A human lunar lander is required, and it will be com-
posed by an expandable descent module for landing on the lunar surface (one 
per mission) and a reusable ascent module for returning to the DSG. 

                                                 
9 The SpaceX® Falcon Heavy and BFR are plausible commercial alternatives, but they 

are still under development and not flight-qualified yet. 
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Figure 4.4 Notional landing site for the human lunar surface missions campaign 
[182] (credit: ISECG) 

The proposed timeline is to have the first human surface mission in 2029. 
Using this timeframe as reference and assuming to have one mission per year, 
with an additional “bonus” year for eventual failures and mission about, led 
to assume 2035 as the starting year for the scenario studied in this dissertation. 
Accordingly, the permanent base construction should begin in 2035, thanks 
to the knowledge acquired throughout the preparatory phases. Supporting hu-
man life, continuous operations, and scientific activities are the outpost pri-
mary goals. The daily routine activities should also account for maintenance 
and unscheduled upgrades (of eventual technologies, modules, and crew). 

The recent trends for site selection strategy are suggesting to explore the 
polar regions instead of the already visited (with the Apollo missions) equa-
torial areas. In fact, the mission scenario outlined by Whitley et al. [182] plans 
to visits south polar locations, moving towards the far side of the Moon to 
study geological formation processes and assess the potential usage of ISRU 
techniques. Additionally, a complete characterization of the lunar soil is not 
available yet: the Apollo and Luna campaigns collected a total amount of 382 
kg of lunar samples, but most of them come from equatorial regions, hence 
exploring polar regions will enrich the knowledge on our natural satellite. 

The lunar exploration history and missions planning report how different 
criteria should be adopted with respect to the final purpose to achieve [228]. 
Indeed, for establishing a lunar surface base, the criteria to adopt shall 
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consider not only science operations but shall also address human factor 
needs and the relative implications of supporting human life on a planetary 
surface. Temperature gradients, radiations, illumination conditions, crew se-
curity and safety, easy access to resources and consumables are just few ex-
ample of the several aspects to account when selecting the outpost location 
[228–231]. Engineers and scientists have been discussing the possibility to 
explore the lunar polar regions due to the peculiar environment conditions. 
Since the lunar spin axis is tilted of about 1.54° with respect to the ecliptic, 
the illumination, insolation, and temperature rates of the lunar poles are pretty 
unique (in the Solar System in general) and not comparable with any terres-
trial locations. The combined effects of the 6.68° Moon’s spin axis obliquity 
relative to the Moon’s orbital plane and the 5.14° Moon’s orbital plane obliq-
uity relative to the ecliptic, and their seasonal variation, are the causes of the 
distinct ambient conditions variations at high lunar latitudes [232]. Therefore, 
the subsolar latitude experience a variation of approximately ±1.54° [233]: 
the distinct seasonal changes are due to the ∼18.6 years-cyclic precession of 
the lunar orbital plane. The 18.13-days difference between the 346.62-days 
draconic year (i.e. lunar seasonal cycle) and the 365.25-days sidereal year (i.e. 
orbit of the Earth-Moon system around the Sun) is the responsible for the non-
exact repetition of diurnal and seasonal insolation: the lunar rotation period is 
a non-negligible fraction of its annual period, thus the longitude of the maxi-
mum insolation point (noon at summer solstice) changes from one year to 
another [232]. The resulting scarce direct solar illumination is due to the sea-
sonal variations and the resulting illumination levels are strongly influenced 
by the local orography [233]: as a consequence, highly illuminated and per-
manently shadowed regions coexists. The particular geometry in combination 
with low angles of the incident light (with respect to the surface, i.e. the local 
horizon) do not allow Sun rays to reach the areas of permanent darkness, 
which are either terrain depressions or crater floors. A schematic view of 
those regions is reported in Figure 4.5. 

 

Figure 4.5 Geometry of permanently shadowed regions [234] 



Chapter 4: 4 Case study  
 

78 

The most interesting feature of permanently shaded (examined also by 
Apollo 16 and 17, but at different latitudes) areas is that some of them are 
supposed to be cold traps. These low-temperature geological formations were 
firstly observed by terrestrial radar interferometry [235] and remote sensing 
satellites, like Cassini [236], Clementine [237] and LRO [26, 233], and they 
are prime candidates for housing water ice deposits [235–237]. The extremely 
low temperatures, i.e. below 40 K, allows the presence of stable icy-water 
reservoirs [26, 233]: at the lunar south pole, for example at Shackleton and 
Cabeus craters [235, 238, 239] and at the Aitken Basin [234], water ice grains 
of 10 cm or less can be found mixed with regolith or possibly appears as a 
thin coating of ice on rocks. It is yet unclear their origin and their certain 
existence. The most accredited hypotheses are: solar wind reduction of Fe in 
the regolith, meteoroids containing traces of water, cometary impact, and (the 
least certain) degassing of the interior [240]. Hydrogen atoms excess has been 
measured in some cold traps [241] (e.g. Shackleton crater) but their presence 
might not be related water but to trapped solar wind protons from our planet 
magnetotail plasma [24, 242, 243]. Interesting data have also been gathered 
by LRO mission: LCROSS, launched the on-board Atlas V rocket with the 
LRO spacecraft, was designed to provide direct evidence of water ice deposits 
at lunar poles. On October 9th, 2009, it was crashed within the Cabeus crater 
and the resulting ejected plume was observed and analysed by radiometers 
and spectrometers, revealing an estimated water ice content of 5.6 ± 2.9% by 
mass [244]. 

Other recent data measured from the Chandrayaan-1 orbiter have been 
also suggesting water presence in the Apollo landing sites (at equatorial lati-
tudes) of indigenous origin, i.e. pyroclastic materials sourced from the Moon 
deep interior have a widespread occurrence of water content [245]. 

Nevertheless, lunar poles are more attractive in terms of scientific explo-
ration of undiscovered sites and of potential mineral resources to exploit. It is 
actually a huge turning point for ISRU techniques if water ice deposits in the 
polar could traps can be accessed: H2O, hydrogen (H2), and oxygen (O2) can 
be produced in-situ for the habitat needs (e.g. drinkable water, ECLSS con-
sumables, and propellant production), thus reducing the supplies to launch 
from Earth. Among all the chemical processes to extract water from lunar 
regolith, ilmenite reduction is the more technologically mature in terms of 
TRL. The reaction starts via heating up the titanium-rich regolith at 1050°C 
and obtaining water as primary product, which can be further electrolyzed to 
produce oxygen and hydrogen. The produced hydrogen can be used for 
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further reduction processes. The chemical processes of ilmenite reduction and 
water electrolysis are respectively reported in Equations (4.1) and (4.2). 

FeTiO3 + H2  heat�� Fe + TiO2 + H2O (4.1)

H2O → H2 + 1

2
O2 (4.2)

Other techniques as sulphuric acid reduction, methane reduction, solid 
lunar regolith electrolysis, molten oxide electrolysis, and vapour phase pyrol-
ysis are currently studied but they have lower TRL. If the presence of water 
reservoirs will be confirmed, the extraction from the cold traps will be a very 
promising technique: the ice-soil mixture has to be dried out and heated up to 
50°C to separate regolith and water [76]. The water vapour produced is then 
liquefied to be either directly stored or electrolyzed to produce hydrogen and 
oxygen as for Equation (4.2). Since there are heat losses in the ilmenite re-
duction process, which are related to the high temperature required (1050°C), 
they can be used to melt regolith grains with icy water that require only 50°C. 
If production plants will be designed, these heat losses of the main reaction 
chambers of the ilmenite reduction process could be used to estimate the ad-
ditional plant elements and masses required (e.g. tanks, loaders, filters, and 
heat-melting chambers) to possibly couple it with the cold trap plants. 

The result of the survey on ISRU techniques highlighted how the verifi-
cation of water presence in the cold traps is compulsory to develop an explo-
ration strategy as well as a long-term plan to sustain the permanent human 
outpost. Rover exploration mission concepts have been already proposed for 
in-situ data collection and resources assessment: soil samples shall be drilled 
from the crater to be then analysed and classified in terms of chemical com-
position [242, 246]. 

Even if the lunar north pole has been also proposed as a potential location 
for possible future exploration scenario [247], the Moon south polar regions 
have been strongly suggested as the most probable site for establishing a per-
manent human presence, also accounting the novel discoveries and strong 
proofs about south pole surface water ice [26, 248]. 

A more detailed analysis of the selected location for settling the perma-
nent human lunar village has been described in section 5.2, where simulations 
data have been obtained using VR software.  



Chapter 4: 4 Case study  
 

80 

The overall scenario considered in the research here presented is com-
posed by the following building blocks: 

• A cis-lunar station, i.e. the DSG; 

• A telecommunication system with Earth, i.e. radio network to en-
sure continuous link with Earth-based ground stations; 

• Transportation systems to/from DSG and Earth, i.e. SLS, 
SpaceX® Falcon Heavy and BFR, and/or an electric space tug; 

• A crewed base on the lunar surface (specifically located at south 
pole of the Moon) permanently inhabited. 

The surface outpost is the main building block of the mission and some 
of its functionalities directly depend on the other building blocks. The cis-
lunar station shall host the crewmembers while waiting for surface sorties or 
for return trips to Earth: thus, the DSG and the Moon base housing capacity 
are mutually influenced by one another. The transportation systems are de-
voted to transport crew and supplies to the DSG, which act as cis-lunar han-
dling centre in between Earth and Moon. Moreover, the orbiting station shall 
support the telecommunications between Earth and Moon as a radio bridge 
when the outpost in not in line of sight for our planet. 

The main outpost elements to deploy for building the permanent outpost 
studied in this research are the habitation modules. A bi-modular structure 
has been considered with an inflatable module, to save space and mass at 
launch and to have a larger habitable volume, and a rigid one. This choice has 
been made following the recent guidelines and concepts proposed by terres-
trial analogues [249] and preliminary designs [35]. Moreover, the overall sce-
nario shall also include transportation systems such surface mobility ele-
ments, i.e. rovers, and ascent/descent vehicles (for crew and cargo). An artis-
tic impression of the future surface outpost is represented in Figure 4.6. 
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Figure 4.6 ESA Aurora program Moon base artistic impression (credit: ESA) 

4.2 Mission budgets 

According to the mission scenario outlined in section 4.1.1, the mission 
budgets of the permanent settlement have been estimated. The calculations 
have been made by firstly estimating the crew size. The main activities to be 
carried out during the mission by crew are both Intra Vehicular Activities 
(IVAs) and EVAs (with or without rovers assistance): communicate, tele-
operate rovers, navigation, systems supervision, science, medical backup, and 
maintenance are the principal common duties to be performed by every crew 
component. Other activities require indeed a specific training and depend on 
personal background and skills: piloting, medical qualifications, and geology 
samples collection are just few examples. Since EVAs play a central role in 
the scientific activities for Moon exploration, major issues could be easily 
managed and safe handled with two crewmembers outside and other two sup-
porting the activities from inside the base: thus, the smallest number of crew-
members required is 4. More crewmembers could be part of the expedition, 
but their total number shall consider the return vehicle capacity (e.g. for an 
Orion capsule is 6). Other constrains are referred to the psychological areas 
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[250], like the volume available for each astronaut (social density), crew 
size/expected mission duration (confinement), freedom of movement, subjec-
tive perception of habitable volume, atmosphere, time outside the outpost, 
workload, rest and leisure time, tasks relevance and variations (motivation 
and morale), reduced communication with ground, need for leadership, con-
nectedness with family and friends, time lag, confidentiality, interpretation 
and clarity of ground instructions, illness or injuries, and high demand situa-
tions due to dangers and contingencies. Moreover, the mission duration is 
another key driver to consider: based on the ISS experience, a 180-days mis-
sion per crew is envisioned, with a possibility to extend this period to 240-
360 days at maximum. The lower physical impact guaranteed by the reduced-
gravity Moon conditions is one of the positive feature that could allow an 
extension of the mission, but studies are still on-going in this field (e.g. the 
ISS One-Year Mission of 2015 investigated the effects on the human body of 
a long-term spaceflights [251]10). All those aspects lead to finally establish 6 
crewmembers as the number of permanent inhabitants of the lunar surface 
settlement: the assumptions and calculations done in this research work for 
systems configurations and mission budgets are based on this number. By 
following the ISS-proven scheme of tasks to perform and habitability, two 6-
members crews with shift rotation every six months is the operative plan 
adopted (the increment rotations of 3-members per round-trip flight can be 
also adopted). 

The scientific activities to be carried out on the lunar surface shall include 
long-range EVAs with pressurized rovers and unmanned rovers for telero-
botic exploration activities and/or to assist the crew during EVAs. To enhance 
the overall effectiveness of the coordinated human and robotic exploration, 
several concepts and their relative robotic operations plans have been already 
proposed such as [234, 242, 246, 252]: locating, excavation/mining, and stud-
ying of in-situ resources (especially water ice deposits) is of paramount im-
portance to establish a permanent human presence on the lunar surface. An 
example of those mission concepts has been developed by NASA-JPL and is 
shown in Figure 4.7. 

                                                 
10 The American astronaut Scott Kelly and the Russian cosmonaut Mikhail Korniyenko 

spent 342 days on-board the ISS as part of a collaborative investigation on functional tasks, 
behavioural health, visual impairment, metabolic processes, physical performances, crew-
members’ microbiome, and human factors. 
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Figure 4.7 Periscope mirror design to eliminate cable wrap for the robotic ex-
ploration of permanently shaded regions [252] (credit: NASA-JPL) 

Collecting samples with novel geotechnical tools to measure the soil 
properties, such as the one proposed by Zacny et al. [253], and precisely as-
sess the resources available in-situ are the main tasks to execute. However, a 
detailed concept of operations, a complete list of ISRU requirements and in-
frastructure, and the relative mission budgets of those exploration tasks were 
not considered in this research work. In fact, the difficult a priori quantifica-
tion of the lunar resources available and the relative extraction methods may 
jeopardize the entire mission [182]. It has been considered rather safer to in-
clude the in-situ resources analysis as one of the mission requirements (e.g. 
studies on volatile components for future ISRU) instead of considering futur-
istic (and eventually not applicable, depending on which raw materials are 
present and the relative extraction and utilization processes) production plants 
as the ones proposed by Gatto et al. [218]. Other elements may exist such as 
a greenhouse for the food loop closure: pilot studies have been investigating 
the possibility to build a crop system or a lunar greenhouse for harvesting 
vegetables and to help the crew self-sustaining like [55, 188]; even if human 
metabolic and ECLSS needs can be derived from Anderson et al. [254], 
greenhouse technologies for planetary surfaces are not enough mature yet, 
hence were not included in the scenario here described. 
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The elements considered for sizing and estimating mass and power budg-
ets are therefore the habitation modules (inflatable and rigid structures), two 
pressurized rovers for long-range EVAs, and two ascent/descent modules. 
The number of required infrastructures and the amount of materials to be 
launched from Earth for building the different outpost elements can be dras-
tically reduced by using additive manufacturing techniques. Different meth-
ods and different type of materials (e.g. metals and polymers) have been 
tested for both large structures [35, 205] (e.g. habitat parts for radiation 
shielding, micrometeoroids protection, and temperature insulation) and small 
equipment [68, 69] (e.g. tools and recyclable spare parts). The TRL is still 
low for some of the solutions under study (as the ISS-based 3D printer for 
space manufacturing), especially for those using lunar material, thus 3D print-
ing technologies were not considered as integrant part of the scenario selected 
in this work for budget calculations. 

The sizing criteria adopted for estimating masses and power consump-
tions, respectively in sections 4.2.1 and 0, of the permanent lunar base en-
compass common engineering guidelines defined by [74–78, 80, 185, 221, 
222, 255–259].

4.2.1 Mass budget 

The bi-modular configuration of the habitation modules, which should 
host 6 crewmembers, consists of an inflatable module and a pressurized rigid 
structure. 

Two airlocks and a scientific laboratory have been assumed as part of the 
inflatable module, which should host 6 crewmembers for more than 180 days: 
the overall volume required is 380 m2, that has been calculated according to 
[76]. The ISS inflatable module BEAM of Bigelow Aerospace® [70] is the 
most advanced flight-proven concept and the most technology-scalable solu-
tion to the actual outpost inflatable structure. Other examples, with lower 
mass to volume ratio, have been found in [255], but their features are not 
comparable at all with state-of-the-art technologies under study nowadays. A 
summary of the inflatable solutions available is reported in Table 4.1.  
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Table 4.1 Mass and volume budget for different inflatable modules 

Type Mass [kg] Volume [m3] Mass/volume [kg/m3] 

BEAM [70] 1400 16 87.5 
Sphere [255] 16300 2145 7.6 

Box [255] 256 90.8 2.8 
Cylinder [255] 17000 2145 7.9 

If a technology improvement is assumed for the future applications, 
lighter inflatable structure will be produced, therefore the mass to volume ra-
tio can be lowered to 50 kg/m3 [260]11. Finally, the total mass of the inflatable 
module of the permanent base is 19000 kg and is calculated using the Equa-
tion (4.3). 

Minflatable = Vinflatable· �M

V
�

inflatable

 = 380 m3 · 50 
kg

m3  = 19·103 kg (4.3)

To size the pressurized rigid module, the ISS Columbus laboratory has 
been used as reference since this module is designed to be used as a scientific 
laboratory. A re-scaling factor of 2 has been assumed to calculate mass and 
volume, as reported in Table 4.2. 

Table 4.2 Mass and volume budget for the ISS Columbus module and the pres-
surized rigid module of the permanent human lunar outpost 

Type  Mass [kg] Volume [m3] 

Columbus [261] 
Structure 10275 50 
Payloads 2500 25 

Total 12775 75 
Rigid module 25550 150 

The surface mobility device for exploring the Moon and support EVAs 
has been identified starting from the lessons learned of the Apollo missions. 
Instead of adopting unpressurized open rovers, that might contribute to the 
contamination of the samples collected and may lead to life-threatening situ-
ation for the crew [262] (especially for regolith and it relative debris as rock 
fragments and breccia), pressurized rovers have been selected for the present 
mission scenario.  

                                                 
11 The value assumed has been derived from Seedhouse [260] using the NASA 

TransHab concept (~35 kg/m3), the Bigelow Aerospace® Skywalker concept (~67 kg/m3), the 
cancelled Bigelow Aerospace® Sundancer module (~46 kg/m3), and the upcoming Bigelow 
Aerospace® BA-330 module (~67 kg/m3) as references to estimate the final value adopted. 
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The surface rovers have been sized using the NASA Space Exploration 
Vehicle (SEV) concept [263]. Two rovers, each hosting 3 crewmembers, have 
been used for the mission scenario considered. Since long-range mobility op-
erations are foreseen in the mission plans for scientific exploration cam-
paigns, 240 km is the maximum potential range design requirement, achiev-
able via an electric propulsion system composed by batteries and fuel cells. 
The extensive exploration range allows to have longer rover operations: life 
support systems have been included to sustain the crew during those phases, 
which can continuously operate for 28 (terrestrial) days. The rover can be 
assumed as a small mobile habitation system that incorporates the necessary 
scientific equipment for analysis (in-situ samples collection and study). An 
airlock is present to allow EVAs operations for the crew. The overall rovers 
features are reported in Table 4.3. 

Table 4.3 Human long-range exploration rovers data 

Crewmembers 3 
Mass [kg] 2993.7 

Volume [m3] 15.57 
Operative time [days] 28 

Range [km] 240 
Average speed [km/h] 10 

Maximum speed [km/h] 20 

The ascent/descent vehicles have been sized to accommodate 3 crew-
members and, for safety reason (redundancy and emergency escape situa-
tions), two vehicles have been considered. Using [76] as refence for the de-
sign procedure, a first estimation of mass and volume has been carried out as 
reported in Table 4.4. 

Table 4.4 Mass and volume budget for the ascent/descent vehicle 

Type Crewmembers Mass [kg] Volume [m3] 

Ascent/descent vehicle 3 1777.8 8 

4.2.2 Power budget 

In order to opportunely size the power system of the crewed lunar settle-
ment, a first estimation of the power loads of each base element has been 
done. 

The inflatable module total power consumption is 170 kW, calculated us-
ing [70, 255] as reference. 
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The rigid module power consumption has been rescaled of a factor of two 
using the ISS Columbus laboratory(in the nominal mode)  as reference [261], 
also for what concerns the power loads division in terms of subsystems. The 
subsystems considered are: 

• Electrical Power System (EPS) that also include the Power Dis-
tribution Unit (PDU) and the Payload Power Switching Box 
(PPSB); 

• Thermal Control System (TCS); 

• ECLSS; 

• Data Management System (DMS) that is part Command and Data 
Handling (C&DH) system; 

• Telemetry, Tracking and Control (TT&C) system. 

Other ISS common equipment has been considered as reported in Table 
4.5. The total power consumption of the rigid module of the lunar outpost is 
36 kW. 

Table 4.5 Power consumption of the ISS Columbus module in the nominal mode 
[261] 

Subsystem Component 

Power 

percentage 

[%] 

Power 

consumption 

[W] 

EPS 

Lighting 5.22 235 
Harness 7.31 329 

PDU/PPSB 9.73 438 
TCS - 30 1350 

ECLSS - 10.93 492 
C&DH DMS 11.78 530 

TT&C 
Video 4.67 210 
Audio 1.51 68 

Other 
ISS common 
equipment 

1.56 70 

 
Power to subsystems 

(average) 
82.71 3722 

 
Power to subsystems 

(maximum) 
25 4500 

 
Power margin 

(maximum-average) 
17.29 778 

 Power to payloads 75 13500 
 Total power 100 18000 
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The pressurized exploration rovers require ~12 kW per rover: this value 
has been calculated using [76], where the power consumption of each subsys-
tem has been estimated as reported in Table 4.6. 

Table 4.6 Power consumption of the pressurized rover subsystems 

Subsystem Required Power [kW] 

Airlock 1 
Hygiene 1 
Kitchen 1 

Internal science equipment 1 
External science equipment 1 

Thermal control 1 
Internal lights 0.2 
External lights 1 
Drive power 3 

Security factor 1.6 
Total 11.8 

The ascent/descent modules average power consumption is 2.5 kW and 
the peak power is 4.37 kW: those values has been estimated using [76].

4.3 System architecture 

The permanent surface outpost of the mission scenario described in sec-
tion 4.1 shall support the human life, scientific activities and operations. How-
ever, the environmental conditions and the needs to fulfil are quite different 
for orbiting laboratories (e.g. ISS and the future DSG) and surface habitats, 
thus the system architecture varies. On the other hand, since both the orbiting 
stations and the surface outpost share the same goal of support human opera-
tions and scientific activities, the subsystems composing the systems and their 
functionalities are similar. 

Fractional gravity, thermal gradients, and regolith adhesion are just few 
of the ambient factors to which the equipment have to withstand. Structure, 
ECLSS, TCS, C&DH, TT&C, and EPS are the main subsystems considered 
to be part of the outpost. The propulsive and the tracking subsystems are not 
present because of the intrinsic static attribute of the Moon base. As intro-
duced in section 4.1.1, the structure shall be composed by an inflatable mod-
ule and a pressurized rigid structure, also considering two airlocks for EVAs. 
The TCS shall have a double architecture, i.e. incorporating passive and ac-
tive solutions: since the inflatable and the rigid modules can possibly be 
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buried into layers of 3D printed regolith, also contributing to the structural 
integrity, hazardous working fluids (e.g. ammonia) for thermal heat rejection 
could be unnecessary due to a better passive insulation than the LEO-orbiting 
ISS (i.e. exposed to open-space conditions). In order to support humans, the 
ECLSS shall be present and shall potentially adopt an ISS-like closed loop 
regenerative architecture that is schematized in Figure 4.8: oxygen, water, and 
other consumables might be produced in-situ via exploiting the lunar re-
sources potentially available. The possible incorporation of ISRU techniques 
to actively sustain the outpost and future deep-space endeavours is an unex-
plored domain for space missions, which can be firstly studied and applied in 
the present mission scenario. 

 

Figure 4.8 ISS regenerative ECLSS flow diagram (credit: NASA) 

The C&DH and the TT&C shall provide the communication and data 
management capabilities to allow the proper telemetry and command inter-
face with both orbiting and surface elements, and to handle remote and out-
post-local live commands. Those subsystems shall indeed deal with delays, 
but a constant radio connection between the surface outpost and the DSG (for 
telerobotic and emergency operations) shall be guaranteed for safety reasons 
as well as certain level of independence for the outpost surface operations. 
Furthermore, the DGS shall be used as a communication relay to guarantee 
the continuous communication link with Earth when the lunar base is out of 
view of terrestrial ground stations. 

Finally, a detailed analysis of the EPS has been done in section 4.3.1 to 
test the innovative VR-based approach proposed in this research work.
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4.3.1 Power system specifications 

Different types of space power systems exist in relation on the power 
source to adopt: chemical, nuclear, and solar are the available solutions. As 
reported by Hyder et al. [264], the general trade-off studies for designing and 
sizing the power system take in consideration the power level required and 
the mission duration, whose trends are shown in Figure 4.9. 

 

Figure 4.9 Different options of space power systems as a function of mission 
power needs and duration. The grey areas are potential growth beyond the solid line 
for future applications [264] (credit: Anthony K. Hyder) 

Since the envisioned outpost shall be permanently inhabited, the power 
system choice is restricted to nuclear (Radioisotope Thermoelectric Genera-
tors, RTGs, or reactors) or to photovoltaic arrays (coupled with batteries 
and/or fuel cells) solutions. The stringent safety requirements of manned mis-
sions exclude a priori the utilization of this power source, especially for Eu-
ropean initiatives [265, 266]. However, the promising results in past and pre-
sent unmanned missions (e.g. planetary rovers and interplanetary probes), and 
the future trends suggested by space agencies and international entities pone 
this technology as the principal alternative for EPSs of deep-space and long-
duration missions. Pilot experimental campaigns have been already envi-
sioned by future mission scenarios to test the critical issues of nuclear plants 
[182, 188, 218]. If those preparatory studies will be successful in assessing 
the feasibility and the critical issues (mainly safety and risk factors analysis 
since the technology itself has been Earth-proven since years) of nuclear en-
ergy-based systems, they can be incorporated into the future human mission 
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architectures. Even if waste-free solution with the in-situ usage of lunar ma-
terials have been proposed [190], enforcing the promising results that could 
possibly be obtained using nuclear sources, in this research work another en-
couraging concept has been adopted to supply power to the Moon base. A 
hybrid closed-loop system, i.e. a Stand Alone Power System (SAPS), has 
been adopted. Developed for terrestrial applications [267], this class of sys-
tems is able to supply power without being connected to an electric grid. The 
“Spaceship EAC” initiative [268, 269], run by the ESA European Astronaut 
Centre (EAC), is investigating the possibility to use a carbon-free SAPS to 
meet the energy request of the terrestrial analogue facilities LUNA and Flex-
Hab currently under development in Cologne (Germany): this power system 
shall partially represent a first implementation of the potential lunar power-
supply scenario [249]. 

By using the ESA-EAC first studies in the energy field [268, 269] as ref-
erence, the future lunar permanent base power system adopted in this research 
work is a photovoltaic-hydrogen SAPS. It is composed by a photovoltaic 
plant (i.e. solar panels), batteries, fuel cells, tanks, and electrolyser. The work-
ing principle is based upon using different devices to supply the required 
power with respect to the ambient conditions: the photovoltaic plant will be 
used for suppling power to all the base elements and to electrolyze water dur-
ing sunlit periods, while fuel cells will be active to power all the settlement 
elements during shadowed periods. Batteries will be used to absorb peak 
loads and for energy storage. They will be recharged by the photovoltaic ar-
rays that should be opportunely sized to supply this additional load. A com-
mon electric bus is required to connect all the equipment to a standard com-
mon interface (as done by the ISS EPS architecture), where dedicated electric 
converters will adjust the tension and current levels required by each device. 
A schematic view of the SAPS is represented in Figure 4.10. 
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Figure 4.10 Photovoltaic-hydrogen SAPS block scheme 

The necessary O2 and H2, produced by water electrolysis, should be com-
pressed and stored in tanks: if the low-temperature permanently shadowed 
areas will be used, oxygen and hydrogen can be stored in a cryogenic state, 
not requiring a liquefier [270]. If water ice deposits will be confirmed to be 
present in the cold traps, in-situ water extraction can be performed instead of 
launching the required supplies from Earth. This type of water-including 
SAPS allows higher integration level with the ECLSS and eventually the 
TCS. Among all the different power systems used in space shown in Figure 
4.11, the coupling of high power density devices as fuel cells, the low risk for 
crew operations (e.g. accessing the components for maintenance) related to 
batteries and photovoltaic arrays, and the high energy efficiency of water 
electrolysis to produce hydrogen (non-fossil fuel-based solution), make the 
proposed SAPS as the best solution for a permanent human settlement on the 
Moon. 
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Figure 4.11 Comparison between different power systems in terms of energy 
density, power density, and utilization time (source: US Defence Logistic Agency) 

The power budgets estimated in section 0 have been used as input data to 
size the SAPS elements. Typically, the power demand of a space system can 
be divided into housekeeping/baseline, nominal, and peak power. Housekeep-
ing is defined as the minimum power level required to operate the only the 
vital functions of a system: only the necessary equipment to withstand the 
harsh environment conditions are active. The nominal power is the average 
power request by a system to operate and fulfil the tasks for what it has been 
design to. The peak power is the maximum power level that a system may 
request and is usually needed for short-time periods. 

As a first estimation, the permanent lunar base SAPS has been designed 
using the housekeeping and the peak power as the two extreme working de-
sign conditions. The lower power level, i.e. housekeeping, is assumed to be 
requested during shadowed periods, while the peak power during the sunlit 
periods: as it will be discussed in section 5.2, the peculiar illumination condi-
tions at the lunar south pole have been driving the SAPS design. In fact, it has 
been assumed that the fuel cells should supply the housekeeping power during 
shadow time and the photovoltaic plant the peak power during light time.  

To firstly estimate the housekeeping power of the surface outpost, ISS 
has been used as scaling reference12: 84 kW are the power supplied by the 

                                                 
12 Even if the environmental conditions between LEO and lunar surface are different, 

the ISS has been used as a “conservative” reference (e.g. open space is very different from a 
planetary surface from the thermal point of view) because it is the most similar space-quali-
fied human outpost in terms of activities performed on-board. The permanent lunar 
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ISS EPS for nominal operations and 42.8% of it represent the housekeeping 
power percentage [271–273]. The same value has been assumed for the pro-
posed human settlement, using 206 kW (170 kW for the inflatable module 
and 36 kW for the rigid module as reported in section 0) as the nominal power 
level to be rescaled accordingly. Moreover, an engineering margin of 13% 
[274] has been used to further increase the nominal base power. As reported 
by Equation (4.4), the housekeeping power is around 100 kW: this value is in 
line with the Mars surface habitat baseline power estimated by NASA in [76]. 

Phousekeeping = 0.428 · (170 + 36)·(1 + 0.13) = 103.71 kW ≅ 100 kW (4.4)

The housekeeping power request shall be supplied by regenerative fuel 
cells in accordance with the guidelines of the “Spaceship EAC” initiative 
[249]. In particular, two Proton Exchange Membrane (PEM) fuel cells, each 
able to provide 100 kW, are used in the SAPS. For safety and redundancy 
reasons, the fuel cells are arranged in parallel, thus providing 50 kW each, i.e. 
every stack works at half power: this architecture is able to guarantee contin-
uous power (housekeeping level) because is one-time fault tolerant. In addi-
tion, once having fixed the fuel cells working point at half of their maximum 
power, it results to have a positive effect on their efficiency. Lower working 
current and tension, i.e. power, corresponds to higher efficiency because of 
the intrinsic limitations of the fuel cell technology13 (due to ohmic and mass 
transfer/concentration losses). The high-power level required led to consider 
non-space-qualified fuel cells, even if Apollo and Space Shuttle missions suc-
cessfully proven their suitability for human spaceflights. The model selected 
is the Ballard FCveloCity®-HD100 whose main characteristic are reported in 
Table 4.7.  

                                                 
settlement described in this work is in fact dedicated to support human life and scientific 
experiments as the ISS and the future DSG. 

13 The typical polarization curve of a fuel cell stack reports how too low current corre-
sponds to high voltage values: these activation losses can damage the fuel cell and it is not 
recommended to operate the stack in this point also because of the related low efficiency 
values. In order to preserve the stack from damages and to have high efficiency rates, it is 
common use to operate the fuel cell within the flat part of the polarization curve, close, but 
not too much, to the knee that represents the voltage drop for to high current (mass trans-
fer/concentration losses).  
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Table 4.7 Ballard FCveloCity®-HD100 main data [275] 

Power [kW] 100 
Idle power [kW] 6 

Mass [kg] 285 
Supply pressure [bar] 8 

Efficiency [%] 60 

Using the formulas reported in [276], it was possible to estimate the ox-
ygen and hydrogen masses required by the fuel cells. The final calculation led 
to consider 1893.7 kg of H2 and 15029.1 kg of O2. Those data have been 
finally used to estimate the mass of water and the power required by the elec-
trolyser to produce the calculated mass of fuel cells. The total mass of water 
required is 16923 kg has been estimated using [255]. Finally, the electrolyser 
total power required has been calculated using the Equation (4.5), taken from 
[255]. 

Pez = mH2O ∙ Eez

tcycle ∙ RF
 = 16922.76 ∙ 4900

0.95
	29.5 ∙ 0.76
 ∙ 0.9

 = 180 kW (4.5)

The electrolyser specific energy, i.e. the energy necessary to electrolyse 
1 kg of H2O, is 4.9 kWh (typical value of the products currently available on 
the market), and once assumed a process efficiency of 95%, the total energy 
density of the electrolyser can be estimated and is equal to 51571 kWh/kg. A 
10% margin on the electrolyser operations has been assumed, that results into 
a risk factor estimation of 90%. Using a generic lunar day as the reference 
time period, which is equal to ~29.5 (Earth) days, and assuming that the elec-
trolyser working time is 76% of this reference time span (due to the peculiar 
illumination conditions at the lunar south pole), the total power required by 
the electrolyser is 180 kW. 

The batteries present in the SAPS are devoted to absorb power peaks and 
to supply power in case failure of other SAPS components (emergency/off-
nominal condition). They will be recharged during sunlit periods by the pho-
tovoltaic plant, because of the long light periods of the Moon south polar ar-
eas. Their sizing should account for the maximum power requested in output: 
since two fuel cells are present, 50 kW (half of the housekeeping power) has 
been assumed as the batteries power peak. Another important design param-
eter is the voltage: as it will be discussed for the outpost main bus architecture, 
the photovoltaic plant is regulated to 900 V; DC-DC and DC-AC converters 
will be present along the distribution line to adjust voltage and current for 
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each connected utility, as it happens for the ISS EPS. Then, 160 V is the volt-
age chosen for designing the batteries. Finally, even if the surface base is per-
manent, the mean time between maintenance and/or substitution of the SAPS 
batteries has been set to 15 years, which is their expected life period. Different 
types of batteries are available: Nickel-Cadmium (Ni-Cd), Sodium-Sulfur 
(Na-S), Nickel-Hydrogen (Ni-H2), and Litium-ions (Li-ions) are the most 
used for space applications [74]. A performance comparison, in terms of ef-
ficiency (η), energy density (ρbatt), and mass, has been done in order to select 
the most adequate battery technology. A Depth Of Discharge (DOD) of 80% 
and a discharge period of 169.92 h (i.e. 5.92 days, equal to the longest shad-
owed period experienced in the most illuminated point at the Moon south 
pole, as studied in section 5.2.2, where an engineering safety margin of 20% 
is applied thus having in total 7.08 days) are the other data used for calculating 
the total energy capacity and mass of the different batteries types using Equa-
tions (4.6) and (4.7) [74]. 

Cbatt = 
Preq · tdis

DOD · η
 = 50 kW · 169.92 h

0.8 · η
 (4.6)

Mbatt  = 
ρ

batt

Cbatt

 (4.7)

The overall performances of the four different types of batteries are re-
ported in Table 4.8. 

Table 4.8 Principal features of space batteries 

Type Ni-Cd Na-S Ni-H2 Li-ions 

Energy density 
[Wh/kg] 

35 132 70 100 - 180 

Efficiency [%] 80 80 70 70 
Operative 

temperature range 
[°C] 

-40/+70 115 -5/+20 -40/+70 

Energy capacity 
[kWh] 

13275 13275 15171.43 15171.43 ÷ 15174 

Mass [t] 379.3 100.6 216.7 151.7 - 84.3 

Since the required energy will be the same regardless of the technology 
chosen, Li-ions batteries have been selected as the best solution due to their 
higher energy density, which helps to save mass so launch cost, and for their 
successful application for space missions as the Mars exploration rovers 
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[277]. Even if this technology is relatively new for space applications, a state-
of-the-art terrestrial solution has been selected for the lunar outpost: in fact, 
the research for improving the performance of Li-ions batteries is active, es-
pecially for testing large capacity prototype cells for future planetary orbiters, 
rovers, and landers [278]. The Tesla Powerpack 2® [279] is the batteries plant 
used as reference to estimate the performance of the batteries required by the 
Moon base. This Li-ions system already embeds thermal management, elec-
tronics, and regulation controls, resulting into a more integrated and cost-ef-
ficient turnkey solution [279]. The overall properties of batteries plant to be 
used on the Moon are reported in Table 4.9, whose data are in line with those 
reported in Table 4.8. 

Table 4.9 Data of the batteries plant final configuration 

Capacity [kWh] 210 
Mass [kg] 1622 

Operating temperature range [°C] -30/+50 
Efficiency [%] 89 

Discharge margin [%] 20 
Total required capacity [kWh] 11455 

Required batteries 55 
Batteries total mass [kg] 89210 

The sizing of the photovoltaic plant requires to consider the Moon envi-
ronment in terms of solar radiation, temperature ranges, and solar incidence, 
as well as the power to supply to the base elements. To estimate the total area 
required by the solar panels, a design lifetime of 15 years has been assumed, 
as already done for the batteries. Due to degradation phenomena, the power 
at the Beginning Of Life (BOL) and at the End Of Life (EOL) of the solar 
arrays is different: the necessary oversizing in the solar production plant is 
needed to guarantee the power suppling to the human outpost throughout the 
entire design lifetime. The procedure adopted to size the photovoltaic arrays 
is the one described by Larson and Wertz [74] that has been adapted from 
being spacecraft-specific to lunar base-tailored: once fixed the operative life-
time and the total power required for both shadow and light periods, it is pos-
sible to calculate the total power to be produced by the solar arrays. After 
selecting the specific type of solar cells needed and computing the Sun irra-
diance and incidence, the BOL and EOL power levels can be calculated, fi-
nally leading to estimate the required total area of the solar panels for produc-
ing the power needed by the surface settlement (based on the EOL power 
request). 
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The parameters to calculate the total power of the solar arrays (Psa) are: 

• The maximum outpost power request during sunlit periods (Plight); 

• The average light hours in a lunar day, that equal to almost one 
terrestrial month (Tlight); 

• The transmission efficiency from the solar arrays to the loads dur-
ing sunlit periods (εlight); 

• The maximum outpost power request during shadowed periods 
(Pshadow); 

• The average shadow hours in a lunar day, that equal to almost one 
terrestrial month (Tshadow); 

• The transmission efficiency from the solar arrays to the loads dur-
ing shadowed periods (εshadow). 

Those parameters have been reported in Table 4.10 using the lunar out-
post data. In particular, the light and shadow time have been derived from the 
simulations run in section 5.2.2. 

Table 4.10 Lunar outpost data to estimate the total power of the solar arrays 

 Tlight [h] 538.08 
 εlight 0.6 

Plight [kW] 

Habitat 
(inflatable and rigid modules) 

414.86 

Rovers 72.8 
Ascent/descent vehicles 18.23 

Electrolyser 180.24 
Batteries 17.74 

 Total energy (sunlit) [kWh] 348104 
 Tshadow [h] 169.92 
 εshadow 0.8 

Pshadow [kW] 
Fuel cells 169.92 
Batteries 50 

 Total energy (shadow) [kWh] 25488 

Lastly, using Equation (4.8), the total power of the solar arrays has been 
calculated. 

 

Psa = 
�Plight · Tlight

εlight
+

Pshadow · Tshadow

εshadow
�

Tshadow

 = 887.6 kW 
(4.8)
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The computed value is pretty conservative, but it is the result of a first 
design iteration where great engineering margins have been adopted due to 
uncertainties related to system design (e.g. estimation of the base elements 
power demand and environment conditions). As the project evolve during 
time and phases of the product life-cycle change, further refinements are pos-
sible that will lead to the final value to establish before the production phase 
begins. 

To calculate the solar arrays area necessary to produce the estimated 
power, a selection among different cell technologies and solutions have to be 
carry out. The most advance type of solar cells for space application are the 
multi-junction ones: their efficiency ranges between 30% and 40% in the lat-
est laboratory tests [280]. The Spectrolab GaInP2/GaAs/Ge XTJ Prime® solar 
cells have been selected among the space-qualified solar cells currently avail-
able on the market because of their high BOL efficiency of 30.7%: specifi-
cally, the SuperCell class of 73 cm2 has been selected [281]. The modularity 
guaranteed by this particular model type is another important feature consid-
ered for benchmarking: in fact, bypass diodes (to protect cells from over cur-
rents) and space-qualified coverglasses (to protect cells from cosmic radia-
tions) are already mounted for an easier integration into modular structures 
[281]. 

The main external factors which influence the more the photovoltaic plant 
performances are the solar cells working temperature (Tcells), the solar irradi-
ance (Isolar) and the Sun incidence angle on the solar cells (ϑ). To optimize the 
solar arrays sizing and positioning, three conditions have been considered: 
maximum temperature, the minimum of the average direct irradiance (exclud-
ing the component related to the Moon albedo), and the highest incidence 
angle (due to orbital mechanics, this value is equal to maximum inclination 
experienced by the Moon spin axis). For each condition (worst value of the 
variable considered) the other two physical parameters have been calculated 
at the same instant of time. As already assumed in section 4.1.1 and how will 
be describe later for the simulations in section 5.1, 2035 is the reference year 
used for calculations. A summary of the values obtained is reported in Table 
4.11.  
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Table 4.11 Worst design values of the external influencing factors for the solar 
cells 

 
Maximum 

temperature 
Minimum 

average direct irradiance 
Maximum 
incidence 

Isolar [W/m2] 1545 1378 1390 
ϑ [°] 0.5 0.33 -1.54 

Tcells [°C] 140 127.5 129.5 

Ideally, the amount of power per unit of area to be possibly produced by 
a solar cell is equal to the normal incident solar radiation multiplied by the 
conversion efficiency. For example, this value at BOL can be calculated using 
the Equation (4.9). 

Pideal = Isolar · ηBOL
 (4.9)

Other losses should be accounted to correctly estimate the overall perfor-
mances of the photovoltaic plant. Inherent degradation takes into account for 
shadowed areas, temperature, and design limitations, which result into three 
different efficiency factors as reported by Equation (4.10). 

Id = η
shadows

 · η
temperature

 · η
packing

 (4.10)

The efficiency related to the shadows possibly present on the solar arrays 
has been assumed equal to 1 because a detailed illumination analysis of the 
photovoltaic plant has been studied using a VR tool, as described in section 
5.3. 

The temperature increase is directly affecting the solar cells perfor-
mances: the higher is the temperature, the lower is the output power. Depend-
ing on the cell type, the working temperature, and the radiations level, differ-
ent temperature efficiencies have been estimated for each design condition 
directly using the solar cells datasheet [281]. 

The packing efficiency is a value referred to the solar cells area density 
with respect to the total area actually covered by the cells themselves. The 
geometry of the cells and their positioning one another are the influencing 
factor of this type of efficiency. Using values of typical triple-junction cells 
derived from [74], the packing efficiency is 90%, i.e. 10% of the total occu-
pied area is lost for both design and assembly of the solar cells. Once the total 
area of the photovoltaic plant is known (calculated later in this sizing estima-
tion process), a more precise estimation of this efficiency has been calculated 
by using the Equation (4.11). An iterative procedure has been used to finally 
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estimate this value, since the overall dimension of the final plant are a priori 
unknown. 

η
packing

 = 
Ncells ∙ Acell

Apanel

 ∙ 100 = 77.68% (4.11)

All the efficiencies values, and therefore the related inherent degradation, 
have been calculated for each condition associated to the external influencing 
factors for the solar cells. Additionally, cable losses have been considered 
with a dedicated efficiency set to 97% [74]. The inherent degradation and its 
values multiplicated by the cable losses efficiency are reported in Table 4.12 
for each of the three worst design conditions. Those values are in line with 
the typical data reported by Larson and Wertz [74]. 

Table 4.12 Worst design values of the external influencing factors for the solar 
cells 

 
Maximum 

temperature 
Minimum 

average direct irradiance 
Maximum 
incidence 

Id 0.5798 0.5837 0.5594 
Id ·  ηcables 0.5624 0.5662 0.5426 

The actual BOL power per unit of area to be possibly produced by all the 
solar arrays can be calculated using Equation (4.12), where ϑ is the angle be-
tween the Sun incident rays and the vector normal to the solar cell. 

PBOL = Pideal ∙ Id ∙ η
cables

 ∙ cosϑ (4.12)

The EOL power per unit of area to be possibly produced by all the solar 
arrays can be calculated using Equation (4.13), where Ld is the corrective co-
efficient related to the performances degradation caused by cosmic radiations. 
The lack of lunar magnetosphere and atmosphere is responsible of secondary 
radiations that originates from the interaction of particles (galactic or solar 
origin) with the Moon surface. Even if the Apollo surface data and the more 
recent cislunar data measured by Chandrayaan-1 and LRO missions [27] have 
contributed to cast some lights on the complex lunar radiation environment, 
which is composed by a mixture of primary and secondary energy particles 
with different energy levels, the knowledge in this field is still limited and 
needs to be complemented by additional surface measurements [282]. How-
ever, models and simulations suggested that emission from the Moon surface 
is less than 1% of that resulting from cosmic rays [282]. For this reason, 
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secondary radiations have been neglected in this research study, thus assum-
ing the lunar surface radiation environment as similar to interplanetary space, 
and in particular to a geostationary orbit. To calculate the degradation coeffi-
cients related to the expected lifetime of 15 years, assumed as the EOL for 
the photovoltaic plant (before a complete refurbishing), the ECSS-E-ST-20-
08C standard [283] has been used: the related fluence has been estimated to 
be 1 · 1015 MeV [283]. According to the selected solar cells datasheet [281], 
the EOL efficiency of the solar cells is equal to 26.71%, the annual degrada-
tion is 0.92%, and the total degradation for 15 years is 87%. 

PEOL = PBOL ∙ Ld (4.13)

The BOL and EOL power per unit of area for each of the three worst 
design conditions have been reported in Table 4.13. 

Table 4.13 Worst design values of the BOL and EOL power per unit of area 

 
Maximum 

temperature 
Minimum 

average direct irradiance 
Maximum 
incidence 

PBOL [W/m2] 257.4 239.5 239.9 
PEOL [W/m2] 223.9 208.4 208.7 

Finally, the area required by the entire photovoltaic plant can be calcu-
lated using Equation (4.14). 

Asa = 
Psa

PEOL

 (4.14)

This value has been computed for each of the three worst design condi-
tions and reported in Table 4.14. 

Table 4.14 Worst design values of the total area of the photovoltaic plant 

 
Maximum 

temperature 
Minimum 

average direct irradiance 
Maximum 
incidence 

Asa [m2] 3964 4260 4253 

By following a worst-case approach, the selected solution for the photo-
voltaic plant positioning among the three design conditions is the one charac-
terized by the minimum PEOL, i.e. the largest area as reported in Table 4.14. 
Consequently, the temperature and the incidence have been calculated in the 
same conditions, i.e. 127.5°C and +0.33°, which correspond to the minimum 
of average direct irradiance. 
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The final architecture of the photovoltaic plant can be different but total 
area have to be the calculated one. Among the several solutions to possibly 
arrange the plant and satisfy the requirement related to the total area, three 
design alternatives have been considered: 

• Horizontal (so parallel to the terrain surface) solar arrays with ver-
tical-standing solar concentrators which redirect the sunlight from 
the Sun to the panels (similar to Earth-based solar farms); 

• Distributed vertical solar towers; 

• Single modularly-mounted panel. 

Although the first two solution could appear as the more suitable and 
technologically feasible, they are characterised by problems with non-trivial 
solutions. The relative positioning of the concentrators and/or the solar towers 
is not simple. At the lunar south pole, the Sun is almost in the same position 
regardless of the time period considered, with very low elevation angles (i.e 
±1.54°). The relative casted shadows result to be very long, consequently an 
optimization for the secondary shadows have to done in order to avoid shaded 
areas, which are casted among elements (on each other), in the distributed 
architecture. Cabling the entire plant, so each single element of the distributed 
architecture, can result to be challenging and expensive. The more spread are 
the elements of the architecture chosen, the more cables are needed. Insulat-
ing and screening kilometres (or even more) of cables in the harsh Moon en-
vironment is not simple and could led to excessive additional costs. 

The last solution is thought the preferred one, also accounting for struc-
tural advantages deriving from the lunar fractional gravity: structural loads 
for both mounting and sustaining the entire modular structure are less than a 
terrestrial analogue, that indeed result disadvantageous. The base of the single 
modularly-mounted panel should be Sun-tracking to follow the annual Sun 
motion. Since the solar rays inclination is almost constant, just 1 rotational 
Degree of Freedom (DoF) is needed (i.e. the panel inclination respect to the 
terrain local vertical remains fixed): a simple gears mechanism or a gimbal is 
required, similar to those used for the big antennas of the radio telescopes; 
this solution also reduces the global mechanical complexity of the entire 
plant. The solar panel inclination has been set equal to the “optimal” inci-
dence defined during the solar panel sizing, i.e. +0.33°. Furthermore, the base 
of the single modularly-mounted panel is 2 m high above the local surface: 
this implies a raising of the Sun visibility percentage, i.e. the local horizon as 
seen from the panel [284]. Additionally, this mounting solution can prevent 
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potential performances degradation of the solar panel due to mechanical (as-
sembly phases) and electrostatically (magnetic causes) dust levitation phe-
nomena, as described by experimental data and analytical models [285–288], 
in combination with surface adhesion (due to van der Waals forces) [225]. 

Using the ISS EPS as reference, the internal architecture of the solar panel 
has been mimicked. A total of 8 modular power channels have been selected: 
each channel should be able to produce 117 kW at EOL, with a voltage of 
almost 900 V and a current of 130.74 A, and is composed by 10 solar arrays, 
connected in parallel to increase the current output. Each solar array has the 
same tension of the channel into which is mounted in and is able to produce 
maximum 11.7 kW. The solar array is made by 3 strings connected in parallel: 
each string is composed by 15 modules, each capable to produce 256 W at 60 
V (maximum value) and composed by 3 parallel-connected strings with 42 
serial-connected cells per strings. The detailed data of every component (cell, 
module, array, channel, and panel) are reported in Table 4.15. 

Table 4.15 Final dimensions and mass of the photovoltaic plant 

Element Cell Module Array Channel Panel 

Length [m] 0.13 1.37 11.97 12.2 97.5 
Height [m] 0.063 0.78 4.15 43.7 43.7 
Space [cm] 0.2 2 20 100 - 
Area [m2] 0.0073 1.06 49.7 532.8 4263 
Mass [kg] 0.0049 2.18 112.5 1207.4 9659 
Elements 453600 3600 80 8 1 

Packing factor - 1.15 1.04 1.07 1.28 

Each of the 8 channel is hold up by two lateral telescopic pillars/bars (9 
in total), which have not been accounted in the total structure area: ideally, all 
the channels have been assumed adjacent one another. The resulting total area 
is then slightly greater than the one calculated using Equation (4.14), i.e. the 
required for satisfying the power demand of the lunar outpost. As a conse-
quence, the next maximum power at EOL can be recalculated using Equation 
(4.15), where cable losses are already included. 

	Pmax
EOL = PEOL ∙ Apanel = 208.4 ∙ 4263 = 888 kW (4.15)

In order to allow astronauts (during EVAs) to mount this massive struc-
ture in compliance with their limited working area reachable with a pressur-
ized EVA suit, each telescopic pillar/bar shall be designed to incorporate a 
guiding movable mechanism as guide rails. For each channel, several 
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rectangular frames are present: the shortest sides of these components slide 
into the vertical pillar through the rails, while the longest ones provide the 
structural support to the solar panel elements. Once each row of elementary 
modules is completed, astronauts pull up it and, considering a horizontal “in-
verse shutter/portcullis” mounting scheme, the next empty frame is available 
for assembling the following row. Those actions should be repeated until the 
solar panel is completed.

4.4 VR simulation tools 

In order to analyse the power system (in particular the solar panel) per-
formances and the base elements optimal positioning, VR-based simulations 
have been run. In fact, the site selection strategy further described in 5.2 has 
been used as the case study in this thesis to test the VR-based methodology 
proposed in section 3.4. The simulations are intended to be used for studying 
the system is regulation that is one of the most important aspects not to be 
overlooked. The control logic to develop shall effectively manage transitions 
between light and shadow periods for maximizing the overall SAPS perfor-
mances and, also including the conversion efficiency. 

Among several virtual modelling options, the research work presented in 
this thesis takes advantage of two different VR software. The result of a sur-
vey among all the products available on the market led to decide which to use 
for the purposes to be addressed. The main distinction between all the possi-
ble solutions is open-source codes or proprietary licensed: in the former case, 
these are generally developed for multipurpose uses, where customers and 
their community are the principal developers which can tailor varied applica-
tions, solution in the latter category are ad hoc written by suppliers for meet-
ing specific needs and standards. The benchmarking of pros and cons of each 
solution is important to choose the most appropriate tool, also accounting the 
expertise level required by the potential end-users. 

The current context of this Ph.D. dissertation led to choose one product 
of each category, i.e. Blender® as the open-source software and the Virtual 
Environment Research in Thales Alenia Space (VERITAS) as the ad hoc one.

4.4.1 Open-source solution 

BlenderTM, whose logo is represented in Figure 4.12, is a free open-source 
modelling and graphics computer software, which is able to run on Linux, 
macOS®, and Microsoft® Windows® machines. This cross-platform 
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application is also compatible with most of the current VR systems, including 
the HMD Oculus Rift® and stereoscopic screen-type systems. Its features 
range from video editing and composing, motion graphics, rendering, camera 
tracking, match moving, animating, sculpting, texturing, raster graphics edit-
ing, rigging and skinning, UV unwrapping, 3D modelling, soft body simula-
tion, particle simulation, and fluid and smoke simulation [289]. Thus, it can 
generally be used for creating images, video, and videogames. 

Each BlenderTM file contains a database that incorporates all scenes, ob-
jects, meshes, textures, etc. created by the user. A file can contain multiple 
scenes and each scene can contain multiple objects. Objects can contain mul-
tiple materials which can contain many textures. It is also possible to create 
links between different objects. 

 

Figure 4.12 BlenderTM logo (credit: BlenderTM) 

BlenderTM can create 3D VR scene using its two embedded engines, 
named Blender Render Engine and Cycles Render Engine: the first one, 
known also as Blender Internal (BI), is the original core render engine able to 
glossy reflections, ray-tracing, and subsurface scattering, but substantially 
lacks photo-realisms; the second engine helps to overcome the realistic ren-
dering limitations of the first one using full-fledged global illumination and 
physically accurate calculations [290]. 

To create real-time visualizations and interactive 3D simulations/appli-
cations the Blender Game Engine (BGE) have to be used. This embedded 
game engine is different from the other built-in BlenderTM features because 
the rendering process is in real-time, also allowing user interaction (e.g. vid-
eogames), while the other two BlenderTM engines can only be used to create 
off-line scenes (i.e. once rendered cannot be modified). However, BGE is 
currently not very supported and that there are plans for its retargeting and 
refactoring that, in the very least, will break compatibility [289]. 

The typical BlenderTM user interface is represented in Figure 4.13: this 
editor provides a way to view and modify the work under development by 
using specific panels with buttons, tabs, controls and widgets. Moreover, this 
interface is enriched with a Python-language scripting add-on where it is 
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possible to import/export files with formats, to automatize tasks, and to create 
custom tools for prototyping [289]. 

 

Figure 4.13 BlenderTM user interface (credit: BlenderTM) 

All the listed features make BlenderTM as an ideal developing environ-
ment where to create and test VR scenes. Its flexibility and adaptability with 
several hardware enhance the collaborative aspect among different users, 
which is essential for the purpose of this research work, as described in sec-
tions 1.2.2 and 1.3. Specifically, the BlenderTM release adopted in the simu-
lations described in chapter 5 is the version 2.75a.

4.4.2 Proprietary ad hoc solution 

Developed at TAS-I, specifically by the COllaborative System Engi-
neering (COSE) centre, composed by the Technology Research Office 
(TRO), Virtual Reality Laboratory (VR-Lab) and a Collaborative Room [168, 
169], VERITAS is an in-house developed and multi-software VE whose logo 
is represented in Figure 4.14. It is not strictly a software but rather a frame-
work in which several applications can be developed. Based on open-source 
components platform, VERITAS allows virtual immersive and stereoscopic 
simulations in the 4D format: VR scenes can be displayed into a setup with 1 
to 6 screens, using the Cave Automatic Virtual Environment (CAVE) [291] 
as an example, or into a single computer (desktop application). 4D, 3D and 
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2D user-interactions, using the immersive-wise or the desktop application, 
enable to concurrently design a system while having multidisciplinary (func-
tional and physical) representations of the system itself [169]. The develop-
ment phases of system design are user-centric, thus interactive devices (e.g. 
haptic pointers) can be used to improve the immersive level, where web-based 
collaboration are possible [169]. 

 

Figure 4.14 VERITAS logo (credit: TAS-I) 

The creation of virtual scene is done loading file eXtensible Markup Lan-
guage (XML) coded configuration files. Objects are imported into the scene 
via stand-alone 3D models (e.g. CAD models) that are loaded and extracted 
in Virtual Reality Modelling Language (VRML) or in OpenSG® Binary 
(OSB) file format: these could be anything that the user would like the option 
to manipulate, from a component of a vehicle to a planetary terrain. Data re-
sulting from other simulation domains (e.g. aerodynamic, structural, thermal, 
etc.) can be displayed using Tecplot© 3D models. 

VERITAS functionalities can be summarized by the following main us-
age scenarios [292]: 

• Spacecraft trajectories analysis in the Solar System using ephem-
eris for the orbiting celestial bodies; 

• Virtual interactive mock-ups analysis; 

• Inverse kinematic scenario with motion capture and virtual man-
nequin replica; 

• Radiations analysis depending on the positions of a specific path 
in space; 

• Stowage support simulations; 

• Lander and rover analysis for operations planning; 

• AR scenarios; 

• Distributed collaborative virtual sessions. 
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Moreover, virtual scenes can be displayed in a first-person perspective 
with some level of head-tracking enabled as represented in Figure 4.15.  
Head-tracking allows the scene to move in response to the subject’s own mo-
tion such that, ideally, their view of the scene changes in the same way it 
would if they were standing in a real location and moving their head. VERI-
TAS VR scene can be set to respond to translational movements, or to trans-
lation and rotation coupled movements.  Including rotation is useful for mi-
crogravity scenarios, such as the ISS interior model: this allows the scene to 
freely change orientation to match position and orientation of the user, such 
that there is no fixed virtual floor or ceiling.  However, when this kind of 
adaptation is used in a planetary setting, where there is a ground and gravity, 
the effect can be extremely disorienting. When the subject turns his/her head 
with rotation enabled, the ground and the scene before him/her turn as well 
with a sensitive and high-precision response, whose side effects could poten-
tially induce motion sickness. 

 

Figure 4.15 User in the Mechdyne CAVETM while interacting with a virtual 
scene created using VERITAS (credit: TAS-I) 

The features listed so far make VERITAS particularly suitable for devel-
oping VR simulations, in which its data representation is essential thanks to 
the applicability and transferability to space mission design, as required by 
the framework described in sections 1.2.2 and 1.3. Specifically, the VERI-
TAS release adopted in the simulations described in chapter 5 is the version 
8.

4.4.3 Tools integration 

The VR-based methodology described in section 3.4 has been applied for 
the site selection strategy to locate the lunar human base on the Moon south 
pole. Specifically, to assist the early stage design phases of the power system, 
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virtual simulations were used for performances prediction. The procedure 
adopted to fulfil the scope of creating a virtual shared environment that is 
accessible by all the experts involved since the early design stages is sche-
matically reported in Figure 4.16 

 

Figure 4.16 Block diagram of the VR-based setup used for simulations 

Once defined the mission scenario or the systems to be designed, its vir-
tual model is created using a VR software: this is not meant to be a mere 
visualization but is intended to serve as a real engineering tool for simulation 
and data analysis. Not only the graphical appearances are rendered in the vir-
tual world, but also the physical properties and functional behaviours of the 
product under development: to do so, information and data from external soft-
ware are gather together using the virtual model as a common repository. 
Structural, thermal, radiations and fluid dynamics analysis data, and 3D CAD 
models can be imported and integrated. The final result is a complete virtual 
replica of the system and/or the SoS: output information can be extracted from 
VR simulations and these data can be used for trade-off analysis. Depending 
on the results obtained, some modifications might be necessary, thus requir-
ing updates to the virtual models. A loop architecture can be then defined to 
be used for subsequent design iterations typical of the early life-cycle phases. 
The automatic update of the model can help to speed up the decision-making 
process into which visual attributes and the possibility to virtually interact 
with objects play a significant role.  

Both Blender® (described in section 4.4.1) and VERITAS (described in 
section 4.4.2) can be used as virtual modelling software for creating the vir-
tual model to be used in the simulation approach described in this work.  

Blender® is in fact a valuable 3D modelling tool for the purpose to ad-
dress because it is a well-known open-source software under constant 
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improvement, whose frequent updates are always well documented by the 
developers’ community. The integrated Python Application Programming In-
terface (API) enable a full control over the Blender® features for personal 
customization, including the GUI components (e.g. screens, panels, and 
menus). 

VERITAS has been specifically tailored for VR space application by 
TAS-I and it is already part of the COSE centre, which is dedicated to the 
design and development activities of complex systems, including training 
tasks, integration, verification, and testing. The TAS-I VR-Lab started to use 
VERITAS also for the engineering assessments using CD processes [168, 
169]. Moreover, VERITAS is able to import and manipulate Blender® file 
objects: the flexibility guaranteed by this possibility opens the doors to the 
potential integration with other compatible VR systems; virtual scenes and 
models created by other software can be opened using VERITAS and vice 
versa. 

Both software were tested using the illumination analysis of the terrain as 
benchmark: final rendering, virtual scene development, and software-specific 
features were evaluated to select the best VR tool, as detailed described in 
section 5.2.2. Moreover, as part of future improvement for testing the VR-
based methodology proposed, both software were integrated and tested in a 
CDF architecture to examine how the integration of VR tools will enable 
faster, better, and cheaper design evaluations, additionally assisting the actors 
involved in the design sessions. The software architecture adopted and the fist 
results are described in section 5.6.
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Chapter 5 

5 Integrated simulations 

5.1 Initial set up and boundary conditions 

In order to test the VR-based design methodology described in section 
3.4 and to create a first simulation workflow that integrates VR tools and 
standard software as described in section 4.4.3, the permanent lunar outpost 
has been selected as the case study to analyse. The use-case demonstration 
proposed has been chosen as the first proof of concept for integrating VR 
technologies into the classical design paradigms and methods. VR is intended 
to serve not only as a powerful graphical media which can realistically render 
the optical properties of an object but should serve as a real engineering tool 
for modelling and simulating its physical properties. The results obtained by 
the creation of a virtual model that is part of a VE results to be more complete 
than using the standard MBSE approach: the simulation of different disci-
plines in the same common environment greatly helps all the actors involved 
in the design process to better understand the peculiarities and the coupling 
relationships of different elements. Specifically, the data obtained with virtual 
simulations were used as inputs for lumped parameters models.   

The mission scenario described in section 4.1 has been analysed using a 
VE, after selecting the better VR software to use with comparisons against 
data from similar literature. In particular, an illumination analysis of the 
Moon south pole has been carried out to precise locate the permanent base 
and the SAPS elements. Detailed simulations of the modularly-mounted solar 
panel have been run to estimate the performances variation due to transient 
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shadows, which have been real-time rendered by the graphical engine of the 
VR software adopted. Lumped parameters models have been used for the 
SAPS components, then also for the solar panel: Microsoft Excel® was used 
for preliminary data estimation and MATLAB®/Simulink® was used to pre-
cise model the functional behaviours of each element. The selected timeframe 
for the analysis is the year 2035, which was assumed as the starting year for 
establishing the human surface outpost. The results obtained are preliminary 
and referred to a single selected location at the lunar south pole, but the flex-
ibility of the tools and the method used guarantees immediate updates if data 
inputs are changed. The terrain illumination analysis is described in section 
5.2, while the specific solar panel simulations are reported in section 5.3. The 
entire SAPS model and some preliminary assessments are presented in sec-
tion 5.4. A first tentative implementation of a virtual lunar base is addressed 
in section 5.5.

5.2 Illumination analysis 

Surveys of potential landing sites at the Moon south pole have been al-
ready studied by several entities [227–231]: depending of the criteria/figures 
of merit adopted, the site selections strategies change as a function of the final 
purpose to fulfil. Whether it is an unmanned rover or a human base, the pre-
ferred locations can be completely different and very distant from one an-
other. The thermal and the radiative environment are major drivers for decid-
ing where to place the surface outpost, but, since scientific experiments and 
volatiles assessments for future ISRU activities are the principal objectives of 
the permanent settlement, also the easy accessibility to potential resources is 
of paramount importance. 

The peculiar topography and the extremely low inclination of solar rays 
make the south polar areas a pretty unique place in the Solar System. An ac-
curate estimation of the illumination rates for precisely locate the outpost el-
ements is necessary: sunlit and plane areas are the preferred places where to 
land and settle the base, always accounting for the cold traps exploration for 
possible water ice extraction. The analysis has been run using the VR soft-
ware VERITAS, after a benchmark with the open-source software Blender®. 
In order to limit the high computational cost, the real-time simulation of the 
shadowing conditions has been restricted to the entire year 2035, but few tests 
were run also for the 2020-2030 decade to account the small variations of the 
∼18.6 years-cyclic precession of the lunar orbital plane that are responsible 
for seasonal changes.
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5.2.1 Terrain topography generation 

The illumination analysis of whatever planetary surface requires a terrain 
topography. The computer-based version of any real site is the Digital Eleva-
tion Model (DEM), i.e. the finite discretization of the real orography. The 
datasets used to create a mesh are derived by measuring of the actual terrains 
features. Remote sensing spacecraft and telescopes have been used to charac-
terize the lunar terrain: the pictures taken by (high resolution) cameras and/or 
the data samples measured by altimeters are processed and assembled to cre-
ate the digital replica of the terrain under study. 

The lunar polar areas and their soil conformation have been studied by 
different missions such as: the NASA Clementine [23] and LRO [293, 294], 
the ESA SMART-1 [238, 295], the JAXA Kaguya/SELENE [284, 296–298], 
and the CSA Chang’e-3 [299]. Radar interferometry has been instead used by 
NASA JPL to create a lunar topographic map [252]14. Moreover, the data 
measured can be used to generate and display maps with dedicated software 
like the one proposed by Wessel and Smith [300]. 

For the purpose of this work, different datasets have been used to generate 
lunar south pole DEMs for comparing the two VR software performances in 
terms of data handling capabilities and final surface rendering. The selected 
DEMs have been retrieved from: 

• Kaguya/SELENE database, measured by the Laser ALTimeter 
(LALT) [301]15; 

• LRO database, measured by the Lunar Orbiter Laser Altimeter 
(LOLA) [302]16. 

                                                 
14 The NASA JPL Goldstone Solar System Radar (GSSR) group used the NASA Deep 

Space Network (DSN) to create radar image and models of the Solar System objects, as the 
Moon south pole DEM. 

15 The LALT_GT_SP_NUM file has been specifically used: it is a grid topographic data 
set around the lunar south pole. Altitude values were rounded off to the third decimal place. 
Data are ordered from -79.00390625°N to -89.99609375°N in latitude and from +0.015625° 
to +359.984375° in longitude. Raw altimetric range data were converted to the local topo-
graphic altitude with respect to the sphere of 1737.4 km radius based on the gravity centre of 
the Moon, by using the satellite orbit data. 

16 The LDEM_128 file has been specifically used: this data product is a shape map of 
the Moon, based on altimetry data acquired through mission phase LRO_ES_09 by the 
LOLA instrument. LOLA data used are geolocated using precision orbits based on a revised 
lunar gravity field. 
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Raw native data have been processed and transformed using a Cartesian 
coordinate system. The respective cloud points obtained (i.e. x, y, z) have 
been interpolated and quadrangular meshes have been generated. For com-
parison, also Delaunay triangular meshes have been created, but no rendering 
and computational cost improvements have been noticed, so they were dis-
carded for the analysis. 

Since the major area of interest are the rims of the Shackleton crater, the 
selected DEMs are centred in the Moon south pole. The entire Kaguya/SE-
LENE database has been used (i.e. 79° – 90°S), but also a restricted version 
has been considered whose area extends from 88° to 90°S. Indeed, the LRO-
LOLA dataset convers an even smaller area, i.e. from 89° to 90°S. 

The topographic map of the widest Kaguya/SELENE dataset with a 2.36 
km/pixel resolution is represented in Figure 5.1, where longitude values are 
defined east-wise and the 0° meridian is pointing to the Moon near side. 

 

Figure 5.1 Kaguya/SELENE lunar south pole topographic map (79° – 90°S) 
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The topographic map of the reduced Kaguya/SELENE dataset with a 430 
m/pixel resolution is represented in Figure 5.2, where longitude values are 
defined east-wise. 

 

Figure 5.2 Kaguya/SELENE lunar south pole topographic map (88° – 90°S) 
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The topographic map of the reduced LRO-LOLA dataset with a 230 
m/pixel resolution is represented in Figure 5.3, where longitude values are 
defined east-wise. 

 

Figure 5.3 LRO-LOLA lunar south pole topographic map (89° – 90°S) 

The different resolutions chosen are the result of a compromise for a high-
quality terrain rendering and the computational cost to produce it. Moreover, 
the higher is the mesh resolution, the slower is the shadows rendering in the 
virtual scene. A summary of the properties of the DEMs used is reported in 
Table 5.1. 

Table 5.1 DEMs topographic data 

DEM Latitude range Mesh resolution 

Kaguya/SELENE 79° – 90°S 2.36 km/pixel 
Kaguya/SELENE 88° – 90°S 430 m/pixel 

LRO-LOLA 89° – 90°S 230 m/pixel 
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Additionally, since the morphology of the terrain is important for landing 
and placing the outpost elements, a slopes map has been also considered and 
is represented in Figure 5.4. 

 

Figure 5.4 Slopes map of the Moon south pole (75° - 90°S) degrees South. The 
bright red to white areas have the highest slopes (25 degrees or more) while the dark 
blue to purple areas have the lowest slopes (5 degrees or less). The steepest slopes 
are found in impact crater rims, which appear as brightly coloured circular features 
throughout the image [303, 304] (credit: NASA)
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5.2.2 Terrain illumination conditions 

Once having generated the lunar south pole DEMs, illumination analyses 
have been run to simulate the light conditions: identifying highly illuminated 
spot and permanent shadowed regions is paramount to asset placement, solar 
energy availability, and cold traps accessibility. The preferred points on the 
lunar surface where to set the permanent human base and its power system 
shall have high illumination percentage over the year, have low surface 
roughness (in terms of slopes), be in direct communication with Earth, and 
near permanently shadowed regions for volatiles study and extraction. 

Among several location alternatives offered by the Moon south polar re-
gion, five sites have been identified as the best candidates: 

• Mount Malapert: it is an old and highly illuminated mountain with 
high slopes. Hydrogen and helium enclosed with thick regolith 
layer. The site is permanently in line-of-sight with Earth; 

• Shackleton crater: it is a permanently shadowed crater close to the 
south pole. Temperatures inside the crater are extremely low thus 
water ice deposits are supposed to be present. Its rims are highly 
illuminated.; 

• Cabeus crater: it is a large crater similar to the Shackleton crater 
in terms of environmental conditions; 

• Faustini crater: it is the crater where the lowest temperature of all 
the Solar System has been ever measured; 

• Shoemaker/Nobile region: it is a highly illuminated area located 
between the rims of the two namesake craters. 

The main features of the selected sites are reported in Table 5.2. 

Table 5.2 Coordinates location of the selected potential outpost sites 

 Latitude Longitude Diameter/elevation [km] 

Malapert 86.04°S 1.71°E 4.21 
Shakleton 89.6°S 137.83°E 19 

Cabeus 84.9°S 324.5°E 98 
Faustini 87.3°S 77°E 39 

Shoemaker 88.1°S 44.9°E 50.9 
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The geographical position of each selected sites is indicated in the map 
of Figure 5.5. 

 

Figure 5.5 LROC Narrow Angle Camera (NAC) high resolution images (0.5 
m/pixel) laid over the Wide Angle Camera (WAC) Global Morphologic basemap 
(100 m/pixel) with the principal names of the topographic sites [305] (credit: NASA) 

Despite the suitable properties of all the listed locations, the Shackleton 
crater area has been selected for settling the human base. However, a constant 
direct communication with Earth is not always possible because of the libra-
tions of the Moon rotational axis [252]. Since the Malapert massif is perma-
nently in line-of-site with the Shackleton crater and with Earth, it can be used 
as a radio relay for ensure permanent direct communication to and from Earth 
[188]. 

Before proceeding with in-depth and computational-heavy simulations, 
the performance of Blender® and VERITAS were benchmarked. The VR 
tools used offer the possibility to project shadows over a terrain model via 
computing the Sun position and tracking the shadows location. The virtual 
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scenes created with both software incorporate a terrain model (i.e. DEM) and 
a light source (i.e. Sun). The same generic lunar day has been chosen as the 
reference timeframe for the analysis. The mimic of the lunar soil graphical 
properties has been scaled using a real picture of the Shackleton crater taken 
by SMART-1. The fidelity of the results can be noticed in Figure 5.6. 

(a) (b) (c) 

Figure 5.6 Shackleton crater area as seen by SMART-1 (a) (credit: ESA) and its 
virtual rendering using the DEMs derived from Kaguya/SELENE (b) and LRO-
LOLA (c)  

The LRO-LOLA DEM described in section 5.2.1 has been used as refer-
ence for comparing Blender® and VERITAS features. 

Blender® calculates the shadow map using ray-tracing: the method con-
sists in tracing a line between each point of the terrain and the Sun. The point 
(i.e. pixel) is shaded if the line intersects the terrain, otherwise it is illumi-
nated. The finite angular size of the Sun, i.e. its light cone, is difficult to render 
with the current hardware available on the market, also considering the great 
distance from the DEM (i.e. 1 AU). To limit the graphical computational cost, 
parallel light rays have been used to illuminate the terrain virtual scene. The 
Sun positions have been specified by means of azimuth and elevation. The 
azimuth angle has been referenced to the zero-longitude meridian because the 
usual definition referred to north direction is meaningless at the Moon south 
pole. The elevation angle has been set to +1.54°. Static images have been 
generated and one image per 10° of Sun motion has been extracted starting 
from an azimuth angle of 0°: for each of the 36 images considered for the 
illumination analysis, pixels have been set to 0 (i.e. black) if they were not 
reached by any light ray while they were set to 1 (i.e. white) in the opposite 
condition. 
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All the images have been then stacked together to create an overall illu-
mination map and measure the average illumination rate for each single pic-
ture as shown in Figure 5.7. 

 

Figure 5.7 Blender® illumination map computed for a generic lunar day using 
the LRO-LOLA DEM (89° – 90°S) with a resolution of 230 m/pixel. The red squares 
represent the maximum illuminated points 

The red squares in Figure 5.7 indicate the maximum illuminated points: 
in this case, those are peaks of eternal light because they are always illumi-
nated in the simulated period (i.e. 100% of illumination rate); specifically, 
those points are located at the “Connecting Ridge”, the ridge connecting the 
Shackleton and de Gerlache crater, and at the Shackleton craters rim, more 
precisely at 89.79°S – 204.75°E. 

The same setup of Blender® has been used for VERITAS: 36 Sun position 
of the same generic lunar day and with the same elevation angle have been 
used for the illumination analysis of the LRO-LOLA DEM. Real-time shad-
ows have been generated using the VERITAS internal graphical engine. The 
greyscale images obtained for each of the 36 time-steps chosen as the simu-
lation timeframe have been converted into binary images by setting a conven-
ient threshold for distinguishing sunlit and shadowed areas, and for not 
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underestimating illumination rates: if the pixel was illuminated, it was set to 
1 (i.e. white) while it was set to 0 (i.e. black) if shadowed. 

The illumination map has been created by stacking all the extracted im-
ages and the average illumination rate for each single pixel has been com-
puted as shown in Figure 5.8, where this procedure is the same adopted by 
Speyerer and Robinson [306]. 

 

Figure 5.8 VERITAS illumination map computed for a generic lunar day using 
the LRO-LOLA DEM (89° – 90°S) with a resolution of 230 m/pixel. The red square 
represents the maximum illuminated point 

The most illuminated point with a total illumination rate of 86.11% is 
marked with a red square in Figure 5.8: it is located at 89.69°S – 197.91°E. 

The two illumination maps produced are qualitatively coherent one an-
other but only the VERITAS one showed consistency with state-of-the-art 
studies [227, 284, 293, 294, 306–311]. The peaks of eternal light calculated 
by Blender® do not exist as confirmed by [26, 252, 284]: the more the local 
horizon level is risen above the local terrain topography, the more illuminated 
will be the point/area, but perpetual light conditions can be found only above 
several kilometres over the lunar surface.  

The comparison between the results obtained by the two different VR 
software highlighted the differences of the simulation methods used by 
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Blender® and VERITAS to render the peculiar light conditions of the lunar 
south pole. While the Blender® graphical engine uses the ray-tracing function 
to off-line calculate and statically render the shadows and how they cast over 
the lunar terrain, the VERITAS one is capable to real-time render and dynam-
ically simulate the light conditions and their change over time. The Blender® 
technique require an average of ~10 min to render each illumination state 
which results into ~6 h-long simulation, while VERITAS is able to real-time 
render every illumination step once the virtual scene is created, thus the sim-
ulation time is only equal to the time require to extract each image and create 
the illumination map that is equal to ~5 min (i.e. 8 s per image). Moreover, 
the total size of the images produced by Blender® is ~22 MB (i.e. ~626 KB 
per image on average), while is ~6 MB (i.e. ~171 KB per image on average) 
for VERITAS, even if the DEM grid resolution used is the same. Other illu-
mination studies such as [293, 310] used the horizon method to calculate the 
light/shadow state of each terrain mesh element: the horizon elevation is com-
puted along a defined number of directions (azimuths) for each point of the 
DEM and the resulting data are stored in a series of matrices (one for each 
direction); those fixed-direction horizon elevation data are then used to inter-
polate a given Sun location and calculate the visible Sun disc ratio. If com-
pared to ray-tracing, both methods require heavy off-line calculations, but the 
horizon method is faster when the first step of the process (i.e. horizon calcu-
lation for each grid point) is preprocessed, in fact the illumination state can 
be calculated very fast for any given set of Sun temporal and spatial coordi-
nates. However, the principal drawbacks of the method are the high compu-
tational cost associated with the preprocessing step and the need to save big 
data files17. Even if VR software generally do not use this method, it was 
anyway used as reference to compare the results obtained and the principal 
features of Blender® and VERITAS because of its wide use in literature. 

Despite the scene creation is simpler thanks to the intuitive GUI, the in-
accuracies observed in correctly estimate the illumination rates of the lunar 
south pole, the high computational cost related to the ray-tracing function and 
the possibility to render and simulate only static/discrete virtual scenes/states 
finally led to discard Blender® as VR software to be used in this research 
work. Instead VERITAS has been chosen as the preferred VR software for 
the analyses to carry out in this thesis. Even if there is just a command editor 

                                                 
17 Typically, for a DEM with a mesh of 512 x 512 elements with a horizon resolution of 

0.5°, the size of the file would be in the order 512 x 512 x 720 x 2 Bytes (around 330 MB) if 
the data are mapped to 16 bits integers. 
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and not an intuitive GUI for creating the virtual scenes, the real-time attribute 
guaranteed by the VERITAS graphical engine is a key feature for trade-off 
evaluations that are typical of the early space mission design phases. Specif-
ically, for the illumination studies described, the user can actively interact 
with the virtual scene created while the rendering and the shadows calculation 
are running. 

Once established VERITAS as the only VR software to be used for the 
illumination analysis, more precise simulations have been run. Thanks to the 
VERITAS embedded feature, real ephemeris data have been used to correctly 
simulate the relative positioning of the Sun-Moon system. Since precise 
measurements are necessary to account the small variations of the Sun eleva-
tion angle over the lunar terrain, the SPICE DE 421 ephemeris have been 
selected. Developed by NASA JPL, they have been specifically tailored for 
accounting the Moon libration phenomena that major affects the illumination 
rates and their seasonality of lunar polar areas [312]. 

Further test simulations have been run for the 2020-2030 decade. All the 
three DEMs, two from Kaguya/SELENE and one from LRO-LOLA (see Ta-
ble 5.1 for resolution details), have been used for the illumination analysis. 
The Sun positions have been directly calculated by VERITAS using real 
ephemeris data: the real-time shadows on the DEM are casted accordingly to 
the light rays rendered by the VERITAS graphical engine. Starting from mid-
night of January 1st, 2020, and finishing at midnight of January 1st, 2031, one 
image every 24 h has been extracted and converted into a binary format using 
the same procedure already described. All the images (4019 in total) has been 
then stacked together for creating global illumination maps. All the three sim-
ulations lasted for ~9 h that is the time required for extract each of the 4019 
images (i.e. 8 s per image) and calculate the relative illumination maps. 

The illumination map obtained for the widest Kaguya/SELENE DEM is 
represented in Figure 5.9. 
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Figure 5.9 Kaguya/SELENE illumination map computed for the timeframe 
2020-2030 using the Kaguya/SELENE DEM (79° - 90°S) with a resolution of 2.36 
km/pixel. The red square represents the maximum illuminated point 

The most illuminated point with a total illumination rate of 76.08% is 
marked with a red square in Figure 5.9: it is located at 88.65°S – 292.98°E. 
There is a mismatch in the proximity to the boundary: in fact, the DEM spans 
only from 79°S to 90°S, i.e. the surrounding topography was not included in 
the model, which causes wrong illumination conditions. 

The total size of all the 4019 images produced to create the illumination 
map is ~1.4 GB (i.e. ~365 KB per image on average). 
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The illumination map obtained for the reduced Kaguya/SELENE DEM 
is represented in Figure 5.10. 

 

Figure 5.10 Kaguya/SELENE illumination map computed for the timeframe 
2020-2030 using the Kaguya/SELENE DEM (88° - 90°S) with a resolution of 430 
m/pixel. The red square represents the maximum illuminated point 

The most illuminated point with a total illumination rate of 81.89% is 
marked with a red square in Figure 5.10: it is located at 88.65°S – 292.98°E. 
The map show consistency with the one obtained with the ESA Coverage 
Tool that calculated the accumulated illumination percentage in the time pe-
riod ranging from March 31st, 2010, to September 24th, 2010 with a time-step 
of 1 h [227], and with the one produced by using the LRO WAC images taken 
from February 15th, 2010, to February 5th, 2011 [306]. Both those maps are 
represented in Figure 5.11. 
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(a) (b) 

Figure 5.11 Multi-temporal illumination maps of the lunar south pole obtained 
by De Rosa et al. (a) [227] and by Speyerer and Robinson (b) [306]  

The total size of all the 4019 images produced to create the illumination 
map is ~800 MB (i.e. ~204 KB per image on average). 

The entire simulation process that led to obtain the final illumination map 
using the Kaguya/SELENE DEMs is schematically represented in Figure 
5.12. 

 

Figure 5.12 Simulation scheme adopted for generating the illumination maps 
using the Kaguya/SELENE DEMs 
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The illumination map obtained for the LRO-LOLA DEM is represented 
in Figure 5.13. 

 

Figure 5.13 LRO-LOLA illumination map computed for the timeframe 2020-
2030 using the LRO-LOLA DEM (89° - 90°S) with a resolution of 230 m/pixel. The 
red square represents the maximum illuminated point 

The most illuminated point with a total illumination rate of 78.84% is 
marked with a red square in Figure 5.13: it is located at 89.78°S – 203.74°E. 

The total size of all the 4019 images produced to create the illumination 
map is ~740 MB (i.e. ~189 KB per image on average). 
  



 5.2.2 Terrain illumination conditions 
 

131 

The entire simulation process that led to obtain the final illumination map 
using the LRO-LOLA DEM is schematically represented in Figure 5.14. 

 

Figure 5.14 Simulation scheme adopted for generating the illumination map us-
ing the LRO-LOLA DEM 

A summary of the illumination analysis of each DEM is reported in Table 
5.3. 

Table 5.3 DEMs illumination data 

DEM Maximum illumination rate Coordinates 

Kaguya/SELENE 76.08% 88.65°S – 292.98°E 
Kaguya/SELENE 81.86% 89.76°S – 201.06°E 

LRO-LOLA 78.84% 89.78°S – 203.74°E 

The result of this assessment survey of the VR-based illumination analy-
sis using different DEMs with different spatial resolution is consistency with 
state-of-the-art results which uses different methods (e.g. horizon method, re-
mote sensing data, etc.). The results obtained for both the Kaguya/SELENE 
DEMs are coherent with [284, 307] but also with [293], apart from the errors 
found for the widest DEM: its lower resolution also led to locate the most 
illuminated spot not in the usual area around the actual Moon south pole, but 
on the de Gerlache crater rims. The illumination map obtained for the LRO-
LOLA DEM is in line with the results of [26, 293, 294]. 

The absence of a lunar atmosphere coupled with the peculiar sun-
lit/shadow conditions results into extreme temperature. For equatorial regions 
the day/night cycle is 14.5 (terrestrial) days long and stable, daylight temper-
atures can reach 400 K and go below 100 K during the nights. Polar areas are 
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colder for the low direct illumination annually received. To better estimate 
the temperature ranges experienced by a specific point, mathematical models 
have been developed. The regolith is the media through which the heat is 
transferred: solid particles conduction and radiation are the two different 
transmission modes; thus, the thermal conductivity can be expressed as a 
function of these two components. [313] developed a 1D numerical model 
with a perfect spherical Moon to estimate temperatures at sunrise, noon and 
sunset. For a simulation of 400 (terrestrial) days, the equatorial surface tem-
peratures have a 250 K-total variation, while the same data is around 100 K 
for polar regions. The maximum estimated polar temperature is 170 K. The 
minimum estimated polar temperature is 60 K. The global trend is represented 
in Figure 5.15. 

 

Figure 5.15 Global map of maximum surface temperatures with a resolution of 
0.4° [313] 

The results obtained for the Moon polar region by Bauch et al. [313] are 
in line with other models. Specifically, Vasavada et al. [314] calculated a 
temperature variation that ranges from 128 K to 180 K during the summer 
solstice, i.e. with a continuous illumination, and 38 K during the winter sol-
stice, i.e. with a shaded polar night. Those results have been obtained using 
horizontal surface placed at 89°S. Both the models are consistent with the 
data measured by the Diviner instrument on-board LRO. The complete radi-
ometric data acquired since 2009 have been showing how average maximum 
temperature of the lunar south pole is ~200 K, with average minimum tem-
perature of ~50 K [232, 233, 315, 316]. The global map of the measured av-
erage temperature is depicted in Figure 5.16. 
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Figure 5.16 Map of the average lunar south pole temperature derived from the 
LRO-Diviner measurements [233] 

The global map of the measured maximum temperature is depicted in 
Figure 5.17. 

 

Figure 5.17 Map of the maximum lunar south pole temperature from the LRO-
Diviner measurements [233] 
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The steady light conditions of some areas make the temperature almost 
constant: thermal control results easier. Those spots are potential favourable 
spot where to possibly locate some outpost elements. Additionally, a precise 
estimation of the temperature variation over time is crucial to plan EVAs and 
robotic exploration activities [317, 318]. 

To better estimate the specific illumination conditions and the tempera-
ture time evolution, and to identify the area to locate the base modules, a ded-
icated simulation has been run for the entire year 2035 using VERITAS and 
the setup already validated with the previous set of analyses. The LRO-LOLA 
DEM has been used to model the lunar terrain, but with an increased resolu-
tion of 178 m/pixel. The simulation starts at midnight of January 1st, 2035. A 
time step of 1 h has been set for the illumination studies over time because, 
during this period, the Moon rotates of ~0.5°, which corresponds to the angu-
lar diameter of the Sun: no azimuth gaps happen where the Sun could be com-
pletely blocked or fully visible [294]; an example of the Sun visibility condi-
tions is sketched in Figure 5.18. 

 

Figure 5.18 Example of Sun visibility: the solar disk is completely visible at        
t = 2 h whereas it was partly blocked 1 h before and after (t = 1 h and t = 3 h) [294]. 

The timestep imposed resulted into generating 8761 images in total: to 
complete this one-year simulation, ~19 h were necessary (i.e. 8 s per image). 
The same conversion method has been applied to create binary images. By 
stacking the entire database, a global illumination map has been obtained as 
shown in Figure 5.19. 
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Figure 5.19 LRO-LOLA illumination map computed for the year 2035 using the 
LRO-LOLA DEM (89° - 90°S) with a resolution of 178 m/pixel 

The most illuminated point with a total illumination rate of 76.29% is 
marked with a red square in Figure 5.19: it is located at 89.78°S – 204.93°E. 
The results is perfectly in line with the latest results obtained by [294, 310, 
311] and with other state-of-the-art studies as reported in Table 5.4. 
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Table 5.4 Illumination studies comparison 

Study 
DEM resolution 

[m/pixel] 

Maximum 

illumination 

rate [%] 

Coordinates 

Noda et al. 
[307] 

474 87 89.8°S – 207.5°E 

Bussey et al. 
[308] 

474 82 89.44°S – 218.2°E 

Mazarico et al. 
[293] 

240 89.01 89.45°S – 222.69°E 

De Rosa et al. 
[227] 

40 84.13 89.69°S – 196.14°E 

Speyerer and 
Robison [306] 

100 71.7 89.74°S – 201.2°E 

Gläser et al. 
(2014) [294] 

20 73.84 89.78°S – 203.94°E 

Speyerer et al. 
[310] 

20 75.0418 89.69°S – 196.7°E 

Gläser et al. 
(2017) [311] 

20 81 89.78°S – 203.97°E 

This study 178 76.29 89.78°S – 204.93°E 

The total size of all the 8761 images produced to create the illumination 
map is ~2.15 GB (i.e. ~257 KB per image on average). 

The time history of the light conditions of the most illuminated point is 
reported in Figure 5.20 where 0 represent the shadowed hours and 1 the illu-
minated ones. 

                                                 
18 Calculated at 2 m above the surface 
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Figure 5.20 Time history of the illumination conditions of the most illuminated 
point 

The longest continuous shadowed period is 5.92 days and the longest sun-
lit period is 114.13 days. The result obtained is similar to [309]: winter and 
autumn periods are characterized by more pronounced light variations, while 
during summer there is a more stable and continuous illumination. Those data 
confirm the goodness of having chosen a hydrogen-photovoltaic SAPS. The 
solar panel sized in section 4.3.1 appears to be as the most active SAPS com-
ponent: an in-dept analysis has been carried out in section 5.3 using VR to 
estimate its performances and the relative variations due to the changes in the 
environment conditions. 

The local Sun elevation angle, as seen from the most illuminated point, 
has been also computed using VERITAS: it has been directly calculated by 
the VR software as the angle between the plane tangent to an ideal sphere, 
whose radius is equal to the Moon one, and the light vector, which connects 
the centre of the south pole DEM and the Sun (light source in the VR scene). 
The local horizon is influenced by the terrain topography: using a rotation 
matrix (for a coordinates changes, i.e. latitude and longitude) and the local 
terrain conformation, both relative to the most illuminated point, the final el-
evation angle has been computed for each time step of the simulation (for the 
illumination analysis). The points obtained (one per hour) have been interpo-
lated to generate the final curve, as reported by Figure 5.21. 
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Figure 5.21 Solar elevation angle computed for the most illuminated point 

Two periodical oscillations of the Sun elevation angle result evident from 
Figure 5.21. The smaller one is relative to short-period variations: the Moon 
rotation cycle around its rotational axis lasts for a synodic month, which an 
average duration of 29.53 days (~708 h); when the Moon is at its perigee the 
period is shorter, while it is longer when is at its apogee. The maximum local 
value of the Sun elevation angle is almost always reached in the middle of the 
month. The other variation happens in a long-period: the global oscillation of 
about ±1.5° has an average duration of 8496 h (~12 synodic months). The 
maximum value of the Sun elevation angle is reached during the spring/sum-
mer months, which results into longer sunlit periods. 

The same trend is evident by plotting the distance between the Sun and 
the most illuminated point. Figure 5.22 shows the same periodical oscilla-
tions: during the winter period the Sun is closer to the Moon, so its rays are 
more inclined, while it is the opposite in summer. 
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Figure 5.22 Distance between the most illuminated point and the Sun

5.3 VR integration 

The specific analysis of the illumination conditions of the Shackleton 
crater area led to identify the most illuminated point. Using this point and its 
relative features as reference, other simulations have been done. Specifically, 
VERITAS has been coupled with a lumped parameter model of the solar 
panel to simulate the performance variations during the selected timeframe. 
The integration obtained among the two different tools (VERITAS and 
MATLAB®/Simulink®) is the first applicative demonstration of the method-
ology proposed in this research work.

5.3.1 Solar panel analysis using VR 

Starting from the virtual scene used for the terrain illumination analysis, 
the solar panel designed in section 4.3.1 has been modelled. The same simu-
lation period and time step have been used to compute the performance vari-
ations due to transient shadows, casted by the surrounding topography, and 
to the environment conditions changes (solar irradiance and temperature). 

A simple CAD model has been used to represent the solar panel in the 
VERITAS VE: it is a white slim parallelepiped 43.7 m high and 97.5 m long, 
where the 8 power channels have been considered adjacent one another, i.e. 
not accounting for the space occupied by the telescopic bars to sustain the 
panel itself. The model has been placed at the maximum illuminated point, 
tiled of +0.33° (with respect to the terrain normal plane), and it has been raised 
of 2 m above the local DEM surface, as justified in section 4.3.1. An 
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animation has been created to mimic the 1 DoF-Sun tracking movement of 
the panel base. The same method used for the surface illumination analysis 
has been adopted: one image per hour has been extracted for the year 2035. 
An Ultra-High-Definition (UHD) resolution (i.e. 3840 x 2160 pixel) has been 
used for extracting the images: 8761 solar panel states have been saved, each 
having a 38 m/pixel resolution that result from the actual 3717 x 1653-pixel 
relative size of the panel. All the images have been converted into a binary 
format and stacked together to create an overall illumination map of the solar 
panel, similar to what has been done for the LRO-LOLA DEM. The simula-
tion was run for ~1 day (i.e. 10 s for each image to be extracted) and the 
images database size is ~37 MB (i.e. ~4.3 KB per image on average). 

 

Figure 5.23 Solar panel illumination map computed for the year 2035 with a 
resolution of 38 m/pixel 

Figure 5.23 shows how the solar panel experiences a global illumination 
rate ranging from 79.60 % (in the lower part closer to the terrain) to 93.02 % 
(in the upper part). The trend which indicates the more a point is raised above 
the ground, the more lights it gets in the south polar regions, is confirmed by 
the result computed. In addition, no peaks of eternal lights have been discov-
ered even though the panel is ~44 m high (~46 m high if the base rising is 
also considered): those point are located several kilometres away from the 
Moon surface [294]. 

A comparison between the DEM and the solar panel illumination anal-
yses is reported in Table 5.5.  
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Table 5.5 Illumination data relative to the LRO-LOLA DEM (with a resolution 
of 178 m/pixel) and the solar panel 

 DEM 
Bottom 

pixel 

Central 

pixel 

Solar 

panel 

Longest shadowed 

period [days] 
5.92 7.17 2.79 2.63 

Longest sunlit 

period [days] 
114.13 117.54 146.75 159.54 

Total eclipse 

rate [%] 
23.71 19.31 8.36 6.73 

Total illumination 

rate [%] 
76.29 80.69 91.64 75.83 

Transition rate 

[%] 
- - - 17.44 

The three first columns (DEM, bottom, and central pixel) are referred to 
single points, while the data reported for the solar panel are referred to its 
entire surface. The longest shadowed and sunlit period confirms the trend of 
having a major Sun visibility (direct illumination) the higher is the point 
above the surface. An exception is represented by the bottom pixel of the solar 
panel (2 m high) that experience a longer shadowed period that the most illu-
minated point on the lunar surface: interpolation errors in converting the im-
ages into a binary format and the shadows rendering (by the VERITAS graph-
ical engine) are the main causes of this mismatch. The central pixel (~23 m 
high) experiences more days of consecutive shadow that the entire panel, but 
this is in line with the expected trend and is the result of comparing punctual 
to global data. 

When referring to entire panel, not only fully illuminated or shadowed 
images have been computed, but also partial transient shadows have been 
found: the transition rate row in Table 5.5 accounts the amount of time into 
which the panel is in this condition. 

As already done for the most illuminated point, the local Sun elevation 
angle, as seen from the solar panel (its central point), has been also computed 
using VERITAS: it has been directly calculated by the VR software as the 
angle between the solar panel surface (i.e. panel orthogonal plane) and the 
light vector, which connects the centre of the solar panel model and the Sun 
(light source in the VR scene). Figure 5.24 represents the light vector of the 
solar panel used by using the VR software to compute this effective solar 
elevation angle. 
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(a) (b) 

Figure 5.24 Front (a) and rear (b) view of the solar panel model and its light 
vector as rendered by VERITAS 

The final elevation angle has been computed for each time step of the 
simulation (for the illumination analysis). The points obtained (one per hour) 
have been interpolated to generate the final curve, as reported by Figure 5.25. 

 

Figure 5.25 Solar elevation angle computed for the solar panel 

The two periodical oscillations (short- and long-period variations) ob-
served in Figure 5.25 are the same computed for the most illuminated point 
(see Figure 5.21). Since the solar panel is tilted of +0.33° and is placed at 2 
m above the lunar surface, the solar elevation angle computed for the solar 
panel is slightly different from the one computed for the DEM most illumi-
nated point.
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5.3.2 Lumped parameters model 

To estimate the performance of the solar panel for the same timeframe of 
the VR simulations (i.e. 2035), a lumped parameters models have been devel-
oped using MATLAB®/Simulink®. Different approaches exist in literature for 
modelling multi-junction cells like [319–325], but in order to reduce the com-
putational time, to lower the model complexity, and to better integrate VR 
with a standard design tool as the MATLAB®/Simulink® environment, a sim-
pler approach has been adopted. The single solar cells were not modelled with 
the typical electrical equivalent circuit (i.e. semiconductor diodes) but, as it 
will be described in section 5.3.3, the model adopts as the fundamental scaling 
unit the string of modules to match the data obtained from the VR simulations. 
Several sub-blocks have been used to create the entire solar panel model, but 
they can be grouped into three main blocks that are: 

• The “Lunar Environment Model (LEM)” block that calculates 
the variables related to the Moon ambient which influences the 
solar panel performances; 

•  The “shadows” block that accounts the solar panel performances 
drop related to the shadows, which have been simulated using 
VERITAS; 

• The “power system” block that includes the actual solar panel, 
the Maximum Power Point Tracker (MPPT), and the DC-DC 
converter models. 

The LEM block incorporates sub-blocks and functions which calculates 
data and values of the lunar environment. By setting in input the selenocentric 
coordinates of interest, the LEM block is able to calculate the Panel Effective 
Solar Irradiance (PESI) and the solar panel temperature. Specifically, the co-
ordinates of the most illuminated point, obtained by the VR analysis of sec-
tion 5.2.2, have been set as reported in Figure 5.26. 

 

Figure 5.26 LEM block 
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Dedicated functions have been created to compute the values of irradi-
ance and the temperature, as shown by the overall internal structure of the 
LEM block of Figure 5.27. 

 

Figure 5.27 LEM block internal structure 

The data obtained by the VR analysis were used to calculate the PESI. At 
each timestep of the simulation (i.e. 1 h, set by using a digital clock), the value 
of the elevation angle as seen from the panel is calculated: starting from the 
elevation angle extracted from VERITAS using the terrain analysis (see Fig-
ure 5.21), a rotation matrix is computed to transform the value relative to the 
maximum illuminated point and refer it to the solar panel. 

PESI is the sum of two distinct contributions: the Panel Effective Solar 
Direct Irradiance (PESDI) and the Panel Effective Solar Albedo Irradiance 
(PESAI). PESDI is the normal component of the solar irradiance that directly 
hits the panel. By defining α as the Sun elevation angle relative to the Moon 
surface (maximum illuminated point), β as the panel inclination angle calcu-
lated with respect to the terrain local vertical, and Isolar as the solar irradiance, 
PESDI can be calculated using Equation (5.1). 

PESDI = Isolar ∙ cos (α - β) (5.1)

A schematic view of both the angles and how there are geometrically cal-
culated is represented in Figure 5.28. 
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Figure 5.28 Angular parameters definition: α is the Sun elevation angle relative 
to the Moon surface (maximum illuminated point), β is the panel inclination angle 
calculated with respect to the terrain local vertical 

The net effect of the two angles has already computed from VERITAS as 
the solar elevation relative to the solar panel, reported in Figure 5.25. 

PESAI is the normal component of the solar irradiance that is reflected 
by the lunar surface and hits the panel. By defining α and β as the same angles 
used for Equation (5.1), Isolar as the solar irradiance, and a as the albedo coef-
ficient (assumed equal to 0.12), PESAI can be calculated using Equation 
(5.2). 

PESAI = Isolar ∙ a ∙ cos (α + β) (5.2)

The effective solar irradiance has been estimated using the NASA Solar 
Radiation and Climate Experiment (SORCE) mission database [326]. Since 
there is no atmosphere on the Moon, the solar irradiance that hits the lunar 
surface has been assumed equal to the one measured by the SORCE space-
craft19, due to the small variations among these two values. The average solar 
irradiance value of a specific timeframe has been calculated as the average 
(over the years 2003–2017) of the values computed for the same timeframe: 
the extrapolation method adopted to predict the specific 2035 trend is repre-
sented in Figure 5.29. 

                                                 
19 The SORCE spacecraft was launched in 2003 into a 40° Earth orbit with an altitude 

of 645 km. Its purpose is to study the solar radiation with accurate measuring instruments. 
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Figure 5.29 Solar irradiance variation as seen from the from the most illumi-
nated point 

The seasonal variation of the solar irradiance is due to variation of the 
Sun-Moon distance: in winter is lower than in summer, as represented by Fig-
ure 5.22. 

The total value of PESI, calculated as the sum of PESDI and PESAI, is 
represented in Figure 5.30. 

 

Figure 5.30 PESI variation 

The discrete step present during the summer period is the consequence of 
the assumptions made: the lunar albedo (and so the PESAI) is only considered 
when the Sun elevation angle as seen from the DEM is > 0. The effects of the 
local topography have been neglected and the Moon has been assumed as a 
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perfect sphere: the resulting irradiance is calculated with respect to the terrain 
parallel surface, which is tangent to the lunar sphere at the maximum illumi-
nated point. If the local terrain slope is positive (i.e. the effective local terrain 
elevation is > 0), the albedo contribute to PESI is not considered (PESAI = 
0), which means to underestimate the real value of the PESI. 

Finally, the solar panel temperature is calculated using the “grey body” 
radiation equation. Since there is no lunar atmosphere, the thermal equilib-
rium does only account heat conduction and radiation. Moreover, the conduc-
tion contribute has not been considered due to its low value20. The solar panel 
temperature is calculated using Equation (5.3) as a function of PESI, the 
Boltzmann’s constant σ, the solar cells absorptivity ρ, and the solar cells emit-
tance ε21.  

Tcells = �PESI

σ
 ∙ 

ρ

ε
�

0.25

 (5.3)

Since it is a function of PESI, the solar panel temperature experiences the 
same seasonal abrupt change due to the lunar albedo as shown in Figure 5.31. 

 

Figure 5.31 Solar panel temperature variation 

The “shadow” block represents the interconnection block among VERI-
TAS, i.e. the VE used to simulate the shadows, and MATLAB®/Simulink®, 
i.e. the design environment used to create a solar panel lumped parameters 
model. The models integration is achieved using this block: a first tentative 

                                                 
20 It only occurs between solar cells and the substrate over which they are placed. The 

joining process is usually done in vacuum. 
21 ρ = 0.9 and ε = 0.849. Data derived from [281]. 
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creation of a complete virtual model has been fully realized; VR and other 
software data are linked to create a complete description of the system under 
study. 

 

Figure 5.32 Schematic view of the “shadows” block 

The “shadows” block represented in Figure 5.32 has been created to mod-
ulate the PESI with respect to the transient shadows that reduce the solar panel 
performance. For each timestep (simulated using a digital clock with a fre-
quency of 1 h as the timestep used for the virtual simulations) the effective 
solar irradiance, experienced by each string of the whole solar panel, is com-
puted. As it will be detailed described in section 5.3.3, each irradiance value 
is multiplied by an illumination matrix that has been extracted from VERI-
TAS. This matrix represents the binary illumination state (either 0 if shad-
owed, or 1 if sunlit) of each solar string which composes the 8 power channels 
of the solar panel at a given timestep. Every matrix has been previously saved 
into a tensor with 30 x 8 x 8761 dimensions, as it will be discussed in section 
5.3.3. To monitor when the channel is completely shadowed, and so its ten-
sion value is null, a sum of the irradiance value of all the strings in a channel 
is computed. 

The “power system” block has been modelled to mimic the power pro-
duction of the solar panel depending on the environmental conditions com-
puted by the LEM and “shadows” blocks. It is composed by three different 
macro sub-blocks: the “photovoltaic plant”, the MPPT, and the “DC-DC con-
verter” blocks as schematized in Figure 5.33. 
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Figure 5.33 Internal structure of the “power system” block 

The “photovoltaic plant” block has been modelled to mimic the internal 
structure of the solar panel: 8 power channels, each with 10 arrays, have been 
created; for each array, 3 strings of 15 series-connected modules are present. 
This massively-populated model is partially represented in Figure 5.34. 
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Figure 5.34 Internal structure of the power channel. A total of 8 channels are 
present in the “photovoltaic plant” block 

For each of the 8 power channels, 10 arrays have been modelled, each 
with a separate block as represented in Figure 5.34. Every block computes the 
tension and current relative to one array using the temperature of the solar 
panel (to compute the thermal efficiency) and the PESI calculated by the LEM 
block, both affecting the performances of the array, and so those relative to 
the entire solar panel. Furthermore, PESI is divided into the three components 
computed from the “shadows” block: for each of the three strings that com-
pose the array, PESI is modulated with respect to the actual illumination ex-
perienced (done for each timestep with an illumination matrix). 

Each array has been precisely modelled by stopping at the string level: in 
fact, for every array, its internal structure is represented by three strings as 
shown in Figure 5.35. 
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Figure 5.35 Internal structure of the array. 10 arrays are present for each of the 
8 solar panel power channels 

The three strings that compose one array are connected in parallel 
scheme. To limit the computational cost, this is the last level of detail consid-
ered for the analysis, also considering the data extracted from the VR anal-
yses. The representation mode chosen led to consider only fully illuminated 
o fully shadowed strings to proportionally reduce the power produced (using 
the illumination matrices). The strings are modelled using the “PV array” 
block of the Simulink® SimScape toolbox, whose internal values have been 
set using the solar cell datasheet [281]. 

The complex “photovoltaic plant” block described is coupled with the 
MPPT to replicate the real system configuration of the solar panel. This de-
vice regulates the working mode of the photovoltaic plant: the maximum 
power at which the system can work is fully defined by a unique value of 
tension and current. This point can change during time if the temperature 
and/or the solar irradiance vary: the MPPT impose to the solar panel to oper-
ate at voltage that corresponds to the maximum output power, once the 
boundary environmental conditions are given. Specifically, an indirect 
method has been adopted for calculating the maximum power tension (VMP): 
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it is expressed as a function of the temperature-dependent open circuit tension 
(Vop) as reported by Equation (5.4). 

VMP(T) = k ∙ Voc(T) (5.4)

Moreover, a life degradation factor (Ld) is accounted to quantify the max-
imum power voltage reduction throughout the solar panel operative life (EOL 
of 15 years by design). 

VMP(T, t) = �(t) ∙ VMP(T) (5.5)

Therefore, the resulting maximum power voltage is reduced by a factor 
of 0.87 at EOL, with a linear decrement during the 15 years, as reported by 
Equation (5.5). 

A schematic view of the MPPT block is represented in Figure 5.36. 

 

Figure 5.36 MPPT block 

The other real component modelled is the DC-DC converter. This device 
is needed to regulate the power level between the production plant (i.e. the 
solar panel) and the loads connected to the bus. Specifically, it has been de-
cided to model a buck-boost converter which converts a source of direct cur-
rent both increasing or decreasing its voltage level. A schematic view of this 
component is represented in Figure 5.37. 
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Figure 5.37 Internal structure of the “DC-DC converter” block 

The DC-DC converter model created mimic the control logic of the real 
system, but not all its components have been modelled to reduce the com-
plexity of the overall solar panel model and its computational cost. This block 
calculates the power level output that an external load connected to the bus 
can absorb. The MPPT block computes the maximum power level (i.e. ten-
sion and current) that each channel of the solar panel is producing at a given 
timestep: the value depends on the illumination conditions and the tempera-
ture of the channel. This power level is used to compute the output current 
absorbed by the external load: since the output voltage has been set to 900 V 
(bus tension), the output current is the only unknown variable in the power 
equation to be calculated. This equation equals the maximum power produced 
by a channel to the load power output. If the channel is partially shadowed, 
i.e. some of its arrays are shadowed, the output power is reduced proportion-
ally: the parallel-connected arrays guarantee to have the same tension (i.e. 
900 V), but a varying channel current level depending on the channel illumi-
nation state. The output power drops to a null value only when the channel is 
completely shadowed.

5.3.3 Models integration 

Via integrating the data obtained from the VR-based simulations into the 
lumped parameters model of the solar panel, an overall estimation of the pho-
tovoltaic plant performances has been carried out. The information exchanged 
by VERITAS and MATLAB®/Simulink® are related to the illumination rates 
of both the DEM most illuminated point and the solar panel. As described in 
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section 5.3.2, the data obtained from the illumination analysis have been used 
to calculate the temperature and the actual illumination state of the solar panel 
during the selected timeframe (i.e. 2035). An image of the solar panel has 
been extracted and converted into a binary format for each timestep (i.e. 1 h). 
The resolution of every image (i.e. 1653 x 3717) has been set to model every 
component of the solar panel, up to the cell element: despite this initial choice 
has been made to accurate simulate even the smallest component, the images 
resolution has been reduced to limit the computational cost of the simulations. 
A good compromise has been found by selecting the string of modules as the 
fundamental scaling unit. Each image has been proportionally downsized 
from 1653 x 3717 pixel to 30 x 8 pixel: this merging operation led represent 
each string (of modules) with one pixel, where the space between the ele-
ments have not being considered. The conversion procedure of the 8761 solar 
panel images is represent in Figure 5.38. 

   

(a) (b) (c) 

Figure 5.38 Original (a), binary (b), and reduced (c) images of the solar panel22 

The original image has been directly extracted from the virtual simulation 
using VERITAS. The original and the reduced images have the same resolu-
tion, i.e. 1653 x 3717 pixel, while the reduced one has a resolution of 30 x 8 
pixel. The conversion procedure applied is coherent with the technique 
adopted by Speyerer and Robinson [306]. The resulting shadows and sunlit 
areas are sharp since there is no lunar atmosphere, thus no light diffusion apart 
from the portion reflected by the terrain. The grey areas of the original images 
are related to rendering problem which has been solved using a conversion 
threshold (i.e. grey level of 0.5) for the binary transformation. The reduced 
images have been saved into a tensor that serve as input for the “shadows” 
block of the MATLAB®/Simulink® to calculate the effective illumination 
state of each string of modules: this process is done for every channel into 
which the solar panel is divided. The tensor is 30 x 8 x 8761 elements, i.e. 
one reduced image of 30 x 8 elements per timestep (i.e. 1h; 8761 h in total for 
the year 2035). 

                                                 
22 All the images are referred to the same date, i.e. 3:00 GTM of January 4th, 2035. 



 5.3.3 Models integration 
 

155 

Using the data obtained from VERITAS, a first complete simulation for 
testing the MATLAB®/Simulink® was run. The maximum power output has 
been computed for one power channel as reported in Figure 5.39. 

 

Figure 5.39 Maximum power production of one channel of the solar panel 

The long-period variation of the channel maximum power is due to its 
life degradation, which has been set to 0.92% per year (EOL is 15 years). The 
short-period variations are due to the lunar topography: in fact, these varia-
tions are similar to those experienced by the maximum illumination point that 
is the point where the solar panel is located (see Figure 5.20 for the corre-
sponding diagram). When the maximum power is null, the entire channel is 
shadowed: this happens 6.73% of the total simulated time (i.e. the year 2035) 
as reported in Table 5.5. However, fuel cells and batteries are active in these 
periods to provide the housekeeping power request by the base systems (de-
sign constrain). When the maximum power decrease but does not reach 0 kW, 
transient and partial shadows are present on the channel: they reduce the max-
imum current producible by the channel, but not the maximum tension be-
cause of the channel structure (made by parallel-connected arrays). The other 
variations are due to PESI and temperature variations, which is PESI-depend-
ent. 

Once tested the maximum power production of the photovoltaic plant, 
variable loads have been connected to the bus for simulating the response of 
the solar panel to different output power levels. The electrical loads have been 
modelled according to the channel performances (i.e. maximum power) and 
the bus voltage. Simple resistors have been used: 120 kW is the maximum 
power level modelled per channel, that implies having variable resistors from 
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6.7 to 162 Ω. The resistors have been connected in parallel: each of them is a 
constant and fixed-value resistor that is controlled by a switch. Variable re-
sistors have not been used to reduce the computational cost of the entire 
lumped parameters model. A schematic representation of the externa loads 
blocks is reported in Figure 5.40. 

 

Figure 5.40 External loads model of one of the power channels 

The switches are controlled by a digital clock with the frequency of the 
timestep adopted in the other parts of the model (i.e. 1 h). When a channel is 
totally shadowed, the external loads are disconnected from the channel caus-
ing a dropping to a null value for the channel voltage (otherwise is constantly 
fixed to 900 V). A generic load profile has been assumed as a test case for 
each of the eight power channels: an example is reported in Figure 5.41. 

 

Figure 5.41 Output power of one of the eight power channels 

Eight different load profiles have been generated for each of the power 
channel by using the ISS Columbus laboratory power request as reference 
[261], where the same power lever cannot be simultaneous request by every 
channel. The complete power output has been computed for the entire solar 
panel as reported in Figure 5.42.  



 
5.3.3 M

odels integration 
 

157 

 

Figure 5.42 Power output of the eight power channels 
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5.4 SAPS modelling 

Since the solar panel is just one of the SAPS components, also the other 
subsystems have to be modelled for totally simulating the power system of 
the permanent lunar outpost. A first tentative in this sense has been made in 
collaboration with EAC: in fact, the ESA centre is directly involved into re-
search activities that address the upcoming challenges for the future human 
exploration campaigns. The “Spaceship EAC” project is the framework 
within the different activities are developed [268, 269]. Since the “Moon Vil-
lage” concept has been indeed introduced by the ESA DG, the research areas 
covered by EAC are targeting the investigation of some of the technologies 
needed to fill the knowledge gap for enabling the human life support onto a 
planetary surface. One of the most important field of study is the energy pro-
vision. Using the analogue facility currently under development in Cologne 
(EAC site), a terrestrial carbon-free SAPS will power the LUNA dome and 
FlexHab [249]. This system incorporates fuel cells, hydrogen electrolysers, 
batteries, and solar panels to partially represents a potential lunar energy-sup-
ply scenario, but predominantly using non-space-qualified solutions [249]: it 
could be a great advantage for spinning the wheels of innovation for terrestrial 
applications, but also great steps forward for the next generation of lunar 
space exploration missions can be achieved (e.g. more-COTS system archi-
tecture can help to reduce the mission costs). 

To perform trade-off analysis and to evaluate the performances of this 
SAPS, a lumped parameters model has been developed. Even if the SAPS 
shall be tailored for a terrestrial use, the ultimate scope is to provide useful 
insights for the future Moon exploration activities. Therefore, the SAPS 
model has been developed considering a lunar base as the use-case scenario 
for the simulations. To limit numerical problems which may rise from cou-
pling all the different sub-systems of the SAPS, a reduced Moon outpost has 
been developed. All the necessary input data for the lumped parameters model 
have been calculated using the mission budgets of an equatorial unmanned 
surface settlement. The cyclic illumination conditions between nigh time and 
diurnal light periods, each ~14.75 days long23, have net and stable variations 
as on Earth (with different time spans): the transitory phases result to be 
smoother, thus allowing easier control and switching of the power system el-
ements.  

                                                 
23 The lunar day lasts ~29.5 days, i.e. about one terrestrial month. At the Moon equator, 

nights and days have the same duration of ~14.5 days. 
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The outpost should be intended as a precursor unmanned base to assess 
ISRU techniques and the potential exploitation of lunar volatiles. Propellant 
and consumables production are the main activities considered. The nominal 
power required by the ISRU plant is 2000 W, while is reduced to 500 W for 
night operations, when only the fuel cells are active [327]. A growth chamber 
system has been also accounted for food and oxygen production [55]. Sen-
sors, artificial lighting systems, and water pumps are the necessary equipment 
to be considered. 11 chambers, where 20 plants per chamber have been con-
sidered, require 5500 W (500 W per chamber) for 16 h (light cycle time). 
After each cycle, the lamps are switched off, thus the total power request 
drops to 2750 W (250 per chamber) [55]. Additionally, a small unmanned 
rover has been considered: its required power is 1000 W for internal batteries 
recharging; the charge process is 3 h long, while 16 h of continuous operations 
have been assumed. Finally, the peak power required by this lunar base has 
been calculated as the sum of the peak power to supply to each outpost ele-
ment and it is equal to 7800 W (both for night and day time). This value has 
been used to calculate the volume of consumables required by the fuel cells, 
to be then opportunely size the tanks. Since fuel cells only work during the 
night (~14.75 days/375 h long), 28.3 m3 of oxygen and 21.6 m3 of hydrogen 
are needed to feed them. 6 m3 of water are produced: for electrolyzing all the 
water, 85 kW is the power required by the electrolyser. Batteries shall be used 
only for 7% of the night, which led to calculate a total required energy of 252 
kWh and total (recharge) power of 25 kW by using the procedure of [74]. The 
same design method adopted in section 4.3.1 has been used to estimate the 
photovoltaic plant power to supply the base (i.e. ISRU plant, growth chamber, 
and rover), the electrolyser, and the batteries (recharge cycle). 297 kW is total 
power that has to be produced by the solar panel. 

The overall structure of the SAPS lumped parameters model, including 
the load profile of the outpost required power, has been implemented in the 
MATLAB®/Simulink® developing environment by following the guidelines 
provided by ESA experts, as part of the collaboration with the “Spaceship 
EAC” initiative [249]. The final arrangement of each block is reported in Fig-
ure 5.43. 
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Figure 5.43 SAPS internal block structure 

Apart from the solar panel, the batteries, the fuel cell, the tanks, and the 
electrolyser models, a control logic block has been modelled to regulate and 
switch from one component to another accordingly to the simulated time 
phase (night or day). All the main components of the SAPS have been mod-
elled with separate blocks. The equations used in the different blocks have 
been selected to describe in detail the main components of each element: the 
level of precision adopted took into consideration the typical time constant of 
each physical process. In fact, the overall SAPS model has been developed to 
be used for preliminary trad-off analysis, thus a fast run time is required for 
simulations (i.e. tens of minutes). Too precise models that eventually results 
into computational heavy calculations have been excluded. 

Not only the electrical connections but also the fluidic interfaces have 
been modelled: H2, O2, and H2O flow rates are their tanks are present to sim-
ulate the empty/refill process, also based on the different lunar diurnal phases. 
The control logic has been developed to monitor and manage those values, 
which are related to the different SAPS elements, via regulating the transi-
tions by using flow diagrams. 

A LEM block has been incorporated into the “photovoltaic array” block 
for estimating the values related to the Moon environment that influence the 
solar panel performances. Similarly to what has been done in section 5.3.2, 
the photovoltaic plant temperature and PESI has been computed. Despite us-
ing data calculated using VR-based analyses, the illumination conditions have 
been estimated using the analytical model developed by Li et al. [328]: the 
results obtained only depend on the time set and the local lunar coordinates. 
Instead of using a complex solar panel model, as the one described in section 
5.3.2, the Simulink® embedded “solar array” block has been used, where the 
required input data has been set using the information derived from the 
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mission budgets. This choice has been made for reducing the overall compu-
tational cost. 

A more detailed description of the other SAPS components is reported in 
sections 5.4.1 (fuel cells) 5.4.2 (batteries), 5.4.3 (electrolyser). The results 
obtained for a six lunar days complete simulation are reported in section 5.4.5. 
A complete description of the control logic is presented in section 5.4.4.

5.4.1 Fuel cells model 

The fuel cells model has been derived from [329]: this very complete and 
comprehensive model of a PEM fuel cell incorporates specific chemical de-
tails and precise data derived from Computational Fluid Dynamics (CFD) 
simulations [330]. Its level of detail, required to have accurate and precise 
estimation of the fuel cell performances, exceeds and goes beyond the scope 
of the research here presented. The model has been reduced in terms of reso-
lution and values to compute for saving computational time. The result is a 
faster but still reliable model that is able to coexist with the other SAPS ele-
ments blocks of the lumped parameter model described in this dissertation. 

The total peak power required to be supplied by the fuel cells during the 
nigh period is 7800 W. Instead of using a single fuel cell which is able to 
satisfy the power request, it has been decided to use 8 PEM fuel cell stacks, 
each able to produce 1.2 kW (maximum unregulated power). The modular 
arrangement has been chosen to ensure a fault-tolerant architecture (if one of 
the stacks fails, the power requested can be supplied by the other active 
stacks) and to validate this model. In fact, a fuel cell test rig is currently under 
development at EAC: it shall be used for hardware-in-the-loop testing and for 
validation purposes. Specifically, the fuel cell stack chosen is the BZ100-13 
produced by ZSW® and all the data used have been derived by its datasheet 
[331]. Moreover, using the polarization curve of the datasheet, the fuel cell 
lumped parameters model has been statically validated. 

The result obtained by the model reduction, i.e. the one used in this thesis, 
is represented in Figure 5.44. 
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Figure 5.44 Fuel cell model 

The model is composed by the “cathode humidifier” block (orange), the 
“stack” block (green), and the “degradation” block (blue). 

The “cathode humidifier” block computes the reactants relative humidity 
level for the passive humidification process of the fuel cell (internal) mem-
branes. 

The “stack” block computes the pressure, temperature, and mass flow 
values of oxygen and hydrogen for both anode and cathode. The overall fuel 
cell stack voltage is also computed: the ideal voltage, influenced by the work-
ing temperature and the kinetics of the electrochemical reaction, is reduced 
by the intrinsic losses (activation, ohmic, double layer effects, concentration 
voltage, and crossover current)24 of the fuel cell itself  [329]. 

The “degradation” block computes the voltage drop related to the plate 
failures and the relative degradation rate: when the fuel cell is active, 0.03 
V/100 h is the average loss assumed, while 0 V/h has been assumed when the 
fuel cell is not active [332].

                                                 
24 Activation losses are due to slow reactions that take place on the electrode surface. 

Ohmic losses are due to ions and electrons flow resistance when respectively passing through 
the electrolyte and the cell hardware. Double layer effects account the voltage slow reaction 
in reaching a new steady-state value when the current changes. Concentration voltage losses 
are due to the reactants finite diffusivity at the catalyst surface. Crossover current losses are 
due to electrolyte secondary currents. 
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5.4.2 Batteries model 

Instead of using Lithium batteries, Nickel-Hydrogen batteries have been 
selected in accordance with the “Spaceship EAC” guidelines for reducing the 
cost: in fact, the project aim is to supply energy to terrestrial analogue facili-
ties with a SAPS, where a more-COTS architecture is desirable for testing 
cheaper components also considering the future lunar missions. A schematic 
view of the Ni-H2 batteries model is represented in Figure 5.45. 

 

Figure 5.45 Batteries model 

The model is composed by the “electrochemical” block (green), the “ther-
mal” block (red), and the “pressure model” block (light blue), and is able to 
computes the output voltage, the batteries stack temperature, and its state of 
charge. The only input required is the load current: negative values are as-
signed for the discharge phases, while positive for the charging ones. 

The “electrochemical” block computes the batteries stack voltage and its 
state of charge using the stack temperature and the load current. The chemical 
reactions of reduction and oxidation are simulated. 

The “thermal” block computes the stack temperature variations using the 
stack the voltage and the load current. 

The “pressure model” block computes the hydrogen pressure in the stack 
which is another parameter that indicates the stack state of charge.

5.4.3 Electrolyser model 

The electrolyser has been designed to electrolyze the water produced by 
the fuel cell during the night periods. It will be powered by the photovoltaic 
plant during daytime. A schematic view of the electrolyser model is repre-
sented in Figure 5.46. 
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Figure 5.46 Electrolyser model 

The model is composed by the “electrochemistry” block (dark blue on 
the left), the “thermal” block (orange), and the “degradation” block (blue on 
the upper right). 

The “electrochemistry” block computes the total oxygen and hydrogen 
rates produced by the electrolyser using the water stored in the tank and the 
output current of the solar panel. The Faraday’s efficiency has been also con-
sidered to compute the losses in the electrochemical transformation process. 

The “thermal” block computes the water molar flow required for regulat-
ing the electrolyser temperature, the output temperature of the cooling fluid 
(i.e. water), and the electrolyser voltage and working temperature, using the 
oxygen and hydrogen flows calculated by the “electrochemistry” block. 

The “degradation” block computes the voltage drop related the elapsed 
time (of the simulation). It is similar to the fuel cell “degradation” block.

5.4.4 Control logic 

To regulate a complex and multi-component system as the SAPS, a ded-
icated control logic has been created. Each SAPS element is managed de-
pending on the simulated phase (night or diurnal cycle): the power produced 
shall always satisfy the power required by the outpost (i.e. ISRU plant, growth 
chamber, and rover). Basically, the primary power source used to supply the 
base load during the light hours is the photovoltaic plant. If the current (and 
so power) produced by the solar panel is greater than the required one, its 
surplus is used to feed the electrolyze. If also the current request for water 
electrolysis is saturated, the photovoltaic plant recharges the batteries. Vice 
versa, the fuel cells are active during the shadowed periods to supply the 
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power request of the base: if the current (and so power) produced is not 
enough or abrupt power peaks are request to the SAPS, batteries are used to 
support the fuel cell stack power production. 

For preventing too fast transients and activation procedures, which may 
result in severe damages for the fuel cells (also for the high losses and the 
consequent efficiency drop), the fuel cells are active also during daytime: the 
stationary low-level power production will ensure stable and continuous op-
erations that help to preserve the stacks integrity for longer periods (with re-
spect to an on/off switching method). 

The changes of illumination levels due to the Sun setting or rising results 
into delicate transition phases to handle. Apart from managing the switch be-
tween the photovoltaic plant and the fuel cells, the control logic has been also 
designed to turn on the batteries in case both the solar panel and the fuel cell 
stacks (joint use) cannot supply the power request at a certain timeframe. 

The entire control logic has been modelled using the MATLAB®/Sim-
ulink®-embedded Stateflow® environment, where state machine diagrams 
and flow charts can be developed. The equations used for the fuel cells are 
schematized in Figure 5.47. 

 

Figure 5.47 Fuel cells control logic scheme 

When the fuel cells are active during the night periods, the current re-
quired by the outpost is equal to the current produced by the stacks, while it 
is set to a minimum constant value when the fuel cells are not active (i.e. 
daytime). To avoid excessive complications for fine-tuning the control logic, 
when the current produced by the solar panel is not sufficient to supply the 
outpost request, the fuel cells provide the entire base power, thus neglecting 
the residual power produced by the photovoltaic plant. 
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The equations used for the electrolyser are schematized in Figure 5.48. 

 

Figure 5.48 Electrolyser control logic scheme 

The electrolyser is active only when the solar panel is producing more 
current that the one requested by the lunar base, otherwise is turned off. The 
maximum current level required for water electrolysis has a threshold limit to 
ensure the batteries recharge when needed. 

The equations used for the electrolyser are schematized in Figure 5.49. 

 

Figure 5.49 Batteries control logic scheme 

Since the batteries can both require and produce power, depending on the 
outpost load and the working status of the other SAPS elements, their behav-
iour in the transient phases should not be overlooked. It has been assumed 
that the batteries shall work only during the night time or transients, while 
they are recharged by the solar panel during daytime. The state of charge is 
the variable monitored to command the mode change: if it is greater that a set 
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value and the fuel cells cannot supply the power request, the battery stacks 
start to provide the missing power (discharge state); this condition is true until 
the charge status is high enough (to prevent fully discharges), otherwise the 
batteries are turned off (this condition is true also when the base load drops 
under a certain threshold or to a null value). The recharge procedure is ena-
bled only if the state of charge is lower that a fixed value (also considering 
self-discharge phenomena) and when the photovoltaic plant is able to supply 
the power for both the lunar settlement and the electrolyser. In all the other 
cases, the batteries are not active.

5.4.5 Model testing 

The overall SAPS model has been tested using the input data estimated 
in section 5.4 (i.e. power levels of the Moon base). A complete simulation has 
been run for six lunar days to analyse the cyclic variations of the Moon envi-
ronment and its effect of the regulation of each SAPS component.  
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Figure 5.50 SAPS model testing during six lunar days 
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The SAPS elements functional time history is reported in Figure 5.50: 
specifically, the photovoltaic plant produced power (first row from top), the 
electrolyser absorbed current (second row from top), the fuel cells produced 
current (third row from top), the batteries current (forth row from top), and 
the lunar base requested power (fifth row from top) have been represented. 

The time evolution of the photovoltaic plant produced power follows the 
PESI variation, due to the solar elevation angle variation), typical of equato-
rial areas, with peaks at the middle of the diurnal periods. 

Apart from the first cycle (during the first lunar day) where the oxygen 
and hydrogen tanks are already fully filled, the electrolyser starts to produce 
the fuel cells consumables during daytime, when the solar panel is able to 
supply its power request. When the electrolyzed water has completely refilled 
the oxygen and hydrogen tanks, the electrolyser is turned off. 

The fuel cells power profile mimics the lunar base one: the stacks are 
actively used to produce the power required by the lunar outpost only during 
the night periods, otherwise they are switched to an idle mode (i.e. set a min-
imum power production level to avoid start-up and turn-off procedures at 
each cycle).  

Apart from the first lunar day cycle where the state of charge is too low 
(due to self-discharge), the batteries are charged (positive current values) by 
the solar panel during daytime and they are jointly used with the fuel cell 
during the night periods (discharge cycle, i.e. negative current values). 

As reported in section 5.4, the base power experiences short-period vari-
ations due to the rover cyclic operations and the growth chamber light cycle, 
while the difference between day and night time is due to the power level 
reduction of the ISRU plant during the night periods. 

This “reduced” SAPS model has positively demonstrated the possibility 
to couple all the different SAPS components one another in a 
MATLAB®/Simulink® environment, also allowing to test a control logic 
scheme for managing the entire power system. This robust model can be used 
to explore different SAPS architecture for lunar applications, which is one of 
the goal of the “Spaceship EAC” initiative. In addition, this model can be 
modified and adapted to estimate the performances of the terrestrial SAPS 
that will power the analogue facilities to be built by ESA-EAC, where an ex-
perimental validation campaign is envisioned for each SAPS component. 
Moreover, since the SAPS model has been developed using MATLAB®/Sim-
ulink®, the integration with the VR-based models presented in sections 5.3.2 
and 5.3.3 will result easier. In fact, as described in section 6.2, the final 
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purpose of the entire research is to create a fully functional virtual model of 
the permanent human outpost used as case study in this thesis.

5.5 Outpost modelling 

The entire virtual modelling activity aims at creating an accurate digital 
twin of the permanent human base located at the Moon south pole. By choos-
ing the most illuminated point and its surrounding area as the preferred loca-
tion where to locate the base modules and the SAPS elements, it is important 
to consider the local terrain topography with respect to the requirements im-
posed by each element (e.g. casted shadows, direct Sun visibility, thermal 
gradients, etc.). Since the surface settlement shall be located in the Shackleton 
crater rims area, the final outpost configuration may be similar to the one 
proposed by the NASA shelved Constellation program [333], whose sche-
matic view is represented in Figure 5.51. 

 

Figure 5.51 Shackleton crater rim with notional activity zones of a potential hu-
man surface outpost [333] (credit: NASA) 

Despite the paramount importance of the task, the final positioning has 
not been made yet since refined analyses are still necessary for the mission 
architecture and the incremental exploration strategy adopted. However, a 
first-person immersive virtual scene has been created using VERITAS, which 
simulates the viewpoint of a crewmember at the lunar south pole. Using the 
LRO-LOLA DEM as the terrain replica and adopting motion-capture sensors 
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to enable head-tracking, a first EVA virtual replica has been generated. The 
navigation into an active-responding VE allows the user to have a direct feed-
back of the future lunar working environment: the immersivity is guaranteed 
using head-tracking functions that make the scene to move in response to the 
subject’s own motion; ideally, his/her view of the virtual scene changes in the 
same way it would if the user was standing in a real location and moving 
his/her head. This solution was tested by using the TAS-I CAVE, as repre-
sented in Figure 5.52. 

 

Figure 5.52 User in the TAS-I CAVE while interacting with a Moon south pole 
landscape (credit: TAS-I) 

Rotational and translational movements have been modelled and enabled 
by VERITAS. Even if rotational attributes are very useful for create a more 
vivid immersion into the simulated world, i.e. the scene freely changes its 
orientation to match position and orientation of the user as there is no fixed 
virtual floor/ceiling, a too high-precision response could eventually induce 
motion sickness. The extremely disorientation is the result of a non-realistic 
behavior of the virtual scene since the terrain tends to completely rotate ac-
cording to the head movements of the subject. The lack of a virtual floor is 
another source of annoyance: when the user is surveying the virtual surround-
ings into which he/she is immersed (in this case the lunar south pole), he/she 
cannot look down at the ground near his/her feet.  

Additionally, a first tentative implementation of a fictitious lunar base 
into a VE has been carried out to complete a first fully functional virtual pro-
totype of a permanent human lunar base. Due to graphical limitations (too 
different resolutions between the terrain and the other 3D models), it was not 
possible to adopt the same LRO-LOLA DEM already used for the other anal-
yses (illumination and first-person immersion). The Linné crater surround-
ings have been instead rendered and different 3D models have been putted in 
the same virtual scene to test the integration of heterogeneous elements into 
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the same common VE. The simulated lunar base scene has been created in-
corporating two crewmembers with EVA suits, the TAS-I pressurized lunar 
rover, the NASA Habitat Demonstration Unit (HDU), and the NASA Apollo 
lander, where both the NASA models have been retrieved from [334]. More-
over, the ESA stars catalogue derived from the Hipparcos mission has been 
used to create realistic background appearances, where specific Moon-frame 
ephemeris data have been used to correctly orient the virtual scene sky. The 
virtual scene created is represented in Figure 5.53 as it is visualized using the 
VERITAS desktop application (suitable for local customization or for large 
audience). 

 

Figure 5.53 Virtual lunar base visualization test using the VERITAS desktop 
application 

The same virtual scene can be visualized with a different setup for a more 
immersive simulation, i.e. using 3D (passive) glasses with stereoscopic 
screen, as it is reported in Figure 5.54. 

 

Figure 5.54 Virtual lunar base visualization test using the TAS-I CAVE 
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In order to test the flexibility of the VR software, a similar virtual scene 
has been created. Instead of using a lunar setting, it has been selected a Mar-
tian one: in fact, the ultimate exploration goal set as the next target for human 
mission is Mars. Considering an incremental approach where the cis-lunar 
environment is the ideal environment where to test new technologies, mission 
architectures, and platforms for the upcoming Red Planet sorties, it is natural 
to consider also this scenario for virtual simulations. A first tentative imple-
mentation of a fictitious virtual-based Martian outpost has been implemented 
using VERITAS. The base has been rendered near the Victoria crater via in-
tegrating  a crewmembers with EVA suit, the NASA Curiosity rover, and the 
NASA HDU, where both the NASA models have been retrieved from [334]. 
The same Hipparcos stars catalogue have been used and oriented using 
ephemeris data. The desktop visualization of the Martian outpost is reported 
in Figure 5.55. 

 

Figure 5.55 Virtual Martian base visualization test using the VERITAS desktop 
application  
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Using the same 3D-immersive setup, the virtual scene has been visualized 
into the TAS-I CAVE as represented in Figure 5.56. 

 

Figure 5.56 Virtual Martian base visualization test using the TAS-I CAVE

5.6 Concurrent Design Facility integration 

In order to fully test the methodology proposed in this research work, the 
coupling of VR tools within a CD environment has been analysed. The main 
scope is to assist the decision-making process and to support real-time feed-
back from the experts involved in the systems design. The four principal 
phases that characterized the systems design decision process are [335]: 

• Problem definition: the most important task in any systems deci-
sion process is to identify and understand the problem which is 
informed by understanding the concerns, objectives, and con-
straints of the decision makers and stakeholders; 

• Solution design: having developed a clear understanding of the 
problem during the problem definition phase of the decision pro- 
cess, it is possible to proceed with the finding a system solution 
to the problem; 

• Decision-making: thanks to the information gathered previously 
is now possible to make a decision. clients must give their ap-
proval of a system solution; 

• Solution implementation: once a decision is accepted by the cli-
ent, is possible to implement the system solution. 
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Thanks to human senses, the interaction with 3D (or even 4D) environ-
ments is a natural and innate feature: VEs take full advantage of this fact. 
Those kinds of visualizations permit a more direct communication of differ-
ent ideas and information, thus permitting an easier negotiation between the 
different experts in the design process. 

As reported in sections 2.1 and 2.2, VR systems can tangibly help the 
product design optimization, especially in the early iterations of CE sessions. 
Several solutions can be discussed by the expert present in a certain design 
session, always accounting for all the different aspects involved in the product 
life-cycle: in fact, the mission/system to be designed must effective fulfil each 
stakeholder and decision-makers’ needs since they are the core of the entire 
design process. Each discipline and its relative compliance with the imposed 
requirements, which can be verified almost in real-time, are transformed from 
the classical “static” vision into more dynamic features: novel designs can be 
discussed by all the expert of the different disciplines, also considering as-
pects which may be overlooked like ergonomic analysis and user operations. 
The productivity and the communication effectiveness between the different 
actors involved in the design can benefit from the creation of a virtual model: 
by using this model-based approach, systems, spacecraft, or SoS can be de-
signed in a smarter and optimized way. Users and designers can interact with 
the virtual model in an intuitive way, where the hardware and software archi-
tecture may vary but using the same methodology. The main advantages of 
the using the VR-based approach proposed combined with CE are: 

• High traceability and almost real-time verification of the require-
ments; 

• Ergonomic studies enhanced; 

• Operational tasks and procedures verification; 

• Great synergy and data exchange among all disciplines; 

• Optimization oriented; 

• Useful for training purposes (e.g. astronauts pre-assignment train-
ing, flight controllers training, etc.); 

• Risk assessment and reduction; 

• Cost and time saving; 

• Possibility of real-time failures troubleshooting. 

The introduction of the “digital mock-up/virtual prototype” gives the op-
portunity to access all the relevant data through VR and standard tools to 
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perform design review meetings and trade-off studies. Collective decision-
making can be enhanced, especially if knowledge-based systems are consid-
ered for assisting the design and negotiation phases [156]. As described in 
section 3.1, the early decisions taken at the beginning of the project impact 
the most on the final result in terms of cost and time (development, produc-
tion, and usage). The virtual prototypes can help to better address the design 
tasks: instead of using physical mock-ups, costly and almost never up-to-date 
hardware, tests can be performed using a digital replica, where the iterations 
for optimizing the final result are easier to implement. Moreover, the versa-
tility achievable with distributed VR architecture, also considering 
telepresence operations, could lead to be independent by physical facilities, 
taking advantage of a cloud computing VE. 

The proposed approach cannot only be adopted in the conceptual design 
phases, but its usage can be extended for production, operations, maintenance, 
service, and disposal (e.g. disassembling and recycling) phases to enforce col-
laboration, results sharing, and direct communications. If the virtual model 
becomes an effective “digital twin” of the final product to develop and mimics 
it alongside its real evolution, starting from the conceptual conceiving until 
the disposal phase, the TRL will be faster risen which results into shorter 
time-to-market. Industries, space agencies, and public entities can quicker sat-
isfy the stakeholders involved, shrinking the programs duration, which is very 
useful for the space sector for not shelving the usually costly and long initia-
tive as it happened in the past. The ongoing ESPRIT project CAVALCADE 
offers a first positive feedback on design, test, validate, and document a 
shared model in a distributed architecture, where engineers are geographically 
dispersed, which is typical of CE routine [84]. Those type of advancements 
bode well for the discussed VR application in the space mission design field. 

A first tentative virtual shared environment has been created in the pre-
sent research work and it has been integrated into a CDF architecture to firstly 
assess its feasibility. Among the several alternatives of CDF architectures and 
management software, the preferred solution adopted in this Ph.D. work is 
the ESA open-source ConCORDE-OCDT [336]25. The high-level architec-
ture to generate virtual scenes is somehow identical regardless of the VR 

                                                 
25 The Open Concurrent Design Tool (OCDT) is a client / server software package de-

veloped under an ESA contract to enable efficient multi-disciplinary concurrent engineering 
of space systems in the early life cycle phases. The first implemented OCDT client is an easy-
to-use add-in for Microsoft Excel® 2010 to perform simple analysis and simulation. This end-
user tool is called Concurrent Concepts, Options, Requirements and Design Editor (Con-
CORDE). 
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software used. In particular, the user interface is handled using the widely-
known spreadsheets manager, part of the Microsoft Office® suite, Excel® 
(2010 release) with an addon: this choice, operated by the ESA developer, 
facilitates a lot the operations to be performed thanks to the flexibility and the 
ease of use. The system engineers can monitor how the design is evolving and 
can easily validate the updates made by different experts by simply using a 
spreadsheet. Each cell represents an information that can be accessed by the 
design team: not all the data are available to everyone, but only the sensitive 
one for common calculations. Each expert can off-line use his/her own do-
main-specific tool for simulations. Only the relevant results can then be up-
loaded in the system for data sharing. The VR-based methodology proposed 
is trying to enhance how CDF sessions are currently done: instead of looking 
to mere numbers or to single software-specific output (e.g. CAD model to 
discuss spacecraft configuration), the creation of a virtual model will guaran-
tee a collective understanding of the product criticalities through user inter-
actions with it. 

The virtual scene/model is autonomously generated and automatically 
updated using data inputs read from Microsoft Excel®: a macro is executed 
(pushing a button which recall a Visual Basic® script) that run the necessary 
processes for generating the virtual simulation. Numbers and text attribute are 
transformed into code lines to generate the VR simulations: those can recall 
information (e.g. spacecraft trajectory) and models (e.g. 3D CAD model of a 
planetary rover) that are opportunely stored into a knowledge-driven data-
base. The final virtual result obtained can be visualized with immersive de-
vices or with desktop-based applications. 

Considering the Blender® solution, Python is used to generate and popu-
late the virtual scene. When the Excel® macro is running, Blender® is opened 
in background, a Python script is then run which create the virtual scene. This 
Python-based script is able to open and query a database of models, which are 
stored with different file formats (all compatible with Blender®) and are used 
to render the virtual scene to visualize. The Blender®-based VR setup adopted 
is shown in Figure 5.57. 
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Figure 5.57 Blender® version of the autonomous virtual scene generation archi-
tecture 

Considering the VERITAS solution, MATLAB® is used to generate and 
populate the virtual scene. When the Excel® macro is running, a MATLAB® 
script is opened: it contains all the instructions (code lines) to generate an 
XML file that is able to generate a virtual VERITAS scene. The XML in-
structions call a set of parameters to set up the VR simulation and all the nec-
essary data and models, which are stored into knowledge-driven database (the 
same used also for Blender®). The Blender®-based VR setup adopted is 
shown in Figure 5.58. 
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Figure 5.58 VERITAS version of the autonomous virtual scene generation ar-
chitecture 

A first comparison among the two solutions has been done using the 
NASA LRO mission as reference. A virtual scene has been rendered to sim-
ulate part of the mission. The LRO spacecraft model, retrieved from [334], 
has been incorporated in the VE. The celestial bodies (i.e. Earth and Moon) 
have been imported from the common database, whose relative positions and 
orientations are computed using ephemeris. A geocentric reference frame has 
been adopted, so also the LRO spacecraft orbit and attitude, calculated using 
AGI STK®, are referred to it. The final output is an interactive virtual scene: 
end-users can navigate into that, also visualizing (if enabled on request) rele-
vant information like global time (e.g. GMT), trajectories, mission phase, etc. 
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The work flow to generate the virtual scene with both software solutions, 
using the CDF setup described, can be generically summarized as: 

1. Set simulation time and time step of the scene; 
2. Import CAD and material data of the spacecraft (LRO for this 

case study); 
3. Import the celestial bodies model in the virtual scenario; 
4. Import ephemeris data of celestial bodies; 
5. Import orbital data from mission data; 
6. Import attitude and position data of the spacecraft; 
7. Set the position of the camera; 
8. Set the light options for the virtual scene; 
9. Render the virtual scene and eventually save movies, images, or 

other output data of interest. 

No major differences exist between the two VR software, apart from 
graphical aspects. Blender used its BI render engine to create the VR simula-
tion, while VERITAS used its internal one. A comparison of the LRO space-
craft flying on a lunar orbit is showed in Figure 5.59. 

  
(a) (b) 

Figure 5.59 Rendering of the LRO spacecraft flying on a lunar orbit using 
Blender® (a) and VERITAS (b) 

Since VERITAS was the selected software for the simulations presented 
in chapter 5, its setup for the autonomous generation of virtual scenes has 
been used for a very first beta test. During the ESA Concurrent Engineering 
Challenge held between September 12th and 15th, 2017 [337], the design of a 
lunar remote sensing mission took advantage of the VR-CDF coupling. Spe-
cifically, for the first design iteration phases, the selection of the payload sub-
systems and their relative operative models (optics and sensors) was aided by 
the creation of a virtual scene. In fact, a simulation of the different illumina-
tion conditions of the lunar south pole spanning the entire mission timeframe 
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was rendered using VERITAS, where the mission data were derived by the 
OCDT database. Since the main mission requirements were the observation 
of the water/ice content and the radiation environment of the lunar south pole, 
and the creation of a database of high resolution images, visible cameras, neu-
tron detector and radiation sensors were selected. The choice of visible-light 
instruments was possible only for the highly annual illumination rates of some 
areas of the lunar south pole, as simulated in the virtual scene. Moreover, the 
operative mode of the visible cameras was set accordingly to the seasonal 
light variations: during summer, longer sunlit periods are experienced by po-
lar areas, thus the cameras were set on; during winter/autumn, the 
light/shadow alternance happens more frequently, thus the cameras were set 
off.

5.7 Results discussion 

The virtual-based simulations and their results have been proven the ef-
fectiveness of including VR into the standard design tools. The data obtained 
from the virtual software used enabled the creation of a more complete and 
multidisciplinary simulation environment. The embedded 3D visualization 
properties and the intuitive immersion guaranteed by VEs can positively con-
tribute to develop better and optimized products. Specifically, VERITAS 
showed great potentialities for assisting the trade-off analysis of the site se-
lection strategy: this choice is typical of the early-design phases and VR has 
been successfully used to precisely calculate illumination rates for the Moon 
south pole region. Also Blender® was tested, but the inaccuracies observed 
and the longer computational time with respect to VERITAS led to discard it. 
The real-time shadows projection obtained with the VERITAS internal en-
gine and the possibility to interactively navigate the virtual scene created are 
useful features to be used for space systems and missions design. The TAS-I 
internally developed software was able to simply manipulate different da-
tasets with the same high-quality rendering and simulation fluidity. The sim-
ulations were run also to compare the results obtained from different datasets 
of two different missions (i.e. LRO and Kaguya) and the VERITAS handling 
capabilities in managing different models. Grid resolution, surface rendering, 
and computational cost were monitored: no major differences were noticed 
while running the virtual simulations. Via computing the same survey for the 
same lunar south pole region, i.e. the Shackleton crater surroundings, it was 
possible to assess how the two missions (and their on-board altimeters) 
mapped this area: even though the results are not the same (the LRO-LOLA 
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data used represents a smaller data subset of the Kaguya/SELENE one), the 
best illumination points and the global illumination maps computed showed 
consistency. As a future improvement, it is foreseen to increase the resolution 
(in terms of meters per pixel) adopted for the analyses to further increase the 
simulation precision: in particular, a join co-registered DEM of LOLA and 
Kaguya/SELENE  will be used to better predict illuminations peaks [338]. 

The results obtained by coupling VR-based analyses and lumped param-
eters simulations are encouraging and confirm the successful integration of 
VR tools into the standard suite of design software. Normally, those kinds of 
preliminary studies are carried out with other software as AGI STK®: in fact, 
it is capable to run time-depended analyses for estimating the performances 
of solar panels, also including the possibility to import external terrain DEMs. 
Even if the integration with other standard tools (e.g. MATLAB®/Simulink®) 
may results simpler, it should be promoted however that the simulations cre-
ated can only be visualized with a desktop-wise setup, thus lacking the im-
mersivity that is intrinsically guaranteed by using VR-based tools. Moreover, 
the possibility to real-time modify the simulation scenario created is limited 
because off-line calculations are always necessary to compute the quantities 
to be plotted/displayed. Even if further improvements are still possible with 
respect with other traditional approaches, the final goal of the present research 
work has been reached. The virtual model of the photovoltaic plant created is 
able to accurately mimic its physical behaviour: the simulated features bene-
fitted from including the results obtained by VERITAS in terms of replicating 
the environmental conditions of the Moon south pole. These promising first 
steps of using VR as a real design tool and not just as a nice graphical display 
are the proof that the methodology proposed in this research study is applica-
ble for space mission design. The real-time rendering and the possibility for 
the user to directly interact with a VE offer a completely new and unexplored 
way to approach the design of future space missions and systems. As de-
scribed in sections 5.6 and 6.2 visual attributes and the possibility to virtually 
interact with objects play a major role in speeding-up the negotiation phases 
and the decision-making process typical of CE: via testing the methodology 
described in section 3.4 with the present case study, the feasibility of using 
VEs since the early design stages has been demonstrated, paving the way for 
other research studies in this field. 

The overall outcomes obtained were not only static numbers but contrib-
uted to create an overall description of the mission to design. In fact, the in-
tegration of virtual-based computations with a lumped parameters model led 
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to obtain a realistic model of the solar panel tailored for performances predic-
tion. This first combination of different simulation environments showed its 
great potentialities not only as a simple proof of concept, but also as a funding 
paradigm to be adopted in the early design phases. However, computational 
difficulties still exist to eventually obtain a complete simulation of the entire 
SAPS, but the promising integration of VR-based data with at least one model 
(i.e. the solar panel) seems to confirm the usefulness of the proposed meth-
odology. As presented in section 5.3.1, the image extraction and conversion 
process are still too slow (i.e. ~1 day) if compared to the simulation time re-
quired by complete SAPS model (i.e. tents of minutes for a 6 lunar day long 
simulation) and the resolution loss related to the image reduction process26 is 
not ideal for a detailed analysis in more advanced project phases. Moreover, 
the complete SAPS model will be adjusted to incorporate the detailed solar 
panel model and the data obtained from VERITAS. Finally, validation proce-
dures will be adopted to certify the entire model: test campaigns with real 
hardware have been already scheduled to validate each component of the 
SAPS indeed. In fact, a real SAPS will be used to partially power the EAC 
analogue facilities in the future. 

The models aggregation to virtually replicate an example lunar (and Mar-
tian) base was positively tested as well as the user-immersive simulations. 
The freely camera movements and the fluid navigation with different pro-
spective (external or first-person) are noteworthy features which create a ma-
jor involvement and a total immersivity experience for the end-users. Even if 
a fully integration with the models used for the solar panel and the complete 
SAPS was not fully realised, the successful implementation of a first virtual 
lunar (and Martian) base bodes well for future research whose ultimate ob-
jective is to create a fully functional virtual replica of the base itself. The re-
sults obtained by coupling VR models and lumped parameters models are 
encouraging in this sense. 

Ultimately, the tested integration into a CDF setup (as described in sec-
tion 5.6) is a positive first step to improve the currently used tools: the virtual 
scenes created could be used to check the different solutions proposed into 
the early-design phases, to be then modified in the next iteration of the design 
loop. Specifically, the possibility to generate virtual scenes with real mission 
data (e.g. timeframe, celestial bodies, etc.), represents a first positive test even 
if very simple. The participants at the ESA competition, especially the 

                                                 
26 The image rescaling process was adopted to limit the database size to be loaded before 

running the MATLAB®/Simulink® simulations of the solar panel described in section 5.3.2. 
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payload specialists/experts, recognised the importance of data visualization 
as one of the key aspects for taking optimal and balanced decisions. Being 
able to see in first person how the environment conditions of the area to be 
observed by the spacecraft change over time was fundamental for the deci-
sion-making process related to which sensors to mount and how to operate 
them. As described in section 6.2, an extensive test campaign is still needed 
to systematically collect the users’ feedbacks and to investigate how the pro-
posed setup can affect the design session, but a promising insight has been 
produced in the framework of this research.
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Chapter 6 

6 Conclusions 

6.1 Summary of the research activities 

An innovative methodology for space mission design using novel VR 
tools has been presented in this Ph.D. thesis. The final aim was to cast some 
lights on the creation of a VR-based flexible design environment to be used 
since the very early phases of the product life-cycle. The virtual model created 
is a computer-based representation of system under development: its aim is 
to actively and profitably support the decision-making process thanks to the 
intuitive representation and visualization of each proposed design solution. 
The immersive features and all the data relative to model, created into a 
shared VE, are easily accessible for every actor involved in the project. The 
results obtained from the different simulations presented in this research work 
belong to a common operative framework into which VR acts as integration 
medium. Even if a complete working virtual prototype has not been realised 
yet, all the necessary preliminary tests and preliminary assessments have been 
carried out with positive outcomes. These should be intended as precursor 
activities functional to realize a virtual model that is truly working replica of 
the real object to design, applying the methodology proposed. 

The idea to couple VR tools with the standard software and procedures, 
typically used in the space missions and systems design domain, is an emerg-
ing trend, not only for space-based domains. The visual attributes of VR are 
extremely suited in several applications: sport, medicine, chemistry, manu-
facturing (cars, airplane, etc.), civil engineering, and, of course, entertainment 
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are the main examples that have been described in chapter 2. The cognitive 
processes such as learning and decision-making are enhanced by virtual tech-
nologies. Because of the natural tendency of being highly visual creatures, 
VR immersive simulations are perfect to assist human-in-the-loop computer-
ized analysis. The wide variety of devices presents on the market underlines 
how this emerging technology is rapidly becoming established not only for 
amusement sector but also in real industrial and research entities. 

The idea of this work was to evaluate how a VR-based methodology af-
fect the engineering processes, ameliorating the current state-of-the-art of 
MBSE approaches and CE paradigms. Considering the actual situation and 
the future space exploration scenarios, new actors are joining the stakehold-
ers’ stage: private enterprises and national space agencies are initiating a new 
era of human and robotic exploration. Whether the target is the Moon or Mars, 
those international partners are starting to actively collaborate with com-
monly agreed plans, addressing the next exploration challenges. The resulting 
mission architectures and systems can be complex, with high-demanding sci-
entific and technological objective, and even more complicated when coupled 
with the most complicated machine ever, i.e. the human being. Space engi-
neers are called to address unprecedented technical challenges, also facing 
the demanding needs of cost effectiveness and environmental compatibility. 
The next generation of space systems should be conceived in this complicated 
framework thus a disruptive approach is required to overcome the limitations 
of the present design tools. 

Taking advantage of the forward assets towards the exploration of the 
Moon in the upcoming decades, a permanent human surface outpost has been 
selected as a proof of concept to test the VR-based approach. In particular, 
the power system has been analysed in detail, integrating data obtained by 
VR simulations with a standard design tool, i.e. a lumped parameters model. 
The rendering of the illumination rates on both the lunar surface and the solar 
panel were obtained using the embedded graphical engine of the VR tools 
used. After benchmarking two different software solutions, one open-source 
and one proprietary ad hoc developed, only the proprietary one has been 
adopted for more precise simulations. The results obtained for the global ter-
rain illumination analysis were validated using similar simulations from lit-
erature. Thanks to the accordance of results, in the virtual scene with the lunar 
south pole DEM and, using the same simulation setup, a solar panel was 
added to predict its performances variations with transient shadows. The out-
put obtained by the real-time rendering of different lighting conditions 
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throughout the entire simulation timeframe were integrated with the solar 
panel model developed in a classical lumped parameters software environ-
ment. Since the solar panel are just one of the elements of the selected power 
system which should supply the human base, the entire SAPS was modelled 
in order to test the integration of all its components. Moreover, a first full 
virtual Moon outpost has been created: the great flexibility of the VR tool 
used in incorporating different models and the first-person interactive visual-
ization, that may replicate future EVAs, were studied. The same preliminary 
assessment has been done also for a Martian outpost, addressing the next chal-
lenge of human deep-space exploration. 

The results obtained show the potentiality of the methodology proposed 
where VR tools cannot only be used for visualization purposes but can pro-
vide real engineering data, opening the way to a new research branch for 
space engineering. Additionally, the coupling of VR with a typical CDF setup 
for the automatic creation of virtual scenes has been tested. A reduced case 
study has been selected for a first beta test of the simulation workflow pro-
duced in this research study. The users involved in this survey were positively 
impressed by the potentialities showed by the method proposed. In fact, the 
created VE enhanced direct communications and data exchange using a single 
common platform. The 3D/4D visualizations helped to directly highlight the 
important features of the mission to design at a single glance: trade-off stud-
ies, typical of the conceptual design phases, and design reviews are the areas 
which benefit the most from the VR introduction. Furthermore, the possibility 
to real-time interact with the virtual model in a natural way, thanks to the 
immersivity guaranteed by VR, can help to simplify cross-domain communi-
cations and to simplify the communication among different experts, thus ob-
taining more optimized and smarter solutions by saving both time and costs. 

The possible extension in advanced design stages and the parallel devel-
opment of the final product and its digital twin can help to improve sub-opti-
mized project domains. The virtual prototype can be used for assessing pro-
duction, operations, maintenance, service, and disposal (e.g. disassembling 
and recycling) aspects: the simulation of these attributes allows their in-depth 
analysis since the very early design phases, not overlooking them and not 
jeopardizing the entire design process with wrong early assumptions. Human 
factors, ergonomics, operations, and training can eventually be simulated. 
The computer-based virtual replica should aim to globally represents a system 
and its evolution throughout all its life-cycle, where also humans and human 
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interactions with it are included to better describe the overall project frame-
work.

6.2 Future works 

The results obtained by the work here presented are promising for the 
entire research domain of space missions design. Even if VR and VEs in gen-
eral have been only introduced in the early design phases, as presented in this 
dissertation, other benefits can arise from their integration in all the product 
life-cycle stages. The final scope for these kinds of activities could be to ob-
tain an accurate replica of the system to be design. For example, considering 
the human surface settlement here presented, a complete virtual version of the 
fully functional base can be envisioned: all the elements are digital twins of 
the real ones and are able to fully represent the functional and physical be-
haviours, thus enabling all the actors involved in the design phases to evaluate 
the final product obtained. The currently existing limitations of VR under-
lined in this thesis, can potentially be overcome in the near future, both with 
software and hardware improvements. The progresses obtained in generating 
more realistic virtual scenes can lead to create a complete multidisciplinary 
and VR-based platform where innovative concepts for optimizing procedures 
and operations can also be tested. The standard training procedures can be 
enriched by those kinds of powerful virtual tools, helping to smooth the fa-
miliarization with low gravity environments for both IVAs and EVAs. 

The proposed solution of a shared VE, into which models and data are 
exchanged between all the experts that participate into the project, is promis-
ing but there is still room for further improving its reliability and for dove-
tailing the virtual world with the real one. A more detailed formalization of 
the proposed methodology and the adaptation to the industrial standards are 
other areas that could be perfected (e.g. using of web-based tools). 

The intrinsic multidisciplinary nature of space systems should take into 
account more reliable and automatized technologies for negotiations, even if 
humans should not be excluded by the decision loop. In fact, for what con-
cerns the integration of VR into CDFs, knowledge-based systems and artifi-
cial intelligence algorithms can be introduced to better assist the decision-
making process and prevent the creation of non-fully-optimized products.  

Specifically focusing on the selected VR software chosen, i.e. VERITAS, 
even if its great potentialities have been shown not only by the present work 
but also with other promising results, its maintenance (e.g. bug fixing) and 
updating (e.g. introduce new graphic libraries) is very time- and cost-
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demanding. The own development of a powerful virtual engine is not a prac-
tical solution anymore for the current business model of TAS-I and the space 
industry in general. The current plan by TAS-I is to dismiss and replace VER-
ITAS with the open-source graphical engine called Unreal Engine, reflecting 
what is happening in a world scale. Originally developed for videogames, this 
powerful tool can be ad hoc tailored for space applications, taking advantage 
of its great reconfigurability. The users’ community auto-sustains it, partially 
eliminating maintenance and updates problems and costs, and positive con-
taminations from non-space-specific techniques can be exploited, enriching 
and possibly optimizing the final product. The heritage derived from VERI-
TAS will be transferred and implemented in Unreal Engine. This fact will 
enable more advanced applications and higher fidelity levels. As an example, 
the quality of textures and the shadows rendering could have higher resolu-
tion. Therefore, a more powerful hardware is needed, also to increase the 
DEMs resolution. From the developing point of view, the creation and ren-
dering of virtual scene, even the most complicated ones with a lot of anima-
tion, subscenes and/or many objects/models, will result simpler thanks to the 
visual intuitive GUI of Unreal Engine. VERITAS is in fact affected by the 
problem of literally coding every single virtual attribute, i.e. writing extensive 
XML scripts: this fact is really limiting to create very populated simulations. 
It will take some time for interfacing the visual scripting and the object-ori-
ented language used by Unreal Engine with the setup presented in this re-
search (i.e. coupling VR with lumped parameters models and with a CDF 
architecture), but the contents creation will have more design freedom and an 
overall better-quality rendering if compared to the VERITAS solution. The 
videogames produced with Unreal Engine are already the proof of this graph-
ical engine potentialities from the technical point of view: photorealism and 
accurate mimic of the human behaviour for creating a total realistic immer-
sion in the virtual world are the main strength points. In addition, the constant 
updates of Unreal Engine enable the compatibility with new technologies: 
new head-mounted 3D and AR visors, motion-capture systems, and haptic 
devices are just some of the novel hardware to use (e.g. the new HTC Vive 
ProTM). 

Focusing more on the selected case study, it should be intended just as a 
proof of concept and not as an established and fixed mission scenario. One of 
the great advantages of the proposed methodology is the flexibility and re-
configurability. The mission architecture and the building blocks selected are 
plausible solutions for the upcoming exploration endeavours. The 
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incremental approach for supporting a permanent human surface outpost at 
the Moon south pole and eventually Martian journeys is in line with the vision 
of national space agencies. ISRU techniques shall be assessed in advance with 
some preparatory campaigns to further rely on them for consumables and pro-
pellant production. The unprecedented and unattempted task of profitably 
support the human presence on another celestial body and the establishment 
of a permanent base on a planetary surface represent the biggest challenges 
of the next generation of space missions, which could pave the way for the 
manned deep-space exploration. If some unexpected changes of plans or 
schedule will happen, the proposed mission scenario shall be adapted to the 
latest version of exploration strategy and technology roadmaps. More detailed 
budgets can be then calculated and more precise information about the final 
mission configuration (e.g. landing site, modules, subsystems configuration, 
etc.) can be estimated. However, the preliminary results obtained for a south 
pole lunar base have shown how the environmental conditions are really pe-
culiar. The illumination conditions computed shall be accounted for conceiv-
ing the concept of operations: very long shadows and highly illuminated time 
periods could have a huge impact not only on the systems design, but also on 
the crew. EVAs planning, working hours and sleep time, staffed rotations, 
and physiological effects are only few of the aspects to consider in the human 
factors analysis. 

Finally, also the lumped parameters model of the SAPS shall be updated 
and modified to reflect the real power loads of the components. As already 
planned by ESA-EAC, the SAPS model will be validated through an experi-
mental test campaign. A specific fuel cell test rig has been developed in col-
laboration with Politecnico di Torino and other SAPS components will be 
tested using the analogues facilities currently under construction at EAC Co-
logne site. 

An extension of the VR-based methodology throughout the entire product 
life-cycle is desirable to address all the different aspects of the project with a 
single common platform that is shared among the different users. As an ex-
ample, the use of VERITAS for planetary terrain navigation seems to be ap-
propriate for familiarization and navigation planning for EVAs and robotic 
operations. Despite the limitations listed in section 5.5, enhancing the training 
with VR can help to reduce the overall training time and so its cost. Concern-
ing the Moon terrain visualization, assessing the lighting conditions is an im-
portant factor in navigation ability for both humans and robots. The introduc-
tion to the peculiar light conditions of the lunar south pole using a safe VE 
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can dramatically improve the familiarization phases and is the only method 
to accurately mimic the surface operations onto a distant celestial body. In 
fact, the lack of atmosphere alters the reflective properties and stark, mono-
chromatic nature of the lunar surface. In a foreign terrain with no familiar 
landmarks, it is already extremely difficult for human to judge the sizes of 
objects, or distances to or between features on the surface. Understanding 
what sun angles and amounts of shadow are optimal for human processing of 
obstacles in the terrain is useful for future missions: planning human-con-
trolled or teleoperated robotic explorers and developing training programs for 
astronauts or rover operators are the major areas of interest. VR systems can 
be used to assess visual processing ability under different lighting conditions: 
the test subject views the model (DEM of the selected lunar area of interest) 
in first person perspective and can actively interact with the virtual scene, 
which casts shadows based on the terrain morphology and light source. Meas-
uring the performances of both the software and the subject (e.g. visually 
identifying obstacle presence or counting the number of craters and/or rocks) 
are the tasks to address with such analysis. To reduce motion sickness symp-
toms and to improve the immersivity, not only the software (graphical ap-
pearances) but also hardware can be upgraded (e.g. using head-mounted 3D 
visors). 

As a final general comment on the work performed, it should be promoted 
that the results presented in this thesis lay the foundations for future re-
searches in this field.
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lished in [339–343]. 
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[339, 340, 342–346]. 


