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Abstract

This research deals with the issues concerningtbeessing, managing, representation
for further dissemination of the big amount of 3&altoday achievable and storable with
the modern geomatic techniques of 3D metric surlreparticular, this thesis is focused
on the optimization process applied to 3D photognatnic data of Cultural Heritage
assets.

Modern Geomatic techniques enable the acquisitimhséorage of a big amount of data,
with high metric and radiometric accuracy and mieci, also in the very close range
field, and to process very detailed 3D textured efdNowadays, the photogrammetric
pipeline has well-established potentialities andsitconsidered one of the principal
technique to produce, at low cost, detailed 3Duiext models.

The potentialities offered by high resolution aegttired 3D models is today well-known
and such representations are a powerful tool fonymaultidisciplinary purposes, at
different scales and resolutions, from documemntatimonservation and restoration to
visualization and education. For example, their-milbmetric precision makes them
suitable for scientific studies applied to the geamand materials (i.e. for structural and
static tests, for planning restoration activitiedar historical sources); their high fidelity
to the real object and their navigability makesnthaptimal for web-based visualization
and dissemination applications. Thanks to the iwgmeent made in new visualization
standard, they can be easily used as visualizatimrface linking different kinds of
information in a highly intuitive way. Furthermonmmany museums look today for more
interactive exhibitions that may increase the worsit emotions and many recent
applications make use of 3D contents (i.e. in airtar augmented reality applications and
through virtual museums).

What all of these applications have to deal witmaswsns the issue deriving from the
difficult of managing the big amount of data thatvl to be represented and navigated.
Indeed, reality based models have very heavy ifiesqgalso tens of GB) that makes them
difficult to be handled by common and portable desj published on the internet or
managed in real time applications. Even thoughnteadvances produce more and more
sophisticated and capable hardware and internatlatds, empowering the ability to
easily handle, visualize and share such contetiter cesearches aim at define a common
pipeline for the generation and optimization of &ddels with a reduced number of
polygons, however able to satisfy detailed radioimeind geometric requests.



This thesis is inserted in this scenario and foguse the 3D modeling process of
photogrammetric data aimed at their easy sharimtvasualization. In particular, this
research tested a 3D models optimization, a proghgsh aims at the generation of Low
Polygons models, with very low byte file size, presed starting from the data of High
Poly ones, that nevertheless offer a level of tetanparable to the original models. To
do this, several tools borrowed from the game itrgiiend game engine have been used.
For this test, three case studies have been chasaengdern sculpture of a contemporary
Italian artist, a roman marble statue, preservethénCivic Archaeological Museum of
Torino, and the frieze of the Augustus arch presgrin the city of Susa (Piedmont-
Italy). All the test cases have been surveyed bgnsef a close range photogrammetric
acquisition and three high detailed 3D models hbgen generated by means of a
Structure from Motion and image matching pipeli@n the final High Poly models
generated, different optimization and decimatiarigdnave been tested with the final aim
to evaluate the quality of the information that dam extracted by the final optimized
models, in comparison to those of the original HRgllygon one. This study showed how
tools borrowed from the Computer Graphic offer gr@atentialities also in the Cultural
Heritage field. This application, in fact, may meaée needs of multipurpose and
multiscale studies, using different levels of opgation, and this procedure could be
applied to different kind of objects, with a vayiadf different sizes and shapes, also on
multiscale and multisensor data, such as buildiagshitectural complexes, data from
UAV surveys and so on.
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Chapter 1

3D digital models for Cultural
Heritage

1.1 Introduction: aims of the research and the casstudies

Nowadays the modern Geomatic techniques of 3D metrivey allow to collect and
store highly detailed 3D data, useful for multippsp aims and applications and many
institutions and museums are interested on theakplitysto easily share and disseminate
3D digitized contents and related information withe public. The research here
presented deals with the issues concerning theepsot, managing, representation and
dissemination of the big amount today processehinCultural Heritage documentation
phase. In particular, this thesis is focused onntla@aging and optimization process in
application to 3D photogrammetric data of CultuHakitage assets. The photogrammetric
pipeline represents a valid process for a low abgitization of artefacts and the
presented optimization can facilitate the accessthe data, the promotion of
interdisciplinary studies and their widespread elisi;ation.

The high resolution and textured 3D models, todatyievable with modern Geomatic
techniques, represent a base for multidisciplirzamys, from scientific studies focused on
the geometry and materials, to visualization arsdeafnination applications via web or in
museum contexts, but they have very heavy filessfaéso tens of GB) that makes them
difficult to be handled by common and portable desj published on the internet or
managed in real time applications.



Even though recent advances produce more and nmphisicated and capable
hardware, empowering their ability to easily handisualize and share such contents,
other researches aim at define a common pipelinthégeneration of 3D models with a
reduced number of polygons but able to satisfy ildetaradiometric and geometric
requests. Starting from these issues, this resesuiciserted in this second scenario and
tested the 3D models optimization processing, iplieation to three case studies: a
modern sculpture of a contemporary ltalian ardistpman marble statue, preserved in the
Civic Archaeological Museum of Torino and the feeaf the arch of Augustus of Susa.
This process consisted in the attempt to reducdilthsize of the final textured models
(otherwise hard to be handled) through the gemeratf Low Polygons mesh, with very
low byte file size (few KB), while maintaining tHaghest degree of detail as possible,
comparable to the original High Polygons one. Tdhi® several tools borrowed from the
game industry and game engine have been tested.mBne activity of this work
consisted, starting from High Polygons 3D modelademby millions of polygons), in the
generation of Low Polygons models (constituted lydreds of polygons), obtained
testing different decimation and optimization prawes (remeshing and retopology),
with different Level of Detail (LoD), able to sholmowever a high detail comparable to
the original 3D model, by means of the fake deifigred by the projection of particular
texture maps, usually used in game engine andtaimerent applications.

This application may meet the needs of multipurparsg multiscale studies and, for this
reason, different optimization and decimation psscéave been tested, editing and
comparing different levels of detail. The processehpresented is focused on assets and
to photogrammetric data, but such optimization lsartiested to any kind of object with a
variety of different sizes and shapes and on nuales and multi-sensor data, such as
buildings, architectural complexes, data from UnnexhAerial Vehicle (UAV) surveys
and so on.

The final generated models have been then analgmddcompared to original ones in
order to define the quality of information that dam extracted and related accuracy in
relation to multipurpose analysis and disseminadiions.

Indeed, what it is interesting to analyze is winat dptimized models are still able to say,
once they are reduced. The geometry is hardly deein using different methods, but
they look like the original high detailed models.

« Which information can be extracted from the optedizmodels, from a
geometrical and radiometric point of view?



* How to evaluate the differences, the quality aretigion of the final output data,
also in comparison to the original detailed models?

* How to compare them from a metric point of view?igtihobjective method can
be used?

These are some of the questions that raised loakispme of the achieved results. The
optimized models are quiet similar but dependindhentype of optimization they look a
little bit different in the rendering stage. So afdhe aims of the thesis is also to find an
objective and sharable approach able to comparediffierences presented in the
optimized models and define their possible appbedfields.

The thesis is structured in 6 chapters, in thé éine the state-of-the-art about the Cultural
Heritage documentation needs is presented, as agsethe available 3D multi-sensor

survey methods. In the second chapter the photagedrnt pipeline and image matching

algorithms are presented. In the third section, 3Bedata modeling and optimization

process and tools are explained. The fourth anéifthehapters present the experimental
sections, the image processing applied to the stsw#ies is presented and then the
proposed optimization process is tested and evaduét the last chapter some additional
evaluation and comparison applied to the optimizextiels, the conclusion and future

perspective are presented.

1.1.1 The case studies
The case studies of this thesis have been chosendatg to the aims of the work and
considering different level of details, scales drdorative elements.

In order to validate the applied tools and the psaal optimization pipeline which aims
to meet multipurpose needs, three case studies baee chosen, which differs for
decorative elements and dimensions:

- a terracotta sculpture of a contemporary Itadietist;
- a marble roman bust, preserved in the Civic Aecihagical Museum of Torino;

- the frieze of the Augustus’ arch preserve inAheheological site of the city of Susa.

1.1.1 Lina, the gas doll by Andrea Bertotti

Lina is a terracotta sculpture of the contempoit@iian artist Andrea Bertotti. The statue
represents the shape of a gas cylinder that hapthearance of a female figure. With this
artwork the artist aims to interpret the conceptofitainment vs expansion, assuming



that human desire pushes him to expansion, withoits. Lina has rounded and soft
limits showing its freedom. According to the artigste were gas and we will be gas
again'. The sculpture has been surveyed before the ngakderation in the studio of the
artist.

Figure 1. The sculpture at the time of the acqoisit

1.1.2 The roman loricate bust

This bust, named "loricate" because of its decdratenour, was found, with another one
very similar, in 1802 in the city of Susa, afterdamolition of a stroke of the

fortifications. Now it is possible to admire thatstes in their completeness since in the
nineteenth century, a restoration action complbtetl of them adding the missing heads,
low parts of the legs and the arms. The surveystifepresents a Julio-Claudian emperor
and is an exceptional witness of the north ItaBaunlpture during the first imperial age

(Cadario, 2005). In the decorated armor, goddebsrf (identified with the Palladium,

the sacred statue that Enea brought from Troiegdeesented surrounded by two dancing
maidens giving her weapons, whose presence cotgsitio create a sacred atmosphere
suitable for the veneration of the goddess. Thisegentation had the aim to invokes the
mythical origins of the gens lulia (Cadario, 2008nder the armor, the statue presents



the pterigi, which arefringes that form a sort of decorativkirt used by the anciel
Greek and Roman soldiers under the a.

The dimension®f the statueare about 2 m high and 0.5 m wide and it is novated
over a pillar.

The marble graimmakes th statue suitable for a photogrammetsigrve). Indeed, as
reported in(Guidi, Remondino, Russo, & Spinetti, 2009;colae, Nocerino, Menna,
Remondino, 2014)marble which derives from thaggregation of small packed grain:
calcite realizinga crystalline rockmay generate errors and noi$esurveyed witl an
active sensor, due toeterogeneous reflection projies that may bencounteredf the
marble surdce is too smoothed and shi

Figure2. The statue asi$ preserved in the museum in Tol
1.1.3 The frieze of the Augustus’ arch in Sus

The Arch of Augustus in SusPiedmont - Italy) was built with whitaarble in 8 BC by
King Cottius in memory othe treaty between the Romans and the G@idgire 3). It is



one of the oldest existing and well preserved Romuzhes and it was part of a great
building program for the construction of the newital of the Alpes Cottiae Province
(Agostoni, Barello, Borghi, & Compagnoni, 2016)idtplaced along the ancient road that
leads to Gaul, near the Praetorium, the headgsadkerthe Roman praefectus. Its
illustrated and well preserved friezes are an etaeal historical testimony of the
meeting of two different cultures (Roman and Gallsg representations depict religious
ceremonies and administrative procedures that piete immediately after the political
agreement (13 BC) between the Roman Empire antbtla dynast M. I. Cottius, who
obtained, on that occasion, Roman citizenship &edtitle of Prefect. The architectural
design is typical of the Roman architecture of pegiod and shows all the effort to
provide the new capital with typical infrastructuaed monuments of contemporary
Roman city planning.

Figure 3. A view of the south side of the arch.



1.2 The Cultural Heritage documentation needs and
issues

Every day architectural heritage around the worlgsinface continuous and damaging
challenges and deformations due to human factoush sas unregulated urban
development, tourism, pollution and wars, as wellphysical factors such as aging,
humidity, dust, natural disasters and pressure ié8ake-Visockiere, Jirat
BagdZziinaitt, Malys, & Maliere, 2015). For these reasons, the preservation,
documentation and dissemination of Cultural Hedtage important tasks and also a duty
to be pursued for transmit them to future genenatio

The Cultural Heritage (CH) documentation is a cawrpprocess which requires the
collaboration of many multidisciplinary activitigbat include surveying, monitoring,

gathering and sharing a big amount of informatidhe different technical apparatus,
methods and aims requested by different scienimstslved in this process, usually

produce heterogeneous datasets, stored in differedia types, data formats, models of
different quality and spread around different initons (Auer, Agugiaro, Billen, Loos, &

Zipf, 2014).

The documentation and monitoring is a very challegpghase, also due to the different
sizes of the objects that have to be preservededisaw the variable required quality and
resolution. For these reasons it is difficult ttaish common documentation standards.
Main guiding concepts of the Cultural Heritage duoeatation have been presented in
many researches, i.e. (D'Ayala & Smars, 2003; Bat2006). As most important
concepts to be pursued they include:

- the objectivity of the documentation which infhees further actions;

- the values importance, considering that what nawbe seen uninteresting, may appear
extremely valuable in the future;

- the learning process;

- the continuity of the documentation process dvee;

- the integration of multidisciplinary sources andthods;

- the redundancy of the data and the possibilitintoinformation about the data quality.

Already in the 60's, International organizationwéhdeen facing the need of issuing
guidelines for standards of the documentation. flost important ones are represented
by the International Council on Monuments and SIE€OMOS and UNESCO, with the
well-known Venice Charter, The International Charfer the Conservation and
Restoration of Monuments and Sites, 1964, andrtezriational Committee for Heritage
Documentation, CIPA, (http://cipa.icomos.org/), ided in 1969 by ICOMOS and the



International Society of Photogrammetry and Rens@esing (ISPRS) with the main aim
to connect an international community interestetha improvement of all methods for
surveying the Built Heritage. Another important amgation is the ICOM, the
International Council of Museum (http://icom.muséyntreated in 1946 by and for
museum professionals and committed to improve theservation and protection of
cultural goods. Nowadays, the ICOM Code of EtharsMuseums represents a reference
for the global museum community, establishing a aetstandards for professional
practices and designing the main goals for muselihes museum sector has been one of
the first sectors that developed shared standamid, by now it is well-known the
importance of the virtual digital component and thdine sharing of information, 3D
models included.

The common features stated in the years by thenaiienal agreement are:

- recording 4D (3D plus time) multidisciplinary orination, of different sources, formats
and contents, and their sharing and distributiothéousers;

- 3D digital inventories enriched, when possibledated historical images, texts;

- visualization and communication of the data insar-friendly way, allowing different

possible users to manage and query the data, isgledeful information according to
their interests, using Internet and others visa#ibn techniques.

In latest years, the digitization process of Cualkiiteritage has increased a lot. Indeed, in
recent years almost all the developed countrie® havested in the creation of free
digital archives in which their digitized Culturgderitage is stored and viewable (for
some examples see 1.3). Nowadays, in the 3D samdymodeling field, the developed
technological advances allow to digitally presettve memory of built heritage thanks to
available and accurate instruments and methods,ttedachievement of digital data
represented by highly detailed 3D models has chattye cognitive model and working
approach. For many years, the documentation andncomcation of Cultural Heritage
was based on printed materials (texts, imagesh @oime cases videos. By now, high
resolution digital reproduction of Cultural Heritagepresents not just a simple copy of
the objects but an increase in its communicatiadfisskan enhanced vision that can
provide a useful service for its enhancement. Idde&D digital replicas efficiently
communicate information about scenes or objectsackerized by important 3D shapes if
compared to more traditional 2D representationsh sag photos, videos or drawings
(Manferdini & Remondino, 2012). Such kind of 3D alare, in fact, more and more
dynamic and interactive. An object can be viewethbo its entirety or focusing on its
minimal details. The user can directly choose ihgedsion, the viewpoint to access each
single artifact and different levels of detalil, istng on specific elements which can be



sometimes hardly visible also to the naked eyeadhitectural object, for example, can
be navigated in the context where it is situatethyp but can also be seen in its original
place, which may have been virtually 3D recons&dd¢Ott & Pozzi, 2011).

In latest years, Geomatic methods have reached pogaularity in different Cultural
Heritage sectors: documentation, diagnosis, refboraconservation, communication and
fruition. The continuous evolution and improvemeiit3D survey methods, as well as
their integration, involve multi scale contextsorfr small artefacts, artistic and
archaeological heritage to many other types of tassachitectural complexes and
landscapes (Chiabrando, Span0, Sammartano, & Tepoese, 2017; Ramos &
Remondino, 2015; Dall’Asta, Bruno, Bigliardi, Zerl8&i Roncella, 2016).

One of the main issues that such detailed 3D iim thanagement is due to their heavy
file size. Final processed 3D models are consttiog millions of polygons and high
resolution textures, with very large data volumelsich may become very difficult to be
handled and visualized by common computers, patdbliices with low performance
(e.g. Smartphones and tablets) or on the Inteffeén though many technological
improvements have been done in hardware and s&fiwaie recovering of large
polygonal models may, in fact, led to several managnt problems, i.e. too long
processing and editing time or bad real-time vigasibn too limited by the hardware
performance (Jiménez Ferndndez-Palacios, Morakiteemondino, 2017).With regard
to this, nowadays the scientific community is tgyto develop new ways to optimize and
share such 3D digital contents, in order to guariast access to the data and their
effective communication (e.g. in dissemination aabrization applications of Virtual
and Augmented Reality), providing low resolution 3Bodels easy navigable and
viewable (Cipriani & Fantini, 2017; Guarnieri, Fitip & Vettore, 2010). Some critical
considerations about the contradiction betweergthat increase in digitization projects
of cultural assets in the last decade and the @noblthat today are an obstacle to their
massive sharing on the web can be found in (ScopiGallieri, Dellepiane, Ponchio, &
Potenziani, 2017)

From these considerations, about the needs amitthe@vailable approaches, derives the
aims of this thesis.



1.3 3D models for multipurpose aims

Cultural Heritage increasingly requires interdisioigry researches and the possibility to
share, compare and integrate them, is desirablessehtial. Among the potential users
there are architects, engineers, restorers, CHargranuseum visitors and scholars.
Reality based 3D models offers great opportunitysfiecialistic studies on the geometry
and materials, with high precision, but also fogsgéimination or visualization aims. As
explained in the following 1.4, different repressiun are achievable and different data
can be extracted.

In the model processing stage, it is always necgdsaestablish the needs that the 3D
model have to fulfil, which determine the final &vof geometrical and radiometric
accuracy, size and visualization, but with the tammsaim of not losing quality and
information. Different purposes led to differentopessing choices and different
optimization levels, depending on the final aimpuarsue, whether it is a specialized
analysis (Gonizzi Barsanti & Guidi, 2017), or a coumication application (Kai-browne,
Kohlmeyer, Gonnella, & Bremer, 2016).

The possible use of 3D models for further speadliztudies needs high detailed
acquisition and processing to generate detaileiesags close as possible to the shape
and contents of the real one (Balletti, Adami, Gaie& Vernier, 2012). In this case, the
models must be particularly dense and rich in meron with very high accuracy and
high geometrical and radiometric resolution.

When the aim is dissemination and web visualizati®d models must be suitably
processed to make them easy to be handled. Inc#isis, the information density can
decrease depending on the communication purpodewéth the aim of maintaining high
adhesion to the original object, the optimizatioh surfaces, involving remeshing
techniques and other textures techniques testetiisnresearch, seems to be a very
promising perspective.

1.3.1 Information and Communication Technology (ICT) for
Cultural Heritage

In the important study of David Bolter and Rich&dusin (Bolter & Grusin, 1996), the
concept of remediation is defined as the processhich a newer medium replaces an
older one, borrowing and reorganizing its writingacacteristics and reforming its
cultural space. An example of refashioning is repnéed by the shift, in Western Europe,
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from handwritten codex to printed books, as welttss more recent shift to electronic
writing.

Even before, in the Sixties, Levine and McLuhanvihe & McLuhan, 1964) stated that
"the 'content' of any medium is always another mm@dimeaning that "The content of
writing is speech, just as the written word is te&tent of print, and print is the content
of the telegraph."”

Nowadays, the access to heritage objects is reatsetithrough networks. Starting from
this point, hypermedia applications can be considiers acts of remediation, since they
import preceding media within a new digital spaceorder to rebuild and "refashion”
them. Modern digital media application that aim aattotal virtual immersion and
immediacy (such as in virtual reality and virtuanges) can be viewed as acts of
remediation.

Information and Communication Technologies (ICTydaeen giving a growing support
to Cultural Heritage preservation and exploitafimm many years.

ICT may contribute to spread -cultural patrimony amo people, increasing
communication, education and concretely contrilgutito the recognition of the
importance of the past (Ott & Pozzi, 2011).

At first, the focus of ICT applications was on é&rring paper catalogues into the
corresponding digital metadata, cataloguing CH aeldted metadata, then on the
digitization of documents and multimedia objectxlsuas photos and audiovisual
recordings. More recently, developments of ICTwlto enrich and augment the original
preserved information, making it easier to retrievel explore such information (Haus,
2016).

Providing an augmented access to Cultural Heritegewledge, ICT significantly
changes the way Cultural Heritage can be studidccammunicated. In fact, ICT allows:

- An enhanced and multi-perspective view of digitiobjects, available in a digital form.

- Entertaining: Development of interactive gamesigiged to be also educational. This is
known as "Edutainment”, a combination of educatiod entertainment, a concept more
and more popular and pursued by museums insideadifid, 2014).

- To better understand: for example, with applaawf virtual or augmented reality and
virtual museums.

- Interactivity: CH visitors aim to learn somethimigiring their visit and interactivity
allows contents to be more easily impressed. Thesu=mn select the level of information
they would to achieve, according to their interestd capabilities.
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- Usability: If the application is too complicaténl be used, the visitor's commitment is
too focused on how the system works, rather tharctimtent itself. For this reason, it is
essential to develop as far as possible user-fgiemgplication that enable the user to
easily receive the content he look for (Owen RBiihalis Dimitrios, & Pletinckx Daniél,
2005).

- Intangible cultural Heritage (ICH) preservatiowhile traditional CH concerns
information mostly related to the material worlguch as buildings, monuments, books,
artworks, artefacts, and even natural heritage asdandscapes and biodiversity — in the
virtual domain ICH can be preserved and exploitéaus, 2016).

In recent years almost all the developed counirieseased their production of digital
archives in which their Cultural Heritage is dipéd. Some examples are the MINERVA
EC4 (eContentPlus), a thematic network in the fafldultural, scientific information and
didactic material, working on the digitization aodline sharing of cultural contents and
digital preservation across the Europe; The MICHE®bject5 (e-TEN) a European trial
to create digital collections from museums, archjvibraries and other cultural European
institutions (Ott & Pozzi, 2011). Also big Internptayers has been advocated as a
fundamental support in this attempt: some examglessoogle Book Search and Google
Art Project that dominate the international sceBen@cini, 2013).

1.3.2 3D models for web-based visualization

As already stated, an interesting potentiality thatlern 3D models offer is to conceive
them both as visualization container and/or astiméuinterface for the representation of
different kinds of data. For the resource managénresearch and public-educational
dissemination of built heritage, it is essentialirtgprove and simplify the access to 3D
models and their related attribute data. Sinceatheunt of data grows over time and they
may be stored in different archives and databasespmmon attempt should be the
integration of all information together, grantintgeir easy access, for example through
web-based solutions. In this purpose, 3D modelsbmamsed as a valid and potential
graphical interface to further access the datarigetfuer et al., 2014).

The visualization of the 3D content in web pages &aived with a significant delay in
comparison to other kind of digital media such estd, images, videos or sounds.
Originally, 3D data were managed only locally, theeveral different approaches have
been developed and tested for their distributiash\dasualization on the web (e.g. VRLM,
X3D).The first attempts showed some disadvantegiese the 3D data was confined to a
simple visualization tool, developed as a plughkattthe user should explicitly install.
This approach did not meet the needs of the CH aamtyn where probable users may
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not be ICT experts, and a request of installatibra cmew software may frequently
discourage from a further exploration (Ponchiolet2914).

The debut of the WebGL standard in 2009 represeatbidy change in this scenario.
WebGL is a new component of the OpenGL ecosystesueldped as a JavaScript
Application Programming Interface (API), which efexbthe implementation of 3D data
within web pages without the need to install othkrg-ins or Java applets. All major
browsers have at least a partial support implendenibe WebGL based technology
allows a direct access to the rendering pipelinethef graphics card, the so called
programmable pipeline of OpenGL ES 2.0 (Auer et2014). Since WebGL is a low-
level API, thereafter others higher-level librarie@sve been implemented to enable the
design and implementation of applications also dy-expert users. These new libraries
use different programming paradigm, ranging froensegraph-based interfaces, such as
X3Dom (Behr, Eschler, Jung, & Zdllner, 2009), t@g@edural paradigms, like SpiderGL
(Di Benedetto, Ponchio, Ganovelli, & Scopigno, 2010

The advent of WebGL brought an enormous potefdaraCH applications development.
First of all because it is not necessary to ingpécific plugins and also because thanks
to WebGL 3D data can be managed in a web page, igathen the full multimedia
context (Di Benedetto et al., 2014). However, a Glelapplication entirely leans on the
JavaScript engine that the browsers use to intetipeeapplication code and, differently
to desktop applications, does not allow a direcitrab over the memory management.
For this reason, it is indispensable to apply asopad strategy of data loading and
unloading when dealing with detailed 3D models. dod practice is represented, for
example, by incrementally loading 3D data as partd with different resolutions
according to the visible field, the distance betwvéke observer and the object and
viewing angle (Auer et al. 2014).

A well-known web database of 3D models is Sketch{falps://sketchfab.com/), a
web platform where it is possible to publish, stemd discover 3D, VR and AR contents.
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© Sketchfab  expiore - store ™. commumiTy - BLOG Q, search LOGIN o

Medels / Cultural Heritage & History + This Week CATEGORIES ~ | FITERS ~ | sonra

Figure 4. Sketchfab web page dedicated to Cultdeaitage and History

© Sketchfab EXPLORE -  STOREMS .  COMMUNITY .  BLOG - Q search

Esfinge en el templo de Amon-Ra en Luxor

Figure 5. An example of a 3D model uploaded in 8kktb, where it is possible to orbit and
zoom around it.

Another interesting platform is 3DHOP (3D Heritag€Online Presenter)
(http:/iveg.isti.cnr.it/3dhop/index.php) that is apen-source software package that
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allows the interactive Web implementation of higiselution 3D models, principally
aimed to the Cultural Heritage domain. The 3DHO&kpge may represent an interesting
tool for museum curators, CH institutions, Web desrs, students, up to companies that
develops web-based applications.

3DHOP

3D Heritage Online Presenter home gallery how to download contacts

Gallery

Note: 3 WebGL-enabled browser is needed to run the demos presented below. Please refer to this page for a2 quick
HOWTO or click here fa test your hrowser.

Examples showcase

These examples have been created by the 3DHOP team to showcase some of the features of the tool

Discovering Tutankhamun

Capsella Samagher

Helm Of Sigliano

Figure 6. A view of the 3DHOP gallery web page veheome examples have been created by
3DHOP users and are online on their own website.

1.3.3 3D models for dissemination and didactic futions

The contribution of the cultural sector to the Epgan Economy is extremely important
and each country could take great advantages velnechoth social and economic.

In latest years, museums and other CH institutioage been increasingly investing
money and attention not only on cutting edge docuat®mn and information systems,
but also on the introduction of new multimedia tealogies, encouraging more
consolidated relationships with their visitors.

Many museums look today for more interactive extohs which involve and increase
the visitors’ emotions enhancing the museum intera@xperience and in recent years,
museums’ role changed from a simple "container'cwfural objects to a "narrative
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space" able to show and describe in a more cajtivatay the preserved historical
material (Donadio, Barello, & Mazza, 2016).

Cultural institutions offer new experiences to thasitors: mobile multimedia devices
that guide the visitor during his visit or virtualuseums with online content. These
technologies offer the great opportunity of delingrpersonalized content connected to
user interests, age and cultural background. Fitoenndiuseum professionals point of
view, this kind of application may offer many adteges, such as monitoring of the
visitors patterns, interests, and, in some casastime communication.

By now, the developed application in this fieldesiythen the divulgation opportunities
through:

- interactivity;

- multimedia: images, texts, videos...etc.;

- hypertext: links that refer to other databases;

- increasing diffusion and degree of remote acb#é#gito goods;

- multiplication of information;

- benefits for poorer categories;

- multilingualism of messages;

On the other hand, the disadvantages may be in cagss:

- decontestualization of fruition;

- cultural banalization.

A key to success is certainly to invest in interapdity of CH digital archives.
Interoperability implies that the owners of diffet€CH archives agree to join their digital
contents, so that users can navigate multiple @aeshiransparently as a single, larger one.
For example, the complete production of a greattpgi whose paintings are probably
exhibited in a number of different museums andgatleries, could be experienced in a
single virtual gallery thanks to the interoperdpilamong institutions’ archives (Haus,
2016). A good example of a web digital transforamatis represented also by the Tate
with its "fifth gallery" online (http://www.tate.gruk/about-us/digital).

Another similar attempt is represented by "Le ne#tnpossibili”, realized starting from
2003 and dedicated to Caravaggio, Leonardo anc&#df which present, in a single and
real exhibition space, the complete work of a mairih the form of high-definition
reproductions, making use of digital technologiest tallow reproductions absolutely in
conformity with the original works (http://www.mastmpossibili.it/progetto.html).
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©Giambattista Parascandolo

Figure 7. A view of the installation dedicated tednardo, Raffaello and Caravaggio. Source:
http://www.mostreimpossibili.it/

Among the ICT applications of CH divulgation, foapplications are particularly useful
for data visualization and interpretation:

- Augmented Reality (AR): a technology that supgeadses a digital image (or a 3D
model) on a user’s view of the real world. In thiay it creates a composite view using
mobile devices such as tablets and shareware geft@anciani, Conigliaro, Del Grasso,
Papalini, & Saccone, 2016; de la Fuente PrietotdBiasPerea, & Labrador Arroyo, 2017;
Pierdicca et al., 2015).
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Figure 8. An example of an Augmented Reality ajgion applied to Aurelian wall at
Castra Praetoria in Rome. Source: (Canciani e2@l.6)

- Interactive Museum Installation: computer-basgstesms, used within the site, where
the user gives an input to the system that in affiects the output.

- Mobile Multimedia Guide: An enhancement of ttaaial audio guides constituted by
wireless devices where multimedia can be preseaamddchave also the capability to track
the user’s position accordingly sending informat{@wen Ruth et al., 2005)

- Virtual Museums: The lack of space is one of e@n reasons why virtual museums
should be considered, as most of museums displlgyaosmall part of their collection.
These applications use multimedia contents, sudkxs, images, sounds and animated
3D models, creating interactive platforms wherdtdigollection can be explored time-
and location-independently, or panorama-basedalitburs and even interactive apps for
smartphones or tablets (Kersten, Tschirschwitz,eg@m, 2017). They are becoming an
integrative and widespread way for museums to ptebeir collections and information
(Rodriguez Miranda, Valle Mel6n, Calparsoro, & 18aji2017).
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8 5 Virtuelles Museum Alt-Segeberger Blrgerhaus

Herzlich Willkommen

-
Virtuellen Museum
dos

Alt-Segeberger Biirgerhauses

Figure 9. Graphical User Interface for the virtmalseum tour of "Alt-Segeberger

Birgerhaus”, a historic town house in Hamburg. 8eu(T P Kersten et al., 2017)
- Virtual Reality immersion systems, CAVE: Virtuaality is a technology of mediation
which aims to create "immersive" spaces. Its puepsso disappear, surrounding the user
with a computer-generated world. With a display nmted on the head, virtual reality
gives a first-person point of view where the viewhould forget the computer interface
and see the virtual reality that is offered as suai world. In this kind of application,
digital medium aims to completely delete itself,tbat the user acts in this reality as he
would if he were in the real world (original mediumdeally, there should be no
difference experiencing an artwork through a digitadium or seeing it in person, even
though this is almost impossible to reach. The ageppresence is always felt anyway,
for example if the user must click on a icon odasla bar to view what he desires or if the
digital image (or the 3D model) may appear grainywith distorted colors (Bolter &
Grusin, 1996).
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Figure 10. The virtual reality system HTC Vive iseul(www.vive.com). The screen in the
background shows the same sequence as appeagsusethin the VR glasses (right). Source: (T P
Kersten et al., 2017)

With regard to museum assets, recent extensivealirgition projects aimed at achieving
multilingual information archives that make digitddraries accessible to everyone. This
is the main mission of Europeana project, (httpsut.europeana.eu/portal/it), but also
of other institutions as the Getty Foundation a& 8mithsonian institution which are
devoted to the preservation of Cultural HeritagélGoromoting research, culture and
educational activities or directing efforts towattie achievement of standards for CH
and the realization of digital inventories.

Another interesting project is the 3D-ICONS (3D ib#ation of Icons of European
Architectural and Archaeological Heritage) projéatded by the European Commission,
which aims at generating 3D models of architectaral archaeological monuments of
remarkable cultural importance for Europeana. Tlagmim of this project is to realize
about 3,000 3D models, that have to be processtidasahigh resolution 3D content and
in a further decimated form, in order to be easilyualized on common computers
connected to a 3D web database. To reach this @@aigi, Gonizzi Barsanti, Micoli, &
Russo, 2015) presents a suitable pipeline for thgizhtion of Cultural Heritage assets
and connected attributes.

NUBES is a research project which aims at developirdormation platform at
architectural scale. It consists in an online immated system for documenting,
visualizing, analyzing and sharing detailed 3D niedef CH objects. The NUBES
platform represents a efficient way to virtuallysividistant places, for the promotion,
education and communication of CH sites and objemtsd, finally, for storing,
disseminating and sharing the related informattéonwever, even if NUBES represents
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an efficient container of different kinds of dater fdifferent purposes, one of the
fundamental issues that encountered concernedifffeltl online visualization of large
reality-based 3D models (Fernandez-Palacios, Remondtefani, Lombardo, & De
Luca, 2013a).

The MayaArch3D project — a collaboration of the @an Archaeological Institute
(DAI), with the Chair of GIScience Heidelberg Unigsity and the 3D Optical Metrology
Research Group of the Bruno Kessler Foundation (FBKnto - is a web-based research
platform for the Maya archaeology site of Copan.this application an attempt to
combine and integrate both georeferenced and weigeenced 2D and 3D data, and
thematic information has been tested and implerde@taer et al., 2014).

1.4 Geomatic survey methods for Cultural Heritage

Creating reality based 3D models of real artefacis$ landscapes with a high degree of
fidelity represents a very challenging task thamadeds advanced knowledge of
digitization techniques and computer graphics. Tdigitization of artefacts and
monuments represents a field of continuous resemndhdevelopment and technologies
such as 3D scanning and photogrammetry have chahgewhole digitization process.

In the Cultural Heritage field, 3D detailed modeid$ built heritage, architectural
complexes, archaeological objects and sculpturder ofreat advantages in any
documentation, maintenance and restoration phasementioned before, and the
digitization process enables the detailed storéhefinformation about their shape and
appearance, against the possibility of their damagdost over time. Unfortunately,
Cultural Heritage assets are not always placedreésegpved in the best places for a 3D
survey, limited sometimes by narrow spaces andhmontrolled light conditions, and
many other variables, for these reasons many diffetechnologies are today available
and usable on many different case studies. It g well established that over the past
two decades, Geomatic techniques have gained gaatlarity revolutionizing the
documentation and recording of CH items and thalofing dissemination (Campana,
2014; Minto & Remondino, 2014). Such methods enéideacquisition and storage of a
big amount of data with high metric and radiomeagzuracy, also in the very close
range field, and to process very detailed 3D textumodels which communicate in a
more efficient way information about objects wittlavant 3D characteristics, with the
further possibility to enrich them with descriptidata and efficient search and retrieval
functionalities (Scopigno et al., 2017). Such reprgations are a powerful tool for many
multidisciplinary purposes, at different scales amdolutions, from documentation,
conservation and restoration to visualization ashacation. In most of the application, the
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acquired 3D data aim to historical documentatiomnmoring of shape (Di Pietra,
Donadio, Picchi, Sambuelli, & Spand, 2017), colarsl decay monitoring (Robleda,
Caroti, Martinez-Espejo Zaragoza, & Piemonte, 20dé)a sharing in 3D GIS and HBIM
systems (Kivilcim & Duran, 2016; Oreni et al., 2Q1dirtual reality/computer graphics
applications (Jiménez Fernandez-Palacios et all7;20/erykokou, loannidis, &
Kontogianni, 2014), web-based geographic systeniag#, Bertino, & Valtolina, 2011,
Alsadik, 2016; Fernandez-Palacios, Remondino, Bitefambardo, & De Luca, 2013b;
Manferdini & Remondino, 2012), multimedia museunhibkions (Fantini & Pini, 2008;
Donadio et al., 2017), visualization and creatidnreplicas via 3D prints (Caterina
Balletti et al., 2012) or in other cases virtuatamstruction of objects according to the
original aspect after their lost (Project Mosulttp://projectmosul.org/) (Vincent et al.,
2015). Focusing on small assets, the developedodmyies of 3D digitization allows to
fulfill the requests of the institutions involved the conservation and documentation
process, such as museums, arranging a massiveeedsingly efficient digitization of
their preserved objects (Tucci, Cini, & Nobile, 201An example of this scenario is
offered by the Cultlab3D system (Santos et al., 420Which focuses on the
standardization and automation of the whole 3D tid@fion pipeline of artifacts by
means of cutting-edge active sensors and illunonagchniques integrated into a defined
digitization laboratory. (Gattet et al., 2015) messanother effort in this direction. In this
research a low-cost and versatile 3D acquisitiash pnocessing workflow for collecting
archaeological objects on the field is tested, ftomacquisition step to the web sharing
one.

1.4.1 3D multisensor methods for close range sungy

In the last decade, the development in 3D survelgnigues was rapid and continuous
producing new, more effective methods in terms afomation, acquisition and
processing speed, quality and precision of the wutpata. Nowadays multisensor
techniques are available, range and image basddyyanow, it is well recognized that
the integration of multisensor methods may providee complete and detailed data than
standalone acquisition (C. Balletti, D’Agnano, Gaek: Vernier, 2016; Magda Ramos &
Remondino, 2015). The integration of these two etdgies led to some benefits. One
of them is to take the advantage of the range semspability to directly acquire dense
colored point clouds with the flexibility offeredylihe photogrammetric pipeline to be
used also in exceptional condition and to proviigg hesolution textures.

Generally speaking, the employed sensors are cotgrdatinguished in active and
passive ones, basing on the emission of an eleatioatic signal.
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Active sensors, such as Time Of Flight (TOF), pkstsé or triangulation based
laser scanners and stripes projection systems,umeasgles and distances sending a
signal (i.e. laser beams or infrared lights) ancbrding the reflected answer. Whereas
passive sensors, used for photogrammetric survess, the ambient light to make
measurements, recording the electromagnetic energyyisible light, emitted by the
objects.

In the close range field, the 3D survey of objetiat require a very high accuracy
(around 1 mm) can be carried out typically wittamigulation-based range sensors and
pattern projection sensors or passive sensors @tbaged techniques). Some of the
available sensors and systems for the close ramgeysare explained in the following
section, both active and passive and also hybmdas. The presentation is divided in
macro families, according to the way the instrurmemrguires and its accuracy. The type
of presented instrument is chosen consideringréatgliffusion in the close range survey
field or because it has been used by the autheeliégn some applications.

Time of Flight (TOF) scanning systems

Time Of Flight (TOF) scanning, also known as LiDAHght Direction and Ranging),
emits a laser pulse towards the object of inteeast generates a dense point cloud
calculating the time that the laser pulse takesetmrn back to the scanner. Such
instruments are not limited by the need of a fixkistance between laser source and
sensor. Furthermore, time-of-flight scanners careimployed in great object-to-sensor
range (from 1-2 m up to several hundred metershlamtpimaging of large objects and
sites with accuracies ranging from several millienetto centimeters (depending on the
acquisition distance) and even in poor light cdodit For closer range surveys, phase
shift scanners offer higher accuracy, measuring ghase difference (shift) of the
returning laser pulse to calculate distances (Eigtil). The phase difference is
proportional to the signal travelling time, reasany these instruments belong to the ToF
category.
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Figure 11. The 3D scanner Faro Focus 3D. A phafidater which can be used for projects
at architectural scale (1:100-1:50 - Range 0.60+830Accuracy of point position 2 mm at 25 m.
During the surveying, the instrument must be pldoea fixed time in different locations
around the object ensuring a minimal overlappin®@@¥% between adjacent scans. The
results of scanner acquisitions are as many pdimids as the number of scans,
constituted by millions of points, which can beoat®loured thanks to the RGB camera
integrated in the instrument. The data processiwgys starts with the necessary errors
and outlier’s filtering, noise reduction, followdy the mutual registration of the clouds
into a unique reference system in order to progusagle point cloud. The registration
can be generally done following two steps: mandi@nment recognizing targets or
homologous points or automatic registration ushng data itself, according to the shape
of the clouds, and final global alignment basedterative Closest Points (ICP) or Least
Squares method procedures (Manferdini & Remondif@il2). This operation may
require several hours, depending on the resolufothhe scans and the operator skills.
This kind of instruments may offer an accuracy dfimeters, reason why for the very
high accuracies triangulation-based range semswlpattern projection sensors are more
appropriate.

Triangulation-based scanning

Time-of-flight scanning is not accurate enough dods not produce fine documentation
in detail for high scale surveys. In these casttgre range sensor systems are available,
that typically work according to the triangulatiprinciple. For most museum artefacts,
for example, triangulation-based scanning is mappr@priate to achieve adequate
accuracy for architectural details, statues, ormaat®n and small objects (Silver, 2016).
These systems are able to compute the XYZ cooeinalt a dense point cloud, because
there is a fixed, known distance between the Isserce and sensor (optical receiver) and
a CCD camera takes a picture of the spot on thecobfFor many years these systems
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were very expensiyebut in more recent years, new losost systems are availatand
the quality,the quantity of the recorded d and their reliability are stucd in some
recent applicationgKersten, Omelanowsky, & Lindstaedt, 20. Usually, wuch systems
are used foiscan objects sranges less than 5m and some of theso considerably
shorter(15 cm to 30 cm range) withgood accuracy (up tohén) (Payne, 201..

Structured light scanners

Systems such asrgctured lightscanners consist of one or maamera(s) and an acti
light source, thaprojects on the obje a known pattern. ie 3D object coordinatecan
be measured arrédcovered in few secor, basing on a measuring principle similarhe
triangulation on¢Akca, 2006. Indeed, these systems works on principlelsothpassive
and active systemshey capture 2D images of the light reflected frtma objects of
interest like photogrammetry, anlike a laser scanner they projectight themselves
though in this case the light not just a single spot but a dhimensionz image. The
principle on which the measures are bas that this know pattern (i.@ stripe of ligh)

projected on a 3Dsurfaceresults distorted when viewed frodifferent projector’s
positions.The object geometry is reconstructed sithe relation betwen projector an
sensor andhe distortion of thepattern are known. Whethe surface (or specific
section) is entirelgovered irsuch patterns, its geometry candsg¢rapolate. Other more
complicated patims, such as fringe projection changing patterns, like@ray cod, can
also improve accuradHindmarch, 201%.

3D OBJECT
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"

Camera 1 Camera 2

Stripe Projector
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Figure 12. An example of a structured light systeonks and the fringe projection on the
object

Microsoft Kinect

The Microsoft Kinect, a gaming accessory of XBox3&@nsole launched in 2010,
consists of an infrared projector that emits aguatof infrared dots, an infrared camera
and an RGB camera. From each frame taken by the &4Biera, several features are
detected and positioned in 3D space using the depth Subsequently, they are matched
in adjacent frames and a coloured 3D point clougrélually generated. The sensor is
based on ToF principle, which is a quite recertitetogy for the range imaging.

Normal (RGB)

IR Camera
Camera

IR Projector

XBOX 360

Motorized Tilt

Figure 13. A Microsoft Kinect XBOX 360

In (Lachat, Macher, Landes, & Grussenmeyer, 2018&sa employing a Kinect V2 is
applied to a 3D object. The results obtained is #md other tests shows that such system
can reach accuracies still far from the photogratrimeones (about 1 cm vs sub-
millimetric accuracy of photogrammetric survey) drae some limitations related to the
application field: mainly indoor survey, applieddbjects.
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The potentialities of the Kinect are also teste¢(Kiarsten, Omelanowsky, et al., 2016) in
comparison with the low-cost recording systems DBVSLS-1 (Structured Light
Sensor) for evaluating its sustainable use in aafin to small objects. Geometrical
investigations demonstrated that the two low-egstems, DAVID SLS-1 and Microsoft
Kinect, produce worse results in comparison toraage-based reconstruction approach,
fulfilled with digital Single Lens Reflex (SLR) caras. However, the author stated that
these systems offer some advantages, such as tlieeorontrol of recording of the
object and/or of the object space during the digfton process. Final considerations
highlight that the complete package DAVID SLS-1 @dobe used when the aims is to
produce digital 3D models of small objects withitied accuracy and in a short time,
whereas the system Microsoft Kinect/ReconstructMay mproduce better results but
requires more repetition and/or major practicalezigmce of the user. In conclusion, the
authors state that such systems benefit from actwsvand a quick way of generating 3D
data for visualizations and could offer great pttds for public applications but their
metrological value have to be improved.

Time of flight Cameras

Time of Flight (TOF) cameras are range-imagingeyst that resolve distances basing on
the known speed of light, practically measuring Ti¥ that a light signal needs between
the camera and the object for each point of thegan&uch sensors, as well as Kinect-
like sensors are nowadays known source for 3D llattaheir use for Cultural Heritage
objects is still rare.

Hand-held scanner

Another kind of instruments for close range surigyepresented by hand-held 3D
scanners, considered an potential supplementrestaal laser scanning. Thanks to their
simple handling and, for some solutions, also &rtfavorable price, these systems may
potentially become significant competitors to therenexpensive and accurate structured
light projection systems in some applications. Ehdastruments operate on the
triangulation based principle but allow more fldgibomovements around the object
(Grussenmeyer, Landes, Doneus, & Lerma, 2016).

Well-known of this family is the HandyScan, thapapred in 2005 and ensures a sub-
millimetric precision. The operating principle isased on the integration of two
operations: a laser plotter and a system that attoafly trace the position of the
instrument itself in relation to the surveyed objdsirstly, this recognition was ensured
placing reflecting circular target over the surféBenfanti, Chiabrando, & Spano, 2010).
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Figure 14. Creaform Handyscan, Range 0.30 m ang-acg up to 0.030 mm.

In 2015 two hand held scanners have been launthedraro Freestyle1l22 and Artec
Spider123. Both scanners use the same princigleedfinect — a structured light creates
a depth map image, and implemented algorithms atlmwegister each frame into a
coloured 3D point cloud. Differently to the Kinedtpwever, these scanners provide
accurate and dense point clouds.

Figure 15. The Faro Freestyle

In particular, the Faro Freestyle is a hybrid systhat implements a structured light
technology, consisting in two infrared cameras featerate “stereo pair” images looking
at a known structured light pattern. A laser semsmbles the measurement of the object
of interest within an acquisition range of 0.5-3(BD point accuracy about 1-2 mm) and
an RGB camera recovers the radiometric informatitsncelatively low cost makes such
technique suitable and ideal for small objects riimde and addressable for many
different uses. Compared to others more populartesteéd hand-held scanner, the Faro
Freestyle offer some advantages that make it &tteacfor Cultural Heritage
documentation, which are its portability (i.e.c#n reach the extension of small rooms
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and narrow spaces and it can easily capture objecsitu), its ease to use, fast data
acquisition, real-time visualization, colored poahbuds acquisition, and finally its low
cost with respect to many other systems.

In (Donadio et al., 2017), a photogrammetric suraeg a hand-held 3D scanner, the
Faro Freestyle, have been applied to an Egyptetnesin order to provide a detailed 3D
model for a 3D Ultrasonic Tomographic Imaging (UTdst, aimed at the evaluation of
the interior persistency of visible damages and aisorder to compare the accuracy of
the hand held scanner in comparison to the phatugetric 3D models assumed as
reference. Some comparisons about the roughnesstiofthe point clouds showed that
the laser point cloud has a quite higher level @é& compared to the photogrammetric
one and measuring samples of discards betweerhtitegrammetric cloud, assumed as
the reference cloud, and the freestyle one, wenattd that the second one has residuals
mostly around 1-2 mm probably due to alignment apen and its intrinsic roughness.
However, the final range-based 3D model allows utillf the requests of the 3D
Ultrasonic test, and this is a great result.

Figure 16. Insignificant level of roughness conggubn the photogrammetric cloud. (less
than 0.5 mm almost throughout the cloud) Roughnesgputed on the laser cloud presenting a
considerable percentage of points affected by H@i$e3 mm)
Other tests are presented in (Kersten, Przybillagidtaedt, Tschirschwitz, & Misgaiski-
Hass, 2016) in which an evaluation of the geomaltrigerformances of hand-held
scanners for the close range field in comparisdwtostructured light projection systems
(AICON smartSCAN and GOM ATOS | 2M) and to a phaotogmetric survey is
presented. The tests demonstrated that the evdlgataning systems currently do not
reach the accuracies and the quality of the retereata produced by high-end structured
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light systems and also that the acquisition requingts (scanning by slow, homogeneous
movements around and over the object) needs apgi®prser experience, whereas the
results of the Nikon D800 were the best of all sy.

Arm scanners

With regard to the field of metrology systems feryhigh accuracies (x25+3), new
developed scanning systems, such as arm scanomenbine moveable arms together
with high definition hand-held scanners. This iastents are still expensive and usually
used in rapid prototyping and reverse engineerialfld. The measurement device is
connected with a mechanical arm, from which thee@rees of freedom (DoF), i.e. 3
rotation angles and 3 translations, can de dedudeetefore, the registered point clouds
are referenced in real-time in the coordinate sygtérussenmeyer et al., 2016)

In addition, nowadays there are stereomicroscogpearf conservation and high-powered
and high-resolution microscopes using digital imagin 3D that can be used for
studying glass, ceramic and stone objects (SiR&L6).

Figure 17. The Faro ScanArm, range up to 3.70 otdracy of point position 0.025 mm.

Photogrammetric method and image matching

For 3D survey of small and detailed objects, thetpgrammetric pipeline have well-
established potentialities and it is sought as ane principal technique to provide, at
low cost, 3D model reconstructions (Dall’Asta et, @016; Lo Brutto, Garraffa,
Pellegrino, & Di Natale, 2015; Menna et al., 201%yZiedely¢-Visockiere, Jirat
BagdZziinait: et al., 2015).
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The transformation of a 2D image measurements &t8D information is possible
through a mathematical formulation (Luhmann, Rob&oie, & Harley, 2006). In recent
years, the development made on digital cameras iandalibration technology, in
connection with very competitive costs, and espigdibanks to the integration of image
matching and Structure from Motion (SfM) algorithnmeant that photogrammetry is
more and more used to recover objects with highuracy (Samaan, Héno, Pierrot-
Deseilligny, Pascal, & France, 2013). An in depiwof the photogrammetric pipeline
is presented in Chapter 2.

The pipeline is more and more automatic, although éxpertise of the user ensures a
check on the final accuracy and precision of thppuudata. The final processed point
cloud can be scaled and referenced in a geograplocal coordinate system (which can
be the same of the laser point cloud) by meankefdécognition on the images of points
with known coordinates, named Ground Control Po{@€Ps) and then integrated to
range data and processed to obtain a detailed @Dréel model. Such points are also
used to determine the precision and accuracy oftineey. Focusing on small assets,
usually scale bars with known length are positicimeithe scene and use to scale the data.

A great number of studies demonstrated how theealasge photogrammetry can be
used to survey objects with different levels of ptemity and for different aims, i.e. for
reconstructing missing elements in the larger dbjedfilling high quality requirements
and implying few restrictions (Barazzetti, Remori& Scaioni, 2010; Clini, Frapiccini,
Mengoni, Nespeca, & Ruggeri, 2016; Lerma, Nava@abrelles, & Villaverde, 2010;
SuZiedelyg-Visockiere, Jirat BagdZziinaite et al., 2015).

1.4.2 Range or image based sensors?

Facing a new survey, from the surveyor’s point afwy it is important to ensure a
detailed digital recovery of the shapes, colourgtemals and decay of the object that has
to be documented, pursuing the better balance kettre prefixed representation scale
and the level of accuracy achievable in the survey.

To identify the most appropriate technology andssenin any 3D digitalization several
aspects have always to be considered:

- characteristics of the object (i.e. its shapenatision, colour, type of material and
relative reflectivity and homogeneity, etc.),

- the acquisition place (if internally or exterwyallith natural or artificial light, with the
possibility to move the object or not),

- the aim of the survey (documentation, analysiapping, dissemination, virtual reality
and real time applications),
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- time and budget constraints.

Since 2000, range sensors have been used for riffargit applications and continuous
developments and technological advancements hase bade in both hardware and
software. Thanks to their potentialities, rangesses have increased their popularity and,
for more than a decade, they have representedutigamental source for dense point
clouds generation, 3D recording, mapping and vizatdbn purposes in multi-scale
applications, while photogrammetry was not suffithe able to generate comparable
detailed 3D point clouds. Consequently, range gsrnisave become the lead technology
for dense 3D documentation, replacing photogrammetmany application fields. In the
last decade, thanks to significant improvementsarmiachardware and algorithms (such
as Structure from Motion (SfM) and image-matchirigoathms, borrowed from the
Computer Vision field), photogrammetry has returteetle a competitive technology and
we are now witnessing a renaissance of automatetbgtammetric methods. Image-
based techniques and modern tools of 3D modellimgrow generate, in quite rational
time, output data that offer geometric levels ofadecomparable to those obtained by
range based sensors. Therefore, the market, psdyiouostly dominated by range
sensors, nowadays has seen the advent of new ibesge measurement tools for 3D
recording and modelling (Remondino, Spera, Nocefitienna, & Nex, 2014).

Trying to make a comparison among the potentialibeactive and passive sensors, some
considerations can be carried out.

Laser scanner technology is usually competitivedse of indoors surveys, allowing to
automatically and quickly record 3D spaces evenpaor light conditions (Pepe,
Ackermann, Fregonese, & Achille, 2016). On the othand, range sensors give
notoriously poor results scanning black or shinytanals, since the surfaces tends to
absorb the light beams precluding the point actioisi Another problem can be
represented by the data bulkiness, which mightrbbl@matic in some survey campaigns
and research projects.

The photogrammetric image-based pipeline is gelyemkferred for example when
dealing with regular geometric shapes, small objedth free-form shape, low-budget
projects, deformation and material analyses, é#anferdini & Remondino, 2012).
Digital photogrammetry allows to reach better ressah the material appearance (texture)
of the 3D models, thanks to the high resolutiongetaused to generate the diffuse color
texture. However, the image-based approach mayuat&osome limits if big and/or
complex objects must be acquired computing detasled high resolution models. In
such applications, a higher level of attention masstkept during the acquisition step,
especially with regard to a reduced depth of fiehdreover, additional equipment, such
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as tripods, artificial lights, etc., could be irmisisable and this could increase the
acquisition and the following editing time as w@kpe et al., 2016).

The algorithms applied to the photogrammetric psecey may encounter problems
dealing with low quality images (i.e. noise, lowdi@metric quality, shadows, etc.) or
facing certain type of surface materials (shinyextureless surfaces) which represent a
limit for the feature extraction and can led tosyopoint clouds (F. Remondino et al.,
2017). Focusing on the surface materials issugnenhand image matching algorithms
may present limits on some difficult surfaces, imusome test cases they proved to be
more efficient with materials that cause unsolvabféective problems for range sensors.
On the other hand, texture less surfaces are alingsbssible to be geometrically
reconstructed with image matching algorithms butcessfully registered with range
methods (Magda Ramos & Remondino, 2015).

In the following table, the main characteristics lmbth methods are summarized,
according to those proposed in (M. M. Ramos & Redimom 2015).

ACQUISITION STEP

Portability Medium High

Multiple shots from easy

Network design

Fixed stations in multiple positions

to move station positiong

Target/spheres/markers

Necessary to speed up the alignmer
phase or to georeference data

It is necessary to measu
GCPs to scale and
orientate the model

t

Acquisition time

Depending by the number of stations
the resolution desired and the geome
of the object to be acquired

, Depending by the object
ry geometry and the
resolution desired

Ambient light

Independent

To be controlled

Reflective objects

May give problems

May give problems

Textureless surface

Not influenced

May give problems

Transparent materials

Give problems

Give problems

Humidity, wet surfaces

May give problems

Not influenced

Fundamental
requirements

Target or Control points have to be
visible in multiple scan stations

Ensuring an image
overlap (about 60-80%)
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Radiometric resolution Low (when a camera is integrated) High
Level of experience Low High
PROCESSING

Processing steps

Point clouds registration

Calibration, orientation
(bundle-adjustment),
dense matching

Software available

Proprietary and open source solution

Proprietary and open

5 X
source solutions

3D information
available

Directly, in each single scan

After a computation
process on a set of imag

Texture

Low resolution

High resolution

Corner and edge

detection Problematic Very good
Scale of the acquired 11 Must be provided
data
Processing time Medium High
High in order to obtain
Level of experience Medium scaled and accurate

objects

Table 1. Evaluation of the factors influencing #ugjuisition and processing pipeline of both

active and passive sensors.

1.4.3 Functions for errors determination in photogammetric

surveys

As showed in the preceding paragraphs, 3D data frange and image based
techniques ensure high level of precision and aoguHowever, it is always advisable to
evaluate and quantify the errors that may be ptdeetime processed data (firstly in the
point cloud and thereafter in the mesh) in ordedetermine the quality of the acquired
data in absolute terms. For example, the type ¢érah may influence the level of noise

on range based data and the radiometric qualitheficquired images is responsible of

the final accuracy of a photogrammetric survey.
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For the photogrammetric pipeline, the most commanctions to detect systematic
errors have been studied considering additionarpaters to model the effects of radial
and tangential distortion as well as affine eriarshe image coordinate system and by
now some of them are well established.

Recently (F. Remondino et al., 2017) have syntledsithe main functions in a
review research of automated photogrammetric peiegsof large datasets. Another
contribution that explains common photogrammetreemis and abbreviations is
represented by Photogrammetric Terminology: Thiditien (Granshaw, 2016) which is
an official document of the International Societyr fPhotogrammetry and Remote
Sensing (ISPRS).

Point cloud error determination

In order to evaluate and compare the quality ofgtaressed point clouds, several
functions can be applied to them.

- Re-projection error: is the Euclidean distance between an image goiahually
or automatically measured) and the projected mositif the corresponding 3D point in
the same image. This value usually differs fromozelue to noise in image
measurements, inaccurate camera poses and un-gwbbis distortions.

- Standard deviation, variance, mean and medianin statistics, thestandard
deviation, o, is the square root of theariance The variance, in turn, measures the
spread, or variability, of a set of measures fromirtmean value p and is calculated with
the mean of the squared deviations of the variafdem itsmeanvalue J.

The medianis the ‘middle’ value of a sample of measures,asgjing it in two
halves, containing the higher and the lower values.

n
1 2
= — % P —
o= 12D W
=1

n
1
= — % i
w=ge ) x
i=1
- Root Mean Square (RMS) and RMS Error (RMSE):the RMS is the square root

of the mean of the squared differences betweervdhiables and their most probable
values, whether the RMSE is calculated considedangpecific measured reference,
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obtained by an independent method (reference valaesbe the coordinates of check
points measured for example with GNSS methodstal $tation).

RMSE computed on check points (CPs):

n
1
RMSE, = E * Z(xcompi - xRefl-)Z
i=1

S|r

RMSEy = * Z(yCompi - yRefi)z

n
i=1

n
1
RMSE, = E * Z(Zcompi - ZRefl-)2
i=1

RMSE = \/RMSE,% + RMSEZ2 + RMSE2

*Compindicates the coordinates determined with the luadjustment (BA) an&efreport
the reference values.

- Accuracy: Represents how close the measurements, caleulatiprocess are to a
reference value. If the set of measurements haga biered from gross errors, it can
coincide with precision This term is widely used as a general term foaligu
(Granshaw, 2016; Thomas Luhmann, Stuart Robson &,K3014). To determine the
accuracy value, it is necessary to compare a set of obdenstwithin dependent
measures, such as measured reference coordinatference lengths.

- Precision: it consists in a quantitative measure that dessrithe variability of
results and allows to highlight the presence ofrbigdom errors, following a Gaussian or
normal distribution (Granshaw, 2016). It is stgicttonnected to the concept of
reproducibility and repeatability, which is the lghkito recover the same result measured
in the same conditions.
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Figure 18 A graphic representation of the concepts of Bieciand Accuracy of a meast

- Reliability: indicates witl a measurehow gross or systematic errors can
identified and deletedrom a set ofmeasurementsn an adjustment process. is
influenced byredundancy angeometrical acquisition configuratigfihomas Luhmanr
Stuart Robson & Kyle, 201.

- Redundancy and multiplicity: redundancyrepresents the surplag observation:
(e.g. image points) related the minimum number necess&eyg. 3D object coordinate
in an adjushent process (e.cBundle Adjustment - BA).In photogrammetrythe
redundancyis represented bthe number of imges in which a defineoint is
visible/measured and isommonly defined as multiplicity or number of irgecting
optical rays.A high level « redundancy ensures a better quality in the coath@D
points.

- Ground sample distance (GSD It derives fronthe projection of the carnra pixel
in the object space and repre:s the distance between two pixeinters measured on t
ground. It is &pressed in object space units and resthe resolution of the surve

- Roughnessor noise: Level of deviation from the true valuA high level of noist
in the point cloud produces a mesh cted by great topological errors.

Mesh model error determinati

- Topological errors: Thesekind of errors may affect a mesh model generateih
a noisy point cloudand it is necessary to further delete thefrhey include self-
intersecting triangles shcastriangles that cross each other or more than tiamdtes
that share the same side.

37



- Holes: when the sensor cannot achieve some portionseobliject of interest,
before the point cloud and then the mesh will pres®ids and holes that have to be
filled in order to obtain a complete surface. Theration requires good skills in the
tools and in the knowledge of the object.

- Non Manifold faces represent areas that are not watertight. These asihen an
edge incident to more than two faces, two or maoe$ are connected only by a vertex
and not by an edge or if adjacent faces have nerainting in opposite directions.
Non-manifold geometry can be problematic for somelst and operations, such as
rendering of refractive effects, fluid simulatio®golean operations, 3D printing.

1.4.4 3D and 2D data extraction from the acquired aa

The processed detailed 3D models are very usefuhfo visualization of the object of
interest which can be rendered on computers or por@ble device, using zoom and
orbit tools to look at specified details accordiogthe user needs. The same 3D model
can be seen smoothed, with or without texture andireframe mode, visualizing the
triangulation quality.

Moreover, the processed data can be considereD ascBives from which it is possible
to extract many other information and useful repnéstion that may help restorer,
historians and other scientists to study and fuytrepresent their knowledge in a more
captivating and descriptive way. Digital models gaovide, in fact, the base with which
both accurate 2D and 3D information can be extdaated processed, with a variety of
different approaches, which have demonstrated inynag@plications to contribute to the
documentation of complex buildings, detailed detteezelements and other architectural
structures (Chiabrando, Donadio, Sammartano, & &p2016; SuZiedelytVisockiere,
BagdzZiinait et al., 2015).

The modern photogrammetric pipeline ensures theergéion of DSM/DTM (Digital
Terrain Model / Digital Surface Model) and truehmphotos in an increasingly automatic
way (Filiberto Chiabrando, Donadio, & Rinaudo, 2p1BSM/DTM are very useful
representation for study, for example, the discdrelsveen two surfaces, the deviation
between two walls, or in other cases to study tiapes of vaulted systems in order to
detect possible anomalies (Sammartano, 2018). Tthephoto is a very useful metric
product for Cultural Heritage documentation, conmgnboth radiometric information
and real measures. Moreover, from the point of vidvthe researchers working in the
restoration or requalification field, this is anfigent support for mapping materials,
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deteriorations or other important effects that dgenéhe object of interest (Koska &
Ktemen, 2013; Rijsdijk, 2014). Finally, the processeithophoto can be also used as a
base to integrate traditional drawings with morescdtive information, or also as
texture for virtual reality based applications &iimodeling purposes.

00 1 | 3 4 5
_5:—:—: Meters

Figure 19. An example of DSM of the frieze of tletaof Augustus in Susa made from
photogrammetric data and SfM technique. Sourceatitieor in collaboration with the Geomatic
Laboratory of Politecnico di Torino (F. Chiabrandmnadio, Fernandez-palacios, Remondino, &

Spano, 2014)
From the 3D model it is possible to automaticakyract 3D polylines at defined steps by
the user, along X, Y or Z axes or along a definagllay the user. This tool, when applied
on the Z axe, creates a isolines curves repregamtahich can be very useful for study
the morphology and geometry of structures, suchiaadts, domes and walls (Filiberto
Chiabrando, Donadio, Sammartano, & Spano, 2015a [Cipriani, Fantini, & Bertacchi,

2014).
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Figure 20. Planimetry, orthophoto of the vaults aadtour lines of the hall of honor of the
Stupinigi castle (Turin - Italy), made from photagrmetric data and SfM technique integrated
with terrestrial laser scanner acquisition. Soutiee:author in collaboration with the Geomatic
Laboratory of Politecnico di Torino

For example, in (Bertolini-Cestari et al., 2018)e textraction of progressive isolines
allowed the exploration of the depression trenthefsuspended wattle ceiling.

Figure 21. Progression of cross section througlingesind wooden structure, in a 3D spatial
view. Source: (Bertolini-Cestari et al., 2016)
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Figure 22. Transversal section of the wooden baadreaaluation of the increasing
depression of the wattle dropped ceiling. SourBertplini-Cestari et al., 2016)

_.LONGITUDINAL SECTION_1 |

LEGEND

[  masonry

D celling break for
diagnostic evaluations

~ CROSS SECTION-2 -

— —— 4

+3.00m dropped ceiling isolines (each 1cm)
™2 diagnostic evaluations points
dimension of geometric definition

»2.90M

Figure 23. Ceiling plan of the room, in a bottomuigw. Isolines, derived from progressive
planar sections each 1cm (indicated each 5¢cm stkp)y the depression of the dropped ceiling.
Source: (Bertolini-Cestari et al., 2016)

Furthermore, from the point cloud, it is possibte éxtract infinite bi-dimensional
orthogonal views, chosen by the user, that arerifft from an orthophoto since they
have a lower resolution, limited by resolution dfetpoint cloud. However, these
representations offer great potentialities. Thditgktio extract infinite section planes in
sensitive zones of the building, is very useful bedimensional standard architectonical
drawings, such as prospects and horizontal anécaksections (Filiberto Chiabrando et
al., 2017)
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Figure 24. 2D representations such as horizongaspirom the 3D point cloud. In this
representation a laser scanner survey has beeier@ppthe Santa Maria Church of Staffarda.
Above: an updated planimetry has been processéalybe trasversal section with corresponding
planimetry of the vaults with scalar field and isek. Source: (Beltramo, Donadio, & Spano,

2018; Donadio, 2013)
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Chapter 2

The photogrammetric pipeline for
Cultural Heritage small assets

2.1 State of the art in automated image-based 3D
reconstruction

Image matching is a technique that allows the ifleation of correspondences
between two or more images. In particular, denssgeanmatching methods enable the
generation of dense point clouds and detailed 30eatsoprocessing a set of un-oriented
images acquired from different viewpoints.

In the last years, thanks to the developments madenardware and software
algorithms, image-based reconstruction has re-eadess an effective alternative to
range sensors offering comparable accuracy andutesy and also due to its lower cost
demanding, with reduced time and location congsaiBome of these evaluations have
been reported in (Filiberto Chiabrando & Spano,208enna et al., 2016; Nocerino,
Menna, & Remondino, 2014; Fabio Remondino & Ri26]10). In the last ten years,
many algorithms for image processing in connectiongeomatic field have been
improved. The MSER: Maximally Stable Extremal RegiqMatas, Chum, Urban, &
Pajdla, 2004), SIFT: Scale Invariant Feature Tiamsf(Lowe, 2004a), SURF: Speed Up
Robust Feature (Bay, Tuytelaars, & Van Gool, 20@)RE: Surface Reconstruction
from imagery (Rothermel & Wenzel, 2012), are sorfithe most important algorithms
that helped digital photogrammetry to become morapetitive.
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The first applications of image-matching methodgltgwve been tested on Remote
Sensed data. Initial efforts has been orientedawige orientation solutions and then to
perform the extraction of DTM/DSM from aerial ortaliite strips with high density
(Zhang & Gruen, 2006).

By now, such methods are widely used also in thBu@l Heritage field, as the
acquisition of images using digital cameras has/gufoto be an efficient method to
retrieve 3D detailed data useful for documentatomposes. This techniques can be
employed in many different applications relevantie Cultural Heritage field including
documentation, conservation, for an appropriatenmpiegy of surfaces restoration
activities, geometric deformation analysis, moriitgr visualization and painting
analyses (Filiberto Chiabrando, Lingua, Noardo, gaiso, 2014; Luca Cipriani et al.,
2014; Dall’Asta et al., 2016; Di Pietra et al., ZD1

In the close-range field, in which a millimetricegision is required, photogrammetry is
increasingly preferred over other techniques, oftpgreat potentialities when applied for
data acquisition and processing of architecturaicsires, small objects of irregular
shape, for mapping applications or, in other cafeegeconstruction of missing elements
of a greater object (Lo Brutto et al., 2015).

Starting from these considerations and the mentiageriences, the 3D surveys
applied to the case studies presented in thisshesie been conducted by means of
photogrammetric method.

In the following paragraphs the principles and &thms regulating the
photogrammetric pipeline are explained as well las &cquisition and processing
procedures.

2.1.1 From traditional photogrammetry to SfM

Image matching method, often called stereo corredgaces problem (Szeliski,
2011a) has been developed in the 1990s by the demyision community, which is the
science that develops mathematical techniques aebhdtie extraction of spatial and
structural information from images; whereas the lanmgentation of automatic feature-
matching algorithms dates back to the Eightiesriaflalescription of the first principles
of Structure from Motion is presented in (WestoByasington, Glasser, Hambrey, &
Reynolds, 2012).

The extraction of 3D data from a set of imagegristly connected with the possibility to
retrieve corresponding points (features) in imagfesoting the same object from different
viewpoints. This process allows to produce deptpsria image space assigning relative
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depths to each pixel of an image and generatingdbxclouds. In traditional analogical
photogrammetry, this operation has always beernopadd manually, while in digital
photogrammetry, this procedure has become morenaor@ automatic. After a first
revolution phase that has sought the transitiomfemalytical to digital, producing an
automation of the photogrammetric pipeline (poimstraction, orientation, digital
plotting etc.), in latest years we have been witadsa second revolution, that has pushed
digital photogrammetry (still semi-automatic) t@t8fM technique. This new approach is
naturally related to photogrammetric basis (measuaecuracy etc.) but is very close to
the computer vision logic: fully automatic with aeasurement approach not so
important.

Traditional photogrammetry requires the 3D locatmal the position of the camera,
or the 3D coordinates of a series of control pointerder to extract a 3D scene. In the
former case, it is necessary to mount a GPS (GlBbaltioning System) and electronic
compass on the camera, otherwise a triangulation ke used to build the scene
geometry, while in the second case, a series ofra@opoints have to be manually
identified in the acquired images, and then thealted resectioning process, or camera
pose estimation, determines the camera locatiorsiMiy et al., 2012).

The great innovation in the image matching processists in the implementation
of the Structure from Motion approach, which regsineither of the above mentioned
conditions to reconstruct the scene since it samglously computes the calibration
parameters of the camera, the camera poses ahdfsparse 3D point cloud. To do this,
it uses a highly redundant bundle adjustment whietieves corresponding image
features from a set of overlapping images capthyea camera moving around the object
(Verhoeven et al, 2012). These features are soagtittraced in each image of the
dataset, enabling the estimation of camera positom object coordinates. A further step
iteratively refines the estimated values using loear least-squares minimization

The difference of the process consists in the fdwt unlike traditional
photogrammetry, the data derived with SfM processk Ithe scale and orientation,
traditionally ensured by measured ground-contrardimates. In this way, the 3D point
clouds refer to a relative ‘image-space’ coordirggtgem, which need to be subsequently
scaled and rototranslated in order to be aligned moeasured ‘object-space’ coordinate
system. Usually, the transformation from the rekatimage-space coordinates to an
absolute coordinate system can be performed usBig similarity transformation based
on Ground-Control Points (GCPs) with known coortisalf no GCPs are available, a
scale bar with known length should be placed insitene and shoot in some images in
order to scale the model.
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By now, it is clearly admitted that these techngjuellow everyone to do
photogrammetry, even non-expert operators aboubghammetric principles. Every day
a large number of people is attracted by the patges of image-based 3D
reconstruction and modeling tools, but some clitissues raised in the years about the
quality of the derived 3D models, the ability toride accurate 3D results without any
shape deformation and the suitability of SfM unelegry network configuration. After an
initial enthusiasm, a deeper analysis on the re&ntiality for CH documentation of
these techniques has been conducted in many sti@hésbrando et al., 2015; Nocerino
et al., 2014, Pierrot-Deseilligny, De Luca, & Rerdomo, 2011). These questions are less
crucial if a 3D model is produced for communicatamd visualization aims, for web
sharing or AR needs, but are fundamental for docuatien, conservation, preservation
and replica purposes. Nevertheless, it is undoutitat such new automatic tools, if
properly used, have potentialities never offereiige Originally computer vision, and in
particular the SfM approach, was in fact not coasad sufficient suitable for metrology
applications due to the lack of results in termaofuracy and reliability of the process.
By now some advances have been done in SfM sofiwhat allows using the SfM
pipeline also in metrological context producingafiproducts with comparable feature
(Lo Brutto et al., 2015).

2.1.2 The photogrammetric algorithms

The algorithms for retrieval 3D information can distinct into two main categories
(Konrad Wenzel, Rothermel, Haala, & Fritsch, 201Bhe first category ensures the
determination of image positions and orientatiorapeeters retrieving, with manual or
automatic procedures, distinct features in theectdld images, followed by a bundle
adjustment (BA). The second category includeshadl gurface reconstruction methods,
where dense image matching algorithms operaterthequsly derived orientation of the
images to generate the 3D surface reconstructiomwaldays the image matching
procedure can be realized using stereopairs (stettebding) (Hirschmdller, 2011) or
through the identification of correspondences intiple images (Multi-View stereo —
MVS) (Pierrot-Deseilligny, Marc and Paparoditis, 0B). As explained by (Fabio
Remondino et al., 2014), according to (Szeliskil 1), stereo methods work locally or
globally. Local stereo methods compute disparityaaiven point, using the intensity
values within a finite region, applying implicit swthing assumptions and a local
“winner-take-all” optimization on each pixel; whase global stereo methods make
explicit smoothness assumptions and solve for bagjloptimization problem applying an
energy minimization approach.
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In the previous orientation step, Structure fromtidlo process works through the
automatic identification of matching features inltiple images. This process works
without specifying a network of targets a prioruc8 features are then tracked on each
image and further iteratively refined using norehn least-squares minimization
approach, generating an initial estimation of canpEses and object coordinates. Feature
detection and description has been a very actiea &f research for decades. The
Computer Vision community intensively studies agdt$ detectors in intensity images
and, nowadays, different point detection algoritramns available. There is not a single
method that is always best for every applicatioowéver, all the point detection
algorithms are designed to be invariant againsteraid scale and viewpoint changes.
The mentioned MSER detector, for example, idergtifigoups of pixels that are best
separable from their surroundings. The SIFT (Sdakariant Feature Transform)
algorithm extracts feature points in a four steprapch: scale-space extrema detection,
keypoints localization, orientation assignment &ag points descriptor. In the first step,
it uses the difference of Gaussian function toeeé potential points of interest, that has
to be invariant to scale and orientation (diffep€ Gaussian is used instead of Gaussian
to speed up the computation time). In the key plmicalization step low contrast points
are refused and the edge response are eliminabted HEssian matrix is employed to
determine the principal curvatures and eliminateséhpoints that have a ratio between
the principal curvatures greater than the ratio.ofentation histogram is created from
the gradient orientations of sample points withiiegion around the key point, in order to
get an orientation assignment (Lowe, 2004b). SoneiSIFT data processing can be
slow (Lingua, Marenchino, & Nex, 2009), reason whgny researches are focusing on
the improvement of the algorithms speed. In (Baplet2006) theSURF: Speeded Up
Robust Featurealgorithm is introduced. As the hame suggests,dtspeeded-up version
of SIFT. While in SIFT, Lowe approximated Laplaciai Gaussian (LoG) with
Difference of Gaussian to determine scale-spac&Fsgibes a step further approximating
LoG with a box filter. This approximation offersrae benefits. For example, convolution
with box filter can be easily computed with thephelf integral images and it can be
calculated concurrently for different scales. THéRE is also based on determinant of
Hessian matrix for both scale and location. Foemrtion assignment, SURF uses
wavelet responses in horizontal and vertical dioector a neighborhood of 6 pixel size;
adequate Gaussian weights are adopted. For fedwseription, SURF uses again
wavelet responses in horizontal and vertical dioec{the use of integral images makes
the process easier). A neighborhood of 20x20 psiked is considered around the key
point, it is then divided into 4x4 pixel sub-regsoand for each sub-region, horizontal and
vertical wavelet responses are used. Another irapbimprovement is the adoption of
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sign of Laplacian (trace of Hessian Matrix) for erlging interest point. The sign of the
Laplacian distinguishes bright blobs on dark backgds from the reverse situation. In
the matching stage, we only compare features ¥f tiz&e the same type of contrast. This
minimal information allows for faster matching, Wdaut reducing the descriptor's
performance. Summarizing SURF implements addintufea that improve the speed in
every step and making this approach 3 times fak@m SIFT, while performance is
comparable to SIFT. SURF offers the advantage afllvag images with blurring and
rotation, but it is less performing dealing witlewipoint illumination changes.

Nowadays the most used commercial and non-comnhesafavare are based on SIFT
(Bundler, PMVS) or on a modified version of SIFT i@Mac, Photoscan, 3DF
ZephyrPro, Pix4D) in the first step of the pipeline

After this first phase, a bundle block adjustmenmaimilar transformation is computed
and then dense matching is processed. Most softa@tgions implement multi-view
stereo (MVS) algorithms to compute 3D dense recoasdn of the object surface (G.
Verhoeven, Taelman, & Vermeulen, 2012). This stépnva the generation of detailed
3D dense point clouds or triangular meshes, operatn the pixel values instead of on
the feature points. Another performing algorithnthe Semi Global Matching (SGM),
developed by Hirschmuller (Hirschmdller, 2011),gamally for aerial application. This
approach implements both global and local sterethoois for an accurate, pixel-wise
matching with greater stability. In comparison theys global matching methods that
may suffer from high computational efforts, SGM yides efficient computations at low
runtime. It works estimating a disparity map forclegpair and then merging those
disparity maps that share the same reference viewai unique final point cloud. Within
a premodule, a network analysis and selection afalde image pairs for the
reconstruction process is computed. Epipolar imagesthen generated and the SGM
algorithm is applied to produce depth maps, inngetand memory efficient process.
Through a conversion process, the maps generato8idinates, using a fusion method
based on geometric constraints that both allowettuce the number of outliers and
increase precision. SGM approach is able to radrieliable results also for repetitive or
low textured images and so, it is particularly moeended (Remondino et al., 2014).

Another process available is constituted by SUR&HBmel & Wenzel, 2012) that
is a MVS method for the generation of dense andigee3D point clouds given a set of
oriented input images. It is based on the SGM arpfollowed by a fusion step in
which the redundant depth estimations across sstgleo models are merged.
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2.2 The image processing pipeline applied to smalksets

Considering the potentialities of the developedstadhich are object of interest also for
non-expert users or public institutions, the sdéfientommunity found necessary over
these latest years to have an extensive reflectiiothese tools, trying to propose some
guidelines for the whole digitization pipeline. Rat works are focusing on finding new
solutions for decreasing the acquisition time anmdsping a better coverage of the
objects. For example, as reported in (Gattet eR@l5), since 2012, the MAP laboratory
(Modéles et Simulations pour l'architecture et &rithonie), in partnership with ENSG
and IGN, is developing optimized photogrammetricquasition protocols for the
documentation of Cultural Heritage artifacts (amblagical fragments, paintings,
sculptures, furniture, architectural elements, dngs, sites, etc.) basing on the
parameterization of the APERO /MICMAC tool chainigffPot Deseilligny & Clery,
2011).

In the case of close range photogrammetric surpglieal to small artefacts and assets,
we immediately tend to think of museum objectsthiis context the more the pipeline is
standardized, the more digitization process of dbgects is facilitated and can be
increased. In this scenario, the TAPENADE projdatals and Acquisition Protocols for
Enhancing Artifacts Documentation) (Pierrot-Desggiily et al., 2011), developed as a
collaboration between IGN (France), CNRS Marsdifleance) and FBK Trento (Italy),
aimed at defining a common pipeline, available deery user, for managing the entire
process, from the acquisition step to the generatioa 3D documentation in a web-
based open-source pipeline. In particular, it dostapecific acquisition protocols for
different kind of objects (i.e. about which equiprh® use, how to take photos, etc.) and,
shows a processing performed with the open sowfteare MICMAC. In (Nicolae et
al., 2014) the authors tested the processing om8Dels of artefacts stored in a museum
with problematic surfaces — reflective, translucamd homogenous materials. This study
showed how a careful planning and a correct imageiaition allow to generate accurate
and faithful 3D textured models without the neednalving the object from the museum
and employing low-cost photographic equipment.

Starting from all of these application experiendasthe following paragraphs, the
main steps of the acquisition and processing plofse photogrammetric survey are
explained.
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2.2.1 The acquisition phase

The acquisition of artefacts, for example preserueda museum, may result
problematic due their surfaces— i.e. facing reflest translucent and homogenous
materials - and also due to many constraints defime the location (i.e. narrow and
restrictive spaces, uncontrollable lights condgioatc.). Indeed, as already mentioned,
passive techniques are hardly influenced by amligiing conditions, more than range
sensors.

Each guideline about the principles of the photogretric acquisition foresees as
mandatory a quick onsite analysis of the scenei@ndonditions and environment, in
order to define the possible constraints (compjexitorphology, material, dimensions,
environment, occlusions, light, inaccessibilityg.pt

In every application, the aimed density and resmiutdefined by the Ground
Sampling Distance — GSD) of the final dense poiatid can be achieved choosing an
adequate image sensor (properly setting photogrggarameters, such as exposure time,
sensitivity settings 1SO, aperture value and theptd Of Field - DOF) and adopting the
appropriate geometrical acquisition configurat{oetwork design) (Konrad Wenzel et
al., 2013). The type of sensor influences the imggelity, especially dealing with
objects affected by large illumination differen@e®l contrasts or sparse texture, in which
a camera with large sensor and high dynamic ra;mgevisable. In general, a short focal
length helps the image orientation due to a sthblelle adjustment and also the image
acquisition is more effective. The camera settimgst always guarantee the sharpness on
the whole object, which is mandatory to computeefiicient features extraction and the
surface reconstruction. To achieve this, a propertsexposure time, less than 1/100s
(e.g. 1/160s) is recommended for handheld acquisitiin order to ensure a sufficient
depth of field over the whole surface, the apersineuld be closed as much as necessary.
Generally, the ISO value should be as low as plesslh those cases, in which the
acquisition place is too dark, it may be slighthgreased, but only if a good sensor is
operated and the level of noise is low. In suclesdise use of a tripod is also desirable in
order to ensure an adequate quality. Furthermbrg,iinportant to optimize the field of
view, trying to cover the great part of the sensith the object of interest (Nicolae et al.,
2014).

The exact number of photographs to be acquireddhbe determined case-by-case,
considering the occlusion, shape complexity antesca
Another essential component is to design the optooafiguration in order to achieve
the desired resolution and completeness in theubulgta. The optimal network can be
sometimes complex to be determined, in particualidg with objects with strong depth
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variations, acquired at short distances. A wrongt@grammetric planning can lead to a
general deformation (bending effects) in the 3uites Similarly, the spatial density and
resolution of the final outputs can be enhancedldgyreasing the distance between the
camera and object of interest and increasing tlaiadpresolution of the photograph
(Westoby et al., 2012).

In (Nocerino et al.,, 2014) different configuratidayouts, with normal and
convergent images, are analyzed. Since photogramem@iocess is based on angle
observations, principles for an optimal network faguration are independent to the
image scale. According to this, same principles banfollowed for acquiring small
objects, as well as for recording sculptures otdngs, and also for terrestrial and aerial
imagery. The study showed that the inclusion of veogent images considerably
strengthens the network geometry and help to agloisial deformation of the 3D results.

Also in (Nony et al., 2012), several principles abthe acquisition process have
been highlighted:

"lllumination conditions and luminosity affect tepeed and acquisition parameters
of the camera and therefore whether a tripod isessary or not (which slows down the
image acquisition step). The presence of obstdolgdies a change in the acquisition
location or the use of different focal length. Aldmomogeneous and transparent
materials, reflections and windows cannot be cdiyeprocessed. The employed digital
camera must be preferably calibrated in advancdidfong the basic photogrammetric
rules in order to compute precise and reliable fite parameters.[...] It is also
important to keep a reasonable base-to-depth (B#L}p: too small baselines guarantee
more success in the automatic tie points extraguiacedure but strongly decrease the
accuracy of the final reconstruction. The numberimbges necessary for the entire
survey depends essentially on the dimensions, sirapenorphology of the studied scene
and the employed focal length”

In (Martin-Beaumont, Nony, Deshayes, Pierrot-Ddigeiy, & De Luca, 2013;
Pierrot-Deseilligny et al., 2011) a series of asdion protocols for the museum's
photographs are explained. For example, the prbtadb around a simple artefact”,
shows how to acquire an artifact with a simple shdpcated in an easy context. In
particular, this mode of acquisition requires a eét“master” images and several
neighbors associated images (at least 4, with lato rbase to distance and high
overlapping) and, in order to assure the connectioing the orientation step, a sufficient
number of intermediary images between each mastge.
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Figure 25. Spatial configuration of the acquisitafran artefact. Source: (Martin-Beaumont
etal., 2013)

In (K Wenzel, Rothermel, Fritsch, & Haala, 2013)wdeline for the acquisition of
images for photogrammetric survey is presentethitnpaper relevant aspects such as the
selection of the sensor, the self-calibration, itm@ortance of the sharpness and the
camera settings are explained.

These application highlight also the importanceaitrolling the quality of the lights and
related factors such as artificial light positiapirtheir size and orientations in each
photograph.

Natural lights coming from windows or mixed colaght temperature deriving from
different light sources must be controlled, esdbcdealing with reflective surfaces. As
before mentioned, an inspection of the locatioaligays necessary to control the light
over the artefact and to check the available spemend the object.

Facing lights constraints, it is often advisablertount the camera on a stable tripod. To
avoid the presence of unpleasant shadows, thealigtia light source should be
originated exactly from the centre of perspectifgéhe objective lens. Since this is an
impossible condition to be ensured in practicehtsgnust be positioned symmetrically
with respect to the optical axis of the camerauwercome this problem. In this way, the
shadows produced by a light source can be fillethfthose produced by the symmetrical
lamp. A diffuse light produces a similar effect Barly, being the source of light
virtually uniformly diffused around the object (Mamet al., 2016).

In some cases, it is also advisable to rotate Hjeco (when allowed) rather than rotate
the camera around it. This procedure enables toceedhe space needed for the
photographic acquisition and also the acquisitioet Using this approach and especially
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capturing with limited depth of field, the distanbetween camera and object can be
much more controlled, with respect to continuousigve the camera and the tripod
around the object and, when used, lamps and ttaids. On the other hand, acquiring
with turning tables has the disadvantage that tasFenly relative movements within the
iImage scene between the artefacts and its surmoginénvironment. Therefore, if
automatic photogrammetric orientation is usedsinécessary to mask the images for
removing parts not belonging to the artefacts.dme cases, when possible, this kind of
problem can be solved placing a homogeneous baakdro

2.2.2 The processing phase

Today, different software are available to autoo@ly perform the image matching
procedure, either commercial like Photomodeler p{Hitww.photomodeler.com),
Agisoft Photoscan (http://www.agisoft.com), Pix4Dr @pen-source like Bundler
(Snavely, 2008), MICMAC (Pierrot Deseilligny & Cler2011) and VisualSfM (Wu,
2011). Interesting new tools, implemented for exi@mp Pix4D, allow also to extract
desired frames from videos, directly in their eomiment (without the need to add
another software in the procedure).

The initial processing step consists in the autamatentification of common
features in single photographs to be used for incagespondence. After this step:

- the relative orientations of camera poses atntbenent of image acquisition are
computed;

- the internal camera parameters (focal lengtmcgal point position, radial and
tangential distortion coefficients) are automaticdetermined;

- a 3D sparse point cloud is processed definingtie@e geometry.

To do this, usually the mentioned SIFT algorithmuised to recognize in the
photographs those features that result invariaithége scaling and rotation and partially
invariant to changes in illumination conditions &3 camera viewpoint (Lowe, 2004).
Such points of interest, called ‘keypoints’, aerdtively searched and identified in each
image of the dataset and a feature descriptossiscaed to them. This value is computed
by transforming local image gradients into a repnéstion that is indifferent to variations
of illumination and orientation. The number of d#éble keypoints in an image depends
primarily on image texture and resolution, so thah resolution images offers better
results (Westoby et al., 2012).

Following keypoints identification and descript@saciation step, a sparse bundle
adjustment is applied to retrieve camera posesganérate a low-density sparse point
cloud. Keypoints correspondences set constraintsapmera pose orientation, which is
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computed applying a similarity transformation, whihinimization of errors is ensured
through a non-linear least squares calculation li&kieand Kang, 1994; Nocedal and
Wright, 1999). The sparse point cloud can be tmensified in a following step using
for example Multi View Stereo (MVS) techniques (Kad Wenzel et al., 2013).

In this thesis, Photoscan is the software useddogss all the datasets. This choice is due
to the fact that it has well-known potentialitiegddts outputs data have been validated in
many applications, also conducted by the authasdieand applied to similar test cases
(for scale and resolution). In addition, since #im of this thesis is not to test the
processing itself but the following 3D data optiation phase, Photoscan seemed to be
the best choice, ensuring to reach the desired dpigtlity and resolution of the output
data with a semi-automatic procedure.

In the following part the entire pipeline implemedtis presented.

Photoscan processing

Photoscan is an advanced image-based processitvgasofproduced by the Russian
AgiSoft LLC company aimed at processing high detf8Ddata from a set of
overlapping images. It has a simple user-friendtgrface and allows the generation of
sparse, dense point cloud, detailed3D textured madel other representations such as
DSMs and orthophotos (Geert Verhoeven, 2011).dtdeen built to operate on Windows
systems but it is also available on Linux and OSvel., allowing to operate with many
different formats, JPEG, TIFF, PNG, BMP or MPO dil& he reconstruction process is
constituted by three main steps, in which the gaercontrol a series of parameters. For
example, at any step, the user can disable/enadgke photographs, mask uninteresting
parts of the images or import textures and modedated in external software. The only
prerequisite to ensure the 3D data extraction {gréwide a set of overlapping images of
the object/scene of interest. As mentioned befibre,SfM technique is implemented to
compute the images alignment, camera calibratiohtameconstruct 3D scene geometry
and camera motion. The process of image featuneaction is realized by means of a
modification of the Lowe SIFT algorithm, since this protected by the copyright.
Subsequently, the movement of the feature pointsomputed throughout the image
dataset and a local descriptor is assigned to geiclh, basing on its local neighbor-hood,
which is then used to detect point correspondertbesugh the entire dataset (G.
Verhoeven et al., 2012). For this operation, rolmsthods, such as a modified version of
RANSAC, are applied. After this computation, themesa interior and exterior
parameters and its positions and motion are detexrand identified in a local reference
system. The output data is a sparse 3D point clehidh correspond to the extracted
feature points. This step considerably influen¢esfinal achievable accuracy of the 3D
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model, so it is recommended to always check thegémalignment quality and the
computed projection errors after this computation.

In the second step a dense point cloud can be ggedéasing on the calculated camera
poses. The program computes depth maps for eachraadmbe combined into a single
dense point cloud. The settings allow to choosegtnity requested and offer several
depth filtering modes to remove possible outlier®ag the points.

In the third step, the computationally most inteasbperation, stereo reconstruction
method allows to build 3D geometric scene. In thigse, the dense reconstruction
algorithm works on the pixel values in order to gee detailed 3D meshes. The
computation time principally depends on the resotuand quantity of the images and on
the desired level of detail.

To achieve this, Photoscan allows to choose am@awgral dense stereo-matching
algorithms (i.e. Arbitrary or Height Field), thatfect the way in which the individual
depth maps will be merged into the final 3D modéie result is a polygonal mesh,
viewable in a solid, shaded and wireframe mode emchparable to a DSM. It is
important to highlight that the results of this pees are expressed in a local coordinate
system, derived from the relative orientation. 8ittgeomatic applications and Cultural
Heritage surveys, always require scaled modelstaé a known coordinate system, in
order to ensure the measurement of distances, eslland areas, Photoscan allows to
define a coordinate system setting Ground Contooht® (GCPs) coordinates or, when
available, camera coordinates (this latter is Wguated for aerial data where the
acquisition may be connected to GNSS and an IMU).

GCPs are essential to produce georeferenced, saatbdnore accurate data. Such
points define constraints that establish a referecoordinate system, its origin,
orientation and scale (F Remondino, Del Pizzo, t€exs& Troisi, 2012). Three GCPs is
the minimum but it is recommended to have betwedf &CPs, well distributed over
the object of interest, to be used as weighted rgbtens inside the least squares
minimization. When abundant GCPs are available pnogect, some of them can be also
used as Check Points (CP). These points are netitaé account for processing and
calibrating the model but only to assess the absohaccuracy of the project, fully
independent on the processing. The introductiothefcheckpoints is used to estimate
their 3D position as well as potential errors ia thicks and, in particular, to calculate the
RMSEs with respect to the computed object coordmaltn this way, the relative
accuracy of the area of the checkpoints may be dugat. In some software, the
difference between the initial and the computedtipos of the checkpoints is displayed
in the quality report, giving an estimation of thlksolute accuracy of the model in the
region.
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In this part of the data processing, Photoscamésfa simple affine transformation to the
final model in order to minimize the RMS error o€Bs. It is also possible to optimize
the camera alignment based on camera or markedicates to fix non-linear distortions
of point cloud mode (the so called blow effect).
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Figure 26. A distortion of the point cloud caldelé called blow effect

To do this, it probably computes an adjustment daseGauss-Markov linear model.
This operation allows the user to accurately chbekfinal output in order to control that
any distortion does not affect the final 3D modéiis workflow differs from traditional
aerial photogrammetric pipeline, in which georefeing, performed by traditional
Bundle Block Adjustment (BBA), sometimes assistgdiata from a GNSS IMU system,
precedes the 3D mesh reconstruction.

Another important factor involved in the photograetrit process is related to the
radiometric color representation. Besides the rstroation of a 3D surface, it is later
possible to calculate the color information for leaertex of the model, storing it as an
attribute. These colors are calculated as an agevfghe corresponding pixel values
from the source photos and, in the model rendetimgy are then interpolated for each
polygon face, which is then filled by a color greti. This representation is not enough
accurate for many of the Cultural Heritage purpodes this reason, it is usually
necessary to calculate and apply a separate tax@pping. Photoscan allows to compute
a diffuse color texture calculating a so-calledtdex atlas from one or more source
photographs. After this calculation process, eacklehvertex stores its 3D coordinates
in this texture atlas, a 2D parameter space alswikras UV map (in 3.2.5 and 3.2.6 an
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in depth examination of the UV map creation and plaeameterization procedure is
presented). During 3D rendering, these coordinatesused to project the 2D texture
image onto the 3D model surface, providing a véel texture for each polygon in the
model.

Photoscan offers different texture mapping modas determine how the object will be
projected in the texture atlas. Other texture gatiear parameters control the way how
pixel values from different photos will be combiniadthe final texture. They are chosen
according to different needs and the kind of objiédt is made at most by flat parts or if
it is more spherical. In this second case the spdlenapping mode allow for continuous
texture atlas being exported, so that it is muckieeato edit it later. Th&keep UV
mapping mode generates texture atlas accordingdeteamined texture parametrization
and it is very useful, as demonstrated in the ¥alhg paragraphs, for those models that
are parametrized in external software and thempsited in Photoscan.

As already mentioned in 1.4.4, the described pipedillows to generate, beside a
detailed textured 3D model, other useful and metsgpresentation, such as true
orthophotos in an increasingly automatic way (Grhdeven et al., 2012).Today all the
software implementing the image matching approdlowao quickly and easily generate
orthophotos but an accurate check is always ptafera order to validate their final real
accuracy. To do this, several points not involvedifhage orientation and adjustment in
the matching software can be measured.
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Chapter 3

3D data modeling and optimization
of small assets

3.1 From the photogrammetric point cloud to a compdte
mesh

Before any conversion of the processed 3D poinigtioto a surface mesh it is generally
necessary to operate a pre-processing phase i whioneous data, outliers and noise
are eliminated. The so-cleaned point cloud reptssaready a database from which it is
possible to extract information, but navigatingotigh it can be an unusual environment
for inexperienced users, since solid walls can apfransparent. It is easier to interpret
and interact with 3D objects when represented sisriace mesh and particularly when
photo textures or enhanced visualizations are afdeths, Deevy, Devlin, Kennedy, &
Shaw, 2015).

For this reasons, the generation of surfaces fromtglouds is a fundamental step in
every digitization and survey activity.

A polygon mesh is a surfaces constituted by vestieglges and faces that defines the
shape of a 3D object. The faces usually consisiarfgles, although quadrangular shapes
can be also used. Quad-dominant meshes are vadigdulactures much used in computer
graphic field and some applications of modelingpwdation, rendering, etc. are better
suited for quad meshes than for triangle ones.
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Many processing steps are needed to generate datemgality based 3D model, starting

from the dense point cloud before generated, tleabfien related to the computer vision

and computer graphics fields.

Depending on the employed geometric algorithm, adsnare often computed before

generating a polygonal surface. A normal is a vepwpendicular to a surface, in the

case of point clouds the plane tangent of the peuhibse direction indicates what is

considered the “inside” and the “outside” of a aad. In computer graphics, normals are
used to increase the realism of rendering as trefiett light" and describe the shadows
behavior on the surface. They can be estimateganglthe neighboring points, setting a

value of radius around the considered point (M&t@emondino, 2014).

Figure 27. Computed normal on a dense point cldedamlumn (software: CloudCompare
2.5.1; command: Compute normal). Source: (Minto&t®ndino, 2014)
About reconstruction algorithms, it is hard to pdevan overall classification and many
studies have focused on this issue. In (RemondiA63) the issues and solutions of
transforming a point cloud into a realistic 3D myal mesh that can satisfy high
modeling and visualization needs are identified disd¢ussed. These algorithms aim to
produce the most faithful geometric model represt@t on the basis of the available
data.
The mesh can be obtained in various ways and witiows techniques starting from:
1. points, keeping their original coordinates (E. Aanfbs & Sadri, 2007), by
means of triangulation algorithms and tetrahedatibn (e.g. Delaunay,
Poisson, etc.).;
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2. surfaces (tessellation algorithms, in particular flee rendering of curved
surfaces);
3. data volumes (volumetric data, iso-surfaces, ef@linto & Remondino,
2014).

A very well-known and used algorithm for mesh gatien is the Poisson surface
reconstruction method (Hoppe, Kazhdan, & BolitB606), implemented in MeshLab,
which produces a polygonal surface starting fropoiat cloud with normal information.
It works making an average of the neighborhood mabrfor every point of the input
dataset in order to reduce the noise. Starting filoenset of all normals, the algorithm
derives an initial shape solving what is seen domson problem, hence the name.
Unlike others mesh generation processes, whichllyseguire mesh editing procedure
of filtering and refinement, the Poisson algoritdirectly implements smoothing filters
providing a continuous geometry (Rodriguez-Gonzal\ocerino, Menna, Minto, &
Remondino, 2015).
As previously explained, image matching softwatevalto automatically generate mesh
models, giving the users the possibility to chossme editing parameters according to
the final detail requested by the purpose. Accardan(Tucci, Bonora, Conti, & Fiorini,
2015) it is possible to suppose that Photoscan asegeshing algorithm similar to the
Poisson algorithm.
However, once processed the 3D mesh, it may reguésther user intervention since
many topological errors or voids could be preserthe model, worsening the final look
of the model, that have to be solved. Thereforghéu time-consuming post processing
operations are mandatory to achieve an accuratsatisfactory visual appearance of the
final 3D model. The main operations that have todadized are holes filling, smoothing,
removal of noise and/or parts not belonging to d¢hgect, possible topological error
correction and definition of new polygons in th@seas not reachable in the acquisition
phase. The editing time needed for complete a nmak,be long and responsible for as
much as 90% of the total time of the3D processiiter the creation of a complete and
topologically correct 3D surface, a decimation agien, based on spatial resolution
and/or setting a number of triangles, is often ededn order to adapt the model
resolution to the aims of the research. In theofwihg paragraphs the most known
practices of 3D model optimization are presented.
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3.2 3D model optimization

Nowadays, 3D modeling and editing tools are quibpytar and the software market
offers a great set of solutions for many differgnirposes, responding to the most
variable audience needs.

As explained in Chap. 1, one of the most importianiting factor for the dissemination
of 3D models by the Cultural Heritage communityrédated to their heavy structure,
which contrasts for example with traditional CAD aeds, represented in a more compact
form by set of mathematical surfaces (Guidi & Anigldelu, 2016).

The final detailed 3D models include a big amouhtgeometric details, millions of
polygons and high resolution images, which prodwerg large data volumes, difficult to
be handled and visualized by common computersabplartdevices or on the Internet,
giving also problems for their further managememrations, such as, for example, for
segmentation procedures and visualization issuesvirtual reality applications
(Manferdini & Remondino, 2012; Spangher, Visintifiycci, & Bonora, 2017).

The irregularity and huge size of highly detailedface models present challenges in
management, animation, visualization, renderingsethination, and storage. Meshes are
expensive representations since they store:

- the irregular connectivity of millions of faces;
- the (x,y,z) coordinates of each vertex;
- texture parameterization stored in (u,v) coortiindinked to the vertices;

- texture images, such as for example color images bump maps, referenced to this
parameterization.

For these reasons, in latest years the scientfitnounity is testing new ways to optimize
and share such 3D digital contents, in order taantae fast access to the data and their
effective communication, providing low resolutiorD 3models easy navigable and
viewable (Cipriani & Fantini, 2017; Guarnieri, Fitip& Vettore, 2010)

The challenge is to find a compromise betweensiite, final accuracy and visualization
in order to ensure a fluent and efficient real-timeraction of detailed 3D scenes.

However, when it is necessary to deal with hugastds (millions of polygons and GB of
texture files), it is difficult to establish a corom pipeline of the optimization process.
Each case presents different characteristics amaphimization procedure is related to
the density of the original mesh, the aimed leveldetail as well as the object
dimensions, shape and complexity (Fernandez-Palatial., 2013a).
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In all cases, it is necessary to establish the swdet the 3D model has to fulfill, which
determine the final level of geometrical and radétmic accuracy, size and visualization,
but with the constant aim of not losing quality anfibrmation. Different purposes led to
different processing choices and different optirticralevels, whether it is a specialized
analysis, which may require to maintain the geoimetetail in the final mesh (Di Pietra
et al., 2017), or a communication application whiddeds a lower data volume (Kai-
browne et al., 2016)

In this effort many different applications are dahle which differs by the final aim that
have to be pursued. From a metric point of viewalinof these cases it is important to
evaluate the quality and accuracy of the final 3fimized product, in comparison with
the original ones.

Many applications optimize 3D models through a sg@imasegmentation (see 3.2.1) in
order to share descriptive information in connettio 3D elements for multidisciplinary
studies (i.e. for the implementation in HBIM or 3RS systems) (Murphy, Mcgovern,
&Pavia, 2009; Oreni et al., 2014; Quattrini, Makmmi, Clini, Nespeca, & Orlietti, 2015).
In other researches, in which the aim is the me@lalization via web or in museum
installations, optimization techniques such as esimng and game engine tools from
entertainment technology (see the following parplgsa allow to generate and edit Low
Poly Models, textured with particular maps whicimsiate the original high detail of the
original High Polygon mesh. In other applicatioas, the web-based 3DHOP, the HP
model representation is based on progressive megmoged in (Hoppe, 1996) and
foresees the use of different level of details (Le®reduce the latency time before the
first visualization and enabling the rendering dalities of different devices. It is based
on a multi-resolution data structure which allows tlient to efficiently perform view-
dependent visualization (Potenziani et al., 2015).

In the following paragraphs the main charactedstaf the available optimization
techniques as well as some application tests puoates.

3.2.1 3D model segmentation

With the aim to simplify their polygon complexityné to pursue the chance to further
link to them other heterogeneous and descriptite, @D models can be subdivided in
several sub-components and organized accordingndgienralles. In Cultural Heritage
field, semantic segmentation foresees the ideatifia of sub-elements characterized by
uniform properties, such as their belonging to iedhistorical, artistic or cultural
contexts, the use of determined building technigthes reference to classical orders or
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particular certain conservation conditions. Onghaf aims is to connect geometry with
other semantic information and many useful appbecatnvolves such kind of models
inside searchable databases in knowledge ontologtexts also in web-based systems
for geo-visualization, data querying and sharirdyoational purposes, communication,
etc. (Manferdini & Remondino, 2012).

Different segmentation techniques are availablefopmed using manual or automatic
procedures. The automatic approach aims to inmitegdiuman visual perception, helping
to automatically recognize sub-elements and dettirdr hierarchical organization. In
latest years, many researchers have investigadal@relopechutomatic segmentation
tools of 3D geometries. In (Minto & Remondino, 2D1he possible methodologies to
automatically segment 3D data are reported:

a) Segmentation by identifying the principal planestsd object: which can be in
case of a building, the single fagades or portiohthem in the case of more
complex structures.

b) Segmentation techniques using region growing amtipal component analysis
that try to group sets of individual entities thatze common properties.

¢) RANdom SAmple Consensus (RANSAC), which is an tteeamethod for the
estimation of parameters of a mathematical modehfa set of input data that
produces a correct result with a given probabiligt increases with the increase
of the iterations.

It is important to highlight that the wide range aafse studies and the typical complex
shape of the objects that it is possible to finthm Cultural Heritage field makes difficult
to connect them to recurrent and classified exasn@ed therefore to establish
standardized rules and often a manual segmentatdution is more suited to a
subdivision according to the architectural vocabulélthough more time consuming, a
manual approachallows to identify the main geometric elements,aifichecessary, to
follow rules dictated by the architectural langudégelumn, pillar, arc, etc.) (Manferdini
& Remondino, 2012).
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Figure 29. Semantic partition often requires int&iglinary contributions that can help the
identification of restorations. Source: (L CiprigiFantini, 2017)
Such processing is the base of Building Informatiddadel (BIM) which have been
developed with the aim to describe building elermeatcording to their geometry,
topology and semantic characteristics. These systame generally designed and
organized to ensure the managing of a big amoudtts#, allowing an enlarged access,
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also remotely, for different multidisciplinary puges (Auer et al., 2014). In latest years
these tools have been adapted also to build heritagHistorical Building Information
Modeling applications (Baik, Alitany, Boehm, & Rabg 2014; Kivilcim & Duran, 2016;
Oreni et al., 2014).

An example of a 3D platform to query semantic infation on segmented models, is the
QueryArch3D project (Agugiaro et al., 2011) develdgo manage multi-resolution 3D
models where the geometric data is organized ifergiit Levels of Detail (LoD),
enriched with geometric and semantic hierarchigsveith attributes linked from external
data sources.

3.2.2 NURBS models

Non-Uniform Rational B-splines surfaces (NURBS) gm®duced by means of two
different approaches: reverse modelling and dimacidelling. In general, the first
approach convert high resolution meshes into madkieal models formed by a clean
and continuous set of surfaces called “patcheghbgns of automatic or semi-automatic
procedures based on various steps (detection ainggfeature curves, etc.). The other
approach consists in sectioning the point cloutherhigh resolution mesh along specific
planes (offset of the ground plane, symmetry plaredial array of planes centred on a
specific axis, etc.) for extracting polylines orlisp curves that once exported to
modelling software can be used as references ®rctmstruction of a simplified 3D
model (Adembri, Di Tondo, & Fantini, 2012). It isnportant to highlight that both
reverse modelling and direct modelling (from a ediion of sections) provide simplified
version of the original survey, more a geometrigaitzation than a real documentation,
reason why they are not suitable for scientific Igsia or in some visualization
application where the material texture is importaMitRBS modelling tools are in fact
designed for the development of new projects mbas tdocumenting the irregularities
caused by degradation, decay, cracks and defonmatiich may be encountered in the
Cultural Heritage objects. In others applicatiohgyt are used for Finite Elements
Methods (FEM) analysis, representing the ideal shapthe object to be simulated
(Gonizzi Barsanti & Guidi, 2017).
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Figure 30. NURBS model of an idealized cupola furveyed data. Source: (Fantini & Pini,
2011)

3.2.3 Game Engine tools and entertainment technolggfor 3D
modeling of small assets

Gaming applications need a smoothly navigationugho3D virtual environments, also
enabling quick dynamic actions. Such visualizatiequires the generation of continuous
rendered frames of 3D content in fractions of aosdc In order to respond to these
requests, gaming industry have developed, in thesyesolutions for hardly decimate the
size of 3D models. In particular, nowadays any 3Bdeh animated in videogames is
usually constituted by an ultra-simplified polygbsarface, on which particular visual
features able to make such simplified model muchencomplex and visually convincing
are projected. Game engine and entertainment seffvia fact, provide several useful
tools to process and generate Low Polygon moddighashow however a good level of
detail on the surfaces, in a very low byte filey, means of particular texturing
techniques. The trick of projecting visual featutleat simulate the geometric detail is
very useful in visualization application as mange&chers have already demonstrated.
However, this is just a visual effect and, for trésison, this method is often considered
not rigorous enough by 3D digitization scientistsich aim at maintaining available all
the amount of 3D metric information generated bylthsensor acquisition methods
(Guidi et al., 2016). From a geomatic point of vieapproaching this kind of 3D
optimization, it is important to monitor all theeps of the decimation process, in
particular the entity of the geometrical error anluced in the modelling process by the
transition from multi-sensor 3D data to game enginethis thesis, one of the aims is
therefore the evaluation of the final accuracyhef optimized model in comparison to the
original one, considering the extractable datataed quality.

In the following paragraphs different game engipémization tools are explained and
tested in the following operative section.
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3.2.4 3D model simplification and remeshing technige

Among the available processes that allow to geeanatv meshes, with lower polygon
count or with better topology, there are the sifigation and remeshing techniques.
Simplification of polygonal meshes has been studiedepth in many studies over the
last 30 years and it can now be considered a ddasedl technology. By now, many
algorithms are available for the simplification tiangle meshes, implemented in the
most common modeling packages like Maya, BlendeMeshLab (Tarini, Pietroni,
Cignoni, Panozzo, & Puppo, 2010).

The mesh simplification consists, starting from esimas input, in the creation of another
one with less faces, edges and vertexes. Mostgtdamesh simplification algorithms
employ an adaptive meshing, with the primary airgenerate a reduced mesh model that
approximate as much as possible the original shethecing the number of triangles.

In the study presented in (Rodriguez-Gonzalvezlet2815), the authors present a
simplification and optimization pipeline with tharaof generating a reduced product that
maintain the maximum amount of significant inforroat According to this research:
"Ideally, considering equilateral triangular meshdbe target number of triangle (N)
could be derived applying simple geometrical comsitions:

4xA
IRETYE

where A is total lateral area of the meshed objedg the face edge length (equal to the
user-defined spatial resolution) and N the numbédriangles."

According to (Minto & Remondino, 2014) a possiblessification of the available
decimation algorithms can be the following:

1. lterative decimations: automatically decreasesntimaber of vertices or faces or
edges of the mesh, depending on the specific ddécmeatio specified by the
user, re-triangulating the resulting holes. Sugo@hms work very fast and are
excellent for the elimination of redundant elemefitis method has also simple
implementation, achieves a good approximation aedgves the topology of the
original mesh. However, it does not use an evalnatif error (Campomanes-
Alvarez, Damas, & Cordon, 2012).

2. Vertex-merging: collapses two or more vertices atsingle new one which may
be then joined to other vertices in further stagesubclass of these methods is
based on edge-collapsing. Using this method, itmportant to control the
scheme that can be used to decide which vertices baujoined and in which
order.
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Figure 31. Edge collapse decimation

3. Adaptive subdivisions: a simple base mesh is reelysdivided to approximate
more and more the original surface model, editindtimesolution surfaces and
preserving the topology.

Among the vertex merging algorithms, the quadratige collapse algorithm developed
by (Garland & Heckbert, 1997) is one of the mosdusince it can rapidly produce high
quality approximations of High-polygon models. Th&orithm applies an iterative
contractions of vertex pairs (not just edges) turdate models, maintaining surface error
approximations using quadric matrices and joiningannected regions of models. The
primary advantages of this algorithm are the abdit rapidly simplify complex models,
the high fidelity to the original surface, sinceithprimary features are maintained even
after strong simplification, and the capability moerge unconnected regions of the
resulting model with a process called "aggregatidm&shLab, for example, implements
the Quadric edge collapse algorithm, which is @bléecimate the faces of a 3D mesh
preserving boundaries and/or normals. If the magleéxtured, there is also an option
properly oriented (with texture) that allows to pebe textures positioned properly.
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Simplification: Cuadric Edge Collapse Decimation n

Simplify & mesh using 2 Quadhic based Edge Collapse
Strategy; better than dusfening but slower

Target number of faces | 3742614 |

Percentage reduction (0..1) |IZI |

Quality threshold |IZI. 3 |

[] Preserve Boundary of the mesh

Boundary Preserving Weight | 1 |

[] Preserve Mormal
|:| Preserve Topology
Optimal position of simplified vertices
[] Planar simplification
[] weighted Simplification
Post-simplification deaning
[] simplify only selected faces
Default Help

Close Apply

Figure 32 Example of the uadric Edge Collapse commaimiMeshLal

This mechanism ensures that this sysalso supports nomanifold surface mode,
which are surfaces that does not completely endogalum:. A "Non-Manifold" mesh
does not represerat problem for conventional meshes, lit may rise to unpleasant
artifacts dealing with divided meshes (see 3.2.8) and geteenaroblemsfor the
calculation of the normal vectol

Another algorithm of edge contraction is the iteatedge contractor by(Hoppe,
DeRose, Duchamp, McDonald, & Stuetzle, 1¢ This kind of algorithms have be:
designedn application t manifold surfaces, even thougkdge contractions can be a
applied on nomanifold surface, since they perform successive edgetcctions. ‘hey
can close holes in the object but they canoin unconnected regions.

Compared to trianglbaser meshes, simplification of quatbminan meshes sets
additionalchallenges, because quads are less adaptive arddalacate structures th.
triangles. A pactical quad mesh simplificati is presented i¢Tarini et al., 201(.

A different topic to cre& a simplified mesh model is tl"re-meshing"technique that
indicates thewhole process of computing, given a 3D meslcompletelynew mesh
whose elements respesbme specific quality requirements, while approximating
original input acceptab (Alliez, Ucelli, Gotsman, & Attene, 2008)The aim of
remeshing isnot necessariljjust at lower complexitysince it can be used alsor

improving the quality of an input mesh, producingeav one with superior quality al
better topology. Remeshing approach requires & more complexssues compared
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mesh decimation (like new parametrization, or ideation of principal curvature
direction) which are difficult to tackle robustlyn@ often it can be less robust to noise
issues (Tarini et al., 2010). Furthermore, remashipproach produces higher deviations
from the original model if compared to those oledity decimation in comparison to the
original input (Minto & Remondino, 2014). It is iragant to highlight that this technique
cannot always be used with any kind of 3D modetah be difficult when dealing with
urban surveys, due to the presence of a big anmawtclusion effects (Merlo, Dalco, &
Fantini, 2012). Indeed, quad dominant re-meshigires “waterproof’ meshes lacking
topological errors, and such models are very hmmbmpletely fulfill these requests.

Figure 33. An example of structured remeshinggutar, semi-regular and regular. Source:
(Alliez et al., 2008)

3.2.5 Diffuse colors, bump, normal and displacememhaps

The idea of coding a mesh with small details, magphem on a new simplified version
(Low Polygon surface), rather than really represgnthem geometrically with tiny 3D
polygons, has been studied since the early Com@ragshic applications.

This shading technique uses texture images mappedacsurface in a 3D scene, in order
to define and encode many surface parameters. itheisato produce realistic and
visually rich 3D models, creating a specific cop@sdence between the 3D coordinates
of the model vertexes and 2D images (Lévy, 200h)s idea raised by the need of
simplifying the geometrical complexity of 3D modetsying, however, to maintain a
good visual quality level at the rendering stagkee Rim is to only simulate the detail
rather than render the detail itself, with optigdusion effects which are less
computationally intensive than the original 3D reridg would be. As reported in (Guidi
& Angheleddu, 2016), several techniques workingpixel level are available. Such
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methods allow to locally alter the lighting of a tesdal through the projection of a
particular image map, whose coded attributes altercomputational lighting model.
Such parameters might be for example: the locdit ligflectance encoded in Bump
Mapping, that simulates bumps and wrinkles usimgingle channel image (grayscale)
(Blinn, 1978), or the orientation of the normal t@dor simulating the details as made in
Normal Mapping.

Figure 34. A sphere before and after the bump nmap@ource:
lauraatnua.blogspot.it/2015/04/the-difference-betwbump-and-normal.html

Figure 35. A wall texture, a normal map and a buapm
https://docs.unity3d.com/Manual/StandardShaderN&RarameterNormalMap.html
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Figure 36. Above: A stone wall with no normal mdfeet. The edges and facets of the rock
do not catch the directional sun light in the scd&®ow: The same stone wall with normal
mapping applied. The edges of the stones facinguhaeflect the directional sun light very

differently. Source:
https://docs.unity3d.com/Manual/StandardShaderN&RarameterNormalMap.html

These kind of texture maps are bitmap images treatohtained by baking processes
between the original High Polygon (HP) model aral itow Polygon (LP) one, wrapped
in a UV bi-dimensional space. The baking processists in an operation whereby the
software computes information about the geometdyanour of the HP mesh and stores
them in an RGB or grey scale image built on a $jpetlV reference system (Merlo,
Sanchez Belenguer, Vidal Vendrell, Fantini, & Alifge 2013). Such tools have a
fundamental role in the optimization process sima®y store information about normal
vectors on each surface point, defining its shadangabout the points position in the
space (see Displaced Subdivision Surfaces, in)3\/8h the projection of these images,
such as bump maps, normal maps and displacemens, nlap LP improves its
appearance and it can be in some cases visuatigiped as the HP ones (Merlo, Fantini,
Aliperta, Lavoratti, & Lépez Hernandez, 2013).

In this thesis, greater attention has been pambtmal and displacement maps, focusing
on their potentialities of simulating the detaildain order also to make some comparison
about the quality of the rendered detail.

A normal map is an image that contains the surfamenal vector of the original High
Poly mesh, stored as a RGB value in the pixetoles a normal behaviour as follows:

- Red maps from (0 - 255) to X (-1.0 - 1.0)

- Green maps from (0 - 255) to Y (-1.0 - 1.0)

- Blue maps from (0 - 255) to Z (0.0 - 1.0)

Once calculated and projected to a Low-poly mebk, normal map simulates the
behavior of light reflections from the original nedadjusting the shading of the low-
detail model, which looks again like the origindP Hhodel but in a very lower byte file
size.
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Figure 37. Normal mapping across three polygoresyed as a 2D diagram - Source:

https://docs.unity3d.com/Manual/StandardShaderN&RarameterNormalMap.html
A displacement map is, instead, a grey scale imageyhich each shade of grey
represents the deviation between the original HBehand the optimized one. Unlike the
normal map, the displacement map, once appliededow Poly model, really displaces
its vertices basing on the deviations calculatedhia baking process (Merlo, Sanchez
Belenguer, et al., 2013).
In order to compute such 2D representation, is&estial to firstly process the UV map
of each 3D model by unwrapping it in a 2D coordingaystem (u, v) which ensures the
spatial link between the (x,y,z) coordinates of thesh and the image. This process
consists in the parameterization procedure, whidtbe discussed in the next paragraph.
In latest years many different applications of ¢hemls have been developed and applied
to multi-scale objects and with different aims.r{P&ang, Xu, & Da, 2016), for example,
present a method for the generation of a detaitélibgonal projection of a 3D model
merging normal map and texture information in geatidomain. This non-photorealistic
projection is both geometry-aware and texture-avage helps the recognition of subtle
details which would be otherwise hard to be sedhéntexture image or the normal map
alone.
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Figure 38. Texture and normal map - the line-drgwintraced over the fused image of the statue.
Source: (Pan et al., 2017)

_—

In (Merlo et al., 2012) an optimization proceduséng the mentioned texture maps have
been processed and applied to the3D model of thiédation complex of Pietrabuona
Castle with the further aim to use such data iDa3S.

(Jiménez Fernandez-Palacios et al., 2017) repoexparience of optimization with the
aim to use such models in virtual reality solutions

As shown in these experiences, the need to oparatptimization of a 3D model by
means of the mentioned techniques may derives fiffierent research's field and with
different aims and this makes such tools very @itra from many points of view.

3.2.6 Parameterization procedure

As explained in the previous paragraph, in ordenetdize a texture map, it is necessary
to create a 2D space on which project the 3D mddetture space is the 2D space of
surface textures and Object space is the 3D coatelsystem that contains 3D geometry
such as polygons. The processing that retrievesdhrespondences between 2D texture
space and 3D object space is called parametemzatiothe surface space and the
mapping of the 3D object space to 2D space germtdV map (Hu et al., 2010).
Basically, the parameterization is a function tats a 3D surface to be textured in one-
to-one correspondence with a 2D space. In a UV ea&h vertex of the polygonal mesh
gets assigned to 2D coordinates (u, v) that ddfime each part of the image will be
mapped. The process that generates these UV magdsoiscalled “unwrap”, since it
works as if the mesh were unfolded onto a 2D pl@hanks to the parameterization, it is
possible to texture-map the surface by coding §penformation in the parameter space
with an image.
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Figure 39. A mapping U puts a surface S of R3 ie-tmione correspondence with a sul§3et
of R2 called the (u, v) parameter space. The imv&rsf U is named a parameterization of S.
Source: (Lévy, 2001)

Since some mesh models, as the ones achievablellbgensor survey methods, are not
generated, — unlike NURBS - with natural parameation, Computer Graphics
researchers tried to provide an easy way to map somplex polygonal models on the
2D reference system (u,v). From the end of the tNiegthe field of entertainment
software for 3D modeling has been focused on prindugdvanced texturing techniques.
Some researches proposed at international confessemie Computer Graphics (Lévy,
2001; Piponi & Borshukov, 2000) focused on the peri@rization procedure and gave
interesting inputs to software developers for timplementation of new tools inside 3D
modeling applications. The fundamental issue tis¢séies faced was the need to find a
simplified and intuitive way to unwrap in a 2D st a complex 3D surface, in order to
use a 2D space for texture mapping. The intuitioa kind of digital “pelting” presented
in (Piponi & Borshukov, 2000) reached great poptyan the entertainment software
field. The pelting method consists in the idenéfion, by the operator, of a series of
consecutive edges belonging to the LP model andifgr a "connected tree”, that is a
chain of adjacent edges: along these geometritidlesra "cut” will be made to the mesh
model that allows its development in the 2D (ureference system. In practical, this
solution simulates what happens when the skin ofm@imal (pelting) is spread on a
plane: the cutting edges are used as the limitghioh a special algorithm is applied. In
the early years of the 21th century, the most itgmrsoftware companies working in
this field have implemented different tools for timéeractive parameterization of 3D
polygonal surfaces. An important issue in paranmdgon procedure is that complex
shapes cannot be unwrapped into the (u,v) refersyatem without applying distortions
and cuts and for this reason in the last ten yemmsy studies on parameterization have
been focused on the implementation of new moreoparhg and automatic algorithms,
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also considering that the parameterization pro@dsinot just limited to the texture
mapping operation, since it now allows other deti@hsfer processing which include
morphing, mesh completion, remeshing and surfattendi (L Cipriani, Fantini, &
Bertacchi, 2014).

Many studies aim to control two main aspects of plagameterization process: the
creation of a low number of island in the (u, vlasp and the maintenance of a
noteworthy balance between the area occupied hyidual polygons in space (x, vy, z)
and their homologous surface in (u, v), making tti#ractly proportional. To a Low-poly
mesh that approximates a specific number of polygonthe Hi-Poly mesh, should
correspond a UV map able to contain a sufficienniner of pixels in order to store
adequate geometrical information during the bakiragess. The UV map needs also that
the polygons do not overlap, otherwise it loses @myelation between the points of the
model and their corresponding developed on the sdame. In (Lévy, Petitjean, Ray, &
Maillot, 2002) an interesting research aimed atdifig a solution to surface
parameterization is presented. The aim of thisysigdto reduce texture errors along
boundaries, exploiting a uniform sampling in (usgace and properly and completely
using the parameter space (no waste of useful Qixét particular, the researchers
proved the need to reduce the number of cuts atongected trees of triangles edges in
order to reduce as much as possible the numbslaoids in (u,v) space.

Many software packages allow to automatically geteer sub-optimal UV
parameterization within the 3D acquisition and pssing pipeline but often the final
result may give rise to some misinterpretation.sTiypically happens to 3D surfaces
derived from automatic meshing processes, withessp a (u, v) parameterization
generated according user intervention, as in manud¢signed 3D models with
Computer Graphics (CG) functions (Guidi & Angheladd016).

Focusing on the Cultural Heritage field and itsatel documentation methods and
processing software, it is important to highlighatt the parameterization procedure —
crucial in 3D model texturing process — has alwagsn considered as a secondary topic,
up to the introduction of SfM techniques. In faogst of applications for point cloud and
mesh processing implements only automatic andmetactive parameterization, that in
most cases produces an un-controlled and un-editaldnber of islands in the (u,v)
parameter space (Merlo, Sdnchez Belenguer, &(4l3) (see 2.3.2).

Thanks to the implementation of SfM algorithms iptooto-modelling applications, the
problem of parameterization assumed a new and mmpertant role in Cultural Heritage
geometric modelling field. The main reason is du¢he uncontrolled quality achievable
by automatic parameterization solutions implemeimeicshost photo-modelling software:
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high detailed 3D models from SfM may have very pparameterization, that as a
consequence compromises their texturing quality.

Furthermore, the photogrammetric data acquisittep snay be influenced by lighting
conditions and shadows or overexposed areas cabpotcorrected if a bad
parameterization is realized, compromising so tlexture quality. A correct
parameterization is essential to achieve a higHitguaxture mapping but also for the
editing and optimization of highly portable, mulifpose 3D models, able to store and
disseminate information, through real-time interactpplications.

From this point of view, the geometric modeling gmams for entertainment are not
comparable to SFM processing software, since ther lereate reference systems (u, v) in
an automatic way without significant possibilityintervention by the operator.

Too many islands, in fact, make the model textureenlitable and so it is not possible to
operate any correction. For example, a column U\ may derive from a cylindrical
wrapping, but reverse modelling and SfM software aot able to automatically
recognize and produce such kind of parameterizaB&vl software creates a big amount
of islands (atlas), that broke the polygons coiitynin many small portions that the
operator is not able to recognize in an easy way lfis reason, the final texture is very
difficult to be later corrected in other softwaneck Photoshop, where the radiometric
quality can be improved. Furthermore, the 3D matiiving from an image matching
pipeline may present topological errors as dandigs, isolated polygons, overlapping
faces, holes, etc.

Figure 40. An example of UV creation in Blendemihich the user defines the cuts over the
surface marking Seams and then the unwrappinges¢ia¢ corresponding UV map.
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Figure 41. A) product of automatic parameterizat®nhautomatic parameterization of Low-
Poly mesh from retopology after semantic partiti®aurce: (L Cipriani et al., 2014)

Entertainment software, instead, offer a wide $ébals aimed at texture calculation and
application. For these reasons, software such a&sofig?hotoscan allows to export the
processed 3D models, in .OBJ or .PLY formats, ueree modelling software where it is
possible to correct possible topological errors #atér re-import them for the final
texturing phase, allowing to obtain UV maps witlitéequality.
Starting from this considerations, it is evidenatthn an optimization process it is
necessary to integrate different software, in otdeabtain high quality parameterization.

3.2.7 Retopology tools and quad-dominant mesh

The retopology technique allows the achievemeritooi Poly models in a different way

compared to automatic decimation. It consists imanual (or in some software

automatic) tracing of the High Poly mesh with a dpaagular mesh of lower density,

called "quad-dominant mesh". This process requiregilled and experienced operator
and may take long time.
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Figure 42. Above: base retopology example overaal hieelow: different topology from
triangular to quadrangular mesh. Source:
https://cloud.blender.org/p/blenderella/56040ectaD0a515ada6

The reason of making this kind or retopologized etsdre:

- In a triangles based mesh, the number of polygsrfsxed, while retopology tools

produce quad-dominant Low Poly models, that supib@rconversion into Catmull-Clark
SubDivision surface, which is a variable LoD mod#iat is usually considered a
prerogative of NURBS modelling application and mag interactively increased in
different output scales by adjusting the level @bdivision (Merlo, Sdnchez Belenguer,
et al., 2013);

- Both automatic and manual retopology approaclkeshbe applied to generate smart
quadrangular polygon loops following objects’ fotniaatures and their selection in
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entertainment applications is easier if compareth winstructured triangular meshes.
(Merlo, Sanchez Belenguer, et al., 2013).

When manually editing such mesh, the user musttapthg take under control the quality
of the quadrangular polygon, the regularity an@ sizits edges, in order to not generate
too sparse or too dense a mesh. The final quad esegtonstituted entirely of
quadrilaterals, represent important data structiresmputer graphic field and several
applications of modeling, simulation, rendering;. atorks better for quad meshes than
for triangulated ones (Tarini et al., 2010).

Figure 43. Left: High Poly model; right: correspamgl Low Poly model from retopology
realized with software Luxology Modo
Almost every entertainment software (Pilgway 3D CoRixelmachine Topogun,
Autodesk Mudbox, Pixologic Zbrush, Luxology Modo,leBder etc.) implements
efficient automatic or manual solutions and thismfoens the efforts of software
developers to improve this kind of re-meshing appho

3.2.8 SubDivision Surfaces and Displaced subDivisicGurfaces

SubDivsion (SubD) surfaces is a kind of surfacgindted using methodologies for the
modeling of assets borrowed from character animatithese methodology make a
surface a variable-detail model, in which the getoynef the mesh (and the number of
polygon) may be interactively increased or decréassting the level of subdivision
(Figure 44). These surfaces are generated appdyisighdivision process to a polygonal
mesh that forms a manifold, "Mto produce a new higher resolution mesh Whis

process is then iterated to form meshes M!,.. that better approximate the limiting
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mesh M. The subdivision scheme is defined in order torgni@e that under reasonable
conditions the limiting surface is smooth (PiponB&rshukov, 2000).

One of the most known subdivision schemes defirsngpoth surfaces is the one
introduced by Catmull and Clark (Catmull & ClarlQ7B) (mentioned in 3.2.5). It is the
most implemented in open-source and commercial @fware packages. As already
mentioned, this criterion is more effective withagedominant surfaces, that are not a
common in the field of remote sensing (Luca CigrifarfFantini, 2017). For this reason,
time consuming re-topology process is always necgd® create coarse quad-meshes
from triangles ones, suitable for the conversida dgisplaced subdivision surfaces.

Figure 44. The retopologized model, subdivisiorfae level 2, subdivision surface level 5.

A Displaced subDivision surface represents a sarfaodel that derives a high level of

detail from a scalar-valued displacement over actmeubdivided domain surface. The
implementation of a Level of Detail model, with ery low polygon count, and the detail

ensured by the displacement map allow to storkerfinal model detailed and decorative
elements without the need of a radical decimation.

Displaced subDivision models are often used irfitld of computer graphics, when it is

necessary to animate virtual character obtainedigpiyal sculpting or made by an artist

and then scanned (Adembri et al., 2012).

Compared to a high detailed surface model, a disgl&ubDivision Surfaces ensures a
number of advantages (Lee, Moreton, & Hoppe, 2000):

- geometry editing, animation, scalability and atlaprendering;
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- the domain surface is constituted by a contresimwhich is a simplified copy of the
original HP mesh;

- fine details are stored as a scalar-valued fandti a displacement map which is more
compact than traditional vector-valued geometry;

- the parameterization of the displaced surfaceorgyruent with the one of the smooth
domain surface and therefore it is not necessagxiicitly store it;

- the fine detail can be easily modified sincesiaiscalar field.

The main aspect of displaced subD is the capaliditycrease the geometric resolution
during the computation of the rendered image thaokihie displacement map, that re-
establish the detail of the high resolution modalgmbiri et al., 2012) (Figure 46).

In the field of Cultural Heritage these models pffeeat advantages, as compression of
morphologic detail, high portability and differemiitput scales.

The approach presented in (Lee et al., 2000) dsnsisa control mesh and a scalar field
that locally displaces the subdivided surface altsgormal.

The main steps are:

- Control mesh generation: a coarse and simplifiedel that traces the shape of the HP
model with a quadrangular topology (after retopgjog

- Smooth domain surface (SDS) computation: a LoDdehambtained converting the
Control mesh in SubDivision surface.

- Displacement map computation and projection:raage that stores a scalar field that
locally displaces the associated subdivision serédong its normal.

Figure 45. Control mesh, smooth domain surfacedismlaced subDivision surface. Source:
(Lee et al., 2000)
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Figure 46. Once converted in a displaced subdinisiarface, it is possible to interactively
increase and decrease the level of detail. Sodaembri 2012
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Chapter 4

Experimental section 1 - The image
processing applied to the case
studies

4.2 The case studies acquisition and processing

In the following paragraphs the photogrammetricuggition and processing steps of each
test case will be presented, highlighting the déifé camera parameters, the chosen
acquisition configuration and the processing sgstin
The acquisition phases have some parameters in corbut different techniques have
been used to scale and georeference the data.cfuesition of Lina and of the roman
bust was carried out in indoor space and to bettetrol the exposure time, influenced by
dim light, the camera was mounted on a stabledrgnad artificial lights have been also
used. Whereas, in the frieze case, just natutal figs been used.
Three different methods have been use to scalassign a reference system:
- In the Lina test case, the photogrammetric mods| been scaled using a laser
point cloud as reference;
- In the roman bust test case, several lengths hese imanually measured placing
some targets on the wall, since a total stationneasvailable;
- In the frieze test case, a specific micro geodeétwork has been previously
measured using GNSS techniques and then linkdtetfrieze measuring several
targets placed on its surface with a total station.
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These applications demonstrate how different ambres can be applied to pursue the
same aim, according to the available resourcdseaitquisition time.

4.2.1 The photogrammetric acquisition of Lina

The aim of the survey was to process a detailetitest model of the sculpture. The
photogrammetric acquisition was carried out inditke professional artist's studio. The
statue has been placed over a stool in the cehtirearoom and the camera has been
mounted on a stable tripod.

Regarding the illumination, the room was very dankl it has been considered necessary
to add to natural light also two artificial lightsjounted over a tripod and properly
oriented, in order to produce a quite homogeneltuination on the object, without
strong shades and reflections.

Unfortunately, it was not possible to rotate thgeot) so the acquisition has been made
moving around it.

The statue has been surveyed with a Canon EOS-Hbk IM(pixel size 4.24 um, sensor
size 24x36mm) equipped with a 24 mm focal lengfith whe focus locked. The imaging
acquisition distance was about 0.5 m all aroundathject assuming an image scale of
about 1:20 with a GSD of 0.1 mm/pixel. 75 imagegehaeen acquired at three different
heights all around the statue.

v/ /7 A\ W
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Figure 47. Visualization of the cameras positioniryithe acquisition.
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At the same time, a laser acquisition has beenwtead by means of the terrestrial
laser Faro Focus 3D, whose purpose has been aisouiale a reference system (the one
automatically set in the laser at the time of thguasition) in order to further scale the
photogrammetric model. To ensure this, severaktargave been placed on the walls and
objects around the sculpture, paying attentiorctjugie them in more images, in order to
further read their coordinates in the laser poiloud and then assign them in the
photogrammetric process.

4.2.2 The data processing of Lina

The acquired images have been processed by meahe &fM technique and image
matching algorithms in Photoscan.

Once imported in the software, all the images Haaen masked in order to remove the
walls and the objects behind the sculpture in @deutation that could produce noise in
the calculation process (with the exception oftdrgets).

The alignment phase has been processed with Hithgseand a sparse cloud composed
by 124.511 tie points has been calculated.

Figure 48. Example of a masked image in which @vgets used are visible.

The Dense cloud has been processed using Highgsettnd the Moderate depth filtering
for remove outliers, which brings results that arédbetween the Mild and Aggressive
approaches. The result is a dense cloud of 10,326foints. The mesh model has been
processed with High settings, the Arbitrary paranetuggested for modeling this kind
of object and the Mild depth filtering. A mesh mbad 2.022.311 faces has been
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created. The RMS, re-projection error is about 4.9ix and the final GSD is 0.134
mm/pix (Figure 49).

In order to scale the photogrammetric resultscalloeference system has been assigned
to the model, basing on the coordinates of thestargxtracted from the laser point cloud
(referred to the center of the instrument at theetof acquisition) (Table 2)

Label | X error (mm) | Y error (mm) | Z error (mm) | Total (mm)
1 -1.5335 -0.822835 -1.32132 2.18508

2 0.138029 225245 1.80127 2.88741

3 1.52609 -0.382 -1.32077 2.0541

4 -0.130583 -1.04769 0.840821 1.3497
Total | 1.0859 1.32233 1.36399 2.18819

Table 2. Visualization of the calculated errorshaf control points used for scaling the 3D
data.

Figure 49. Tie point, dense cloud, mesh model artlited mesh model.

The texturing step has been processed with theri@enapping mode, that tries to create
as uniform texture as possible, and the Averageerg¢ion parameter, that uses the
weighted average value of all pixels from indivitiphotos.

An interesting evaluation regards the UV maps thabmatically are generated during
the texture generation in the texture space. Afbleisn (Figure 50), the automatic

process generates a big amount of indiscrimindses,atlifficult to be recognized and

possibly modified. For this reason, the followingtimization process presented in the
next Section aims also on the generation of a noorgrolled UV map and resulting

texture, which would be more easily controlled aodrected from the radiometric point

of view in external software.
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Figure 50. Automatic UV map processed in Photoscan
4.2.3 The photogrammetric acquisition of the romarnoricate bust

The aim of the 3D survey was to process a textoredel of the busts as it is today and
the way it was before the addition of the ninetber@ntury restoration, which completed
the bust with the lower part of the legs, the aand the head. The photogrammetric
acquisition was carried out during the museum obpsiay. The bust is exposed in a big
hall of the museum, between two big windows, arehyl of natural light comes inside.
The statue is located over a pillar, so the headhes a height over two meters from the
ground. For this reason, it has been necessargeascaffolding for the acquisition of
the higher portions, moving it all around the objdauring the acquisition, the camera
has been mounted on a stable tripod.

Regarding the illumination, it was considered neagsto add to natural and artificial
illumination present in the museum, two artifidights mounted over a tripod in order to
produce a quite homogeneous illumination on theeabjwithout strong shades and
reflections.

One important issue that influenced the acquisioperation was the insufficient space
behind the statue, between the statue itself aedwdll. Unfortunately, it was not
possible to move the object from the pillar ordtate it, so it has been difficult to acquire
information on the backside of the sculpture. Ineotcases, it would be interesting and
efficient to use other acquisition systems, rangseld, such as a Freestyle Laser Faro,
since it is more applicable in narrow spaces hutprider to process a high detailed
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textured surfae high resolution images should be captured anyaray this strateg

would require more acquisition tim

The statue haBeen surveyed with a Canon E-1Ds Mark Il (pxel size 7.2um, sensor
size 24x36mm) (Figur&l) equipped with a 50 mm focal length with the focosked.

Theimaging acquisition distance was ab1 m all around the objeessumin an image

scale of about 20 with a GSD of 0.1 m/pixel.

r
]
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.

\

Figure51. The camera used and a moment of the acquisition.

In order to scale the data in the processing ptin this second test case a differ
procedure has been applidive targets have been placed on the wall behiedstatue
and have been measured with a measuring ta order to ensure the scalability, it f
been ensured their visibiliin more than three pictures.

Figure 52 An acquired image in which the targets used toestted model are visib
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About 120 images have been captured at 3 différeights all around the statue.

Figure 53. Visualization of the cameras positionmyithe acquisition.
4.2.4 The data processing of the roman statue

The acquired images have been processed by meahe &M technique and image
matching algorithms in Photoscan.

Once imported in the software, all the images Haeen masked in order to remove in the
calculation the wall behind the statue (with theeption of the targets) and the window
of its right that may produce noise and issuefénalignment phase.

Figure 54. An example of the masked image.
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The alignment phase has been processed with Hitthgseand a sparse cloud composed
by 4784 tie points has been calculated.

The Dense cloud has been processed using Highgsetind the Mild depth filtering for
remove outliers, which is recommended for objedreas that contain small details. The
result is a dense cloud of 12.289.3230f points.

The mesh model has been processed with High settithge Arbitrary parameter,
suggested for modeling this kind of object andNtilel depth filtering. A mesh model of
2.457.864 faces has been created. The RMS, reparjerror is 0.692 pix and the final
model as a mean GSD of 0.253 mm/pix.

Figure 55. The sparse cloud with tie points ex&dgcthe dense cloud and the final 3D model
viewed as smoothed mesh

In order to scale the photogrammetric resultscalloeference system has been assigned
to the model, basing on the targets measured iadheisition phase.
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Figure 56. In order to scale the model, the distarmetween the targets have been measured
and then used as scale bars in Photoscan

Label | Distance (m) | Error (m)

3.2 0.509538 -0.000461509
3_4 0.555829 -0.000170887
4.5 0.424777 0.000776754
Total 0.000530892

Table 3. Visualization of the errors of the scadestused for scaling the 3D data

The texturing step has been processed testing iffieyetht mapping mode: the default
Generic mapping mode, that tries to create as mumifeexture as possible, and the
Spherical one, which is more indicated for balklibject.

In both case the Average generation parameteruded the weighted average value of
all pixels from individual photos, is used.

Also in this case the UV maps of the diffuse caéorture have been checked for both the
texturing modes. In both cases, the process gesesatig amount of indiscriminate atlas,
difficult to be recognize. In the first Generic npapg it is impossible to recognize any
part of the model, whereas, in the second one,gfdte decorated armor is visible but
the remaining atlas are confused as well.

In the following optimization paragraph, a new usentrolled UV map will be generated
and described, showing how the resulting textureulvdbe easily controlled and
corrected from the radiometric point of view inextal software.
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Figure 57. UV maps extracted after the texture rimappAbove: UV map derived from the

; below: UV map derived from$pherical mode.

Generic mapping mode

, the texturecpssed with the generic mode

Comparing the final textured model

offers a greater visual quality,

as visible in (iig 58).
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Figure 58. Comparison between the texture madeyeneric mode (above) and the texture
obtained with the spherical setting.

4.2.5 The photogrammetric acquisition of the friezeof the
Augustus arch

A multi-sensor complete survey campaign was peréoirm 2013 by Politecnico di
Torino with 5x1000 funds and by some local autlesitthe Piedmont Region, City of
Susa, local cultural associations). The photogrammeurvey of the arch has been
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focused on its friezes portions and has been szhliwth the help of a lift truck (Figure
59). A calibrated photogrammetric Canon EOS 5D Marlwith a 24 mm focal lens has
been used, ensuring an overlapping of 80-90% betveegacent images. At the same
time, several targets (GCPs) have been placed efrikze and measured with a total
station from a specific micro geodetic network (iwesly measured using GNSS
techniques) (Figure 59). 49 images have been @patra distance of about 1.5 m with a
final GSD of 1.9 mm.

Figure 59. Above: the acquisition step; below:tdrgets placed on the surface have been
measured by a total station and referred to a gletherence system.
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4.2.6 The data processing of the frieze of the Augtus arch

The alignment step extracted 229.195 tie pointsaadense cloud of 12.488.000 has been
then generated. The reprojection errors is of Ofb%5

The model has been scaled and georeferenced impantid assigning the coordinate of
the measured targets (Table 4).

Label | X error (mm) | Y error (mm) | Z error (mm) | Total (mm) | Image (pix)
2] 0.254105 -0.32913 0.575339 0.709867 |1.541(8)
10 -0.383959 -1.00861 0.769774 1.32562 0.882 (23)
11 -1.03537 00826666 |1.21566 1.59896 0.721 (21)
12 -1.00631 0416914 0.0308051 | 1.08969 0.504 (19)
13 -0.747074 00259204 | 0.565025 0.937041 | 0.581 (36)
14 -0.182564 0.784707 0136686 | 0817177 |0.844 (25)
15 0.0789931 0581132 -0.495046 | 0.767479 |0.391(33)

16 1.50742 -0.703281 -0.741808 1.82132 0.816 (22)
W 0.691617 1.35201 0.0729961 1.52039 1.110(27)
18 0.776789 0612021 -0.0615989 | 0.99084 0.435 (25)
20 1.23072 -0.969331 -0.947042 1.83062 0.538 (17)
21 -0.628041 -0.413055 1.01686 1.26454 0481 (10)
22 -1.1591 -0.899896 0.731523 1.63965 0.537 (12)

23 -0.24867 0441325 -0.974687 1.09846 0.413 (25)
24 0.851438 00265963 |-1.62112 1.83131 0.447 (19)
Total | 0.828163 0.686685 0.799534 1.34038 0.703

Table 4. Control points errors propagation

A mesh model of 1.236.503 faces has been then gfedesetting the High quality
command (Figure 60).

Figure 60. Left: dense cloud; right: mesh model

The texture has been processed with@ngophotomapping mode and thverage
Blending mode. The orthophoto of both the sidetheffrieze have been extracted with a
0.001 m pixel size.
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Figure 61. Above: mesh model; middle-below: orthatptof the north and south side.
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Chapter 5

Experimental section 2 - 3D model
optimization of the case studies

In the following paragraphs, different optimizatiprocess applied to the surveyed test
cases are presented. The main aim has been tdepdnard reduction of the HP models
testing different remeshing techniques, as the almoentioned tools of game engine and
entertainment, in order to define the potentiaitid the final optimized models in terms

of visual quality and accuracy of the extractabkn information.

5.1 The optimization pipeline

In order to define the main operations applied e tnodels, a scheme of the
optimization workflow has been outlined.

In particular, the proposed optimization pipelifi@ljle 5, Figure 62) follows two
possible strategies which could respond to diffeaéms, as highlighted in the following
paragraphs, but with the common goal of reducirgfille size while maintaining a high
level of detail:

- HP model hard decimation and baking and projectdra Normal Map- The
final optimized model looses the original geomeitridetail but it visually looks
like the HP;

- Re-topology of the HP model with a quad-dominantsimeand following
computation and projection of a Displacement Magprdte retopologized model
before subdivided with Catmull and Clark functiofihe final optimized model
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offers the same geometrical detail of the origiH® thanks to the computed
displacement map.

In both cases a new diffuse color map has been at@ma@ccording to the new user—
defined UV map and projected on the optimized model

Displaced SubDivision
LP model + NM
surface
High scale model Suitable Suitable
Low scale model Suitable Suitable
Object with tiny details Less suitable for not expert
and small decorative Suitable users as the retopology
elements process is more difficult
, Suitable and the
Planar surfaces (as Suitable and the L
. L parameterization and
terrain models from parameterization process
, retopology process are
aerial surveys) eased
eased
Type of acquisition sensor Independent Independent
Final geometric resolution Low High
Final radiometric . .
_ High High
resolution
Final file sizes involved Very low Low
Measurable No Yes
Details recognizability Good High
Visualization purposes . .
P ) P ) Suitable Suitable
(AR and VR applications)
Structural/static ) )
_ Not Suitable Suitable
evaluations
Sections profiles Low accuracy in detailed _
. . High accuracy
extraction geometries

Table 5. Decision support system of the tested ogetlogies
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GENERAL OPTIMIZATION WORKFLOW

HP MODEL
DECIMATION MANUAL RETOPOLOGY
Quadric edge collapse | LPMODEL ——|  Quad-dominant mesh
NEW UV MAP OF LP MODEL NEW UV MAP OF LP MODEL
BAKING SUBDIVISON SURFACE
NORMAL MAP CALCULATION MODIFIER
TEXTURE - NORMAL MAP BAKING
DISPALCEMENT MAFP CALCULATION
TEXTURE - DISPLACEMENT MAP
DIFFUSE COLOR
MAP

IMPORT LP MODEL PARAMETRIZED IN PHOTOSCAN

NEW DIFFUSE COLOR TEXTURE CALCULATION KEEPING UVs

DIFFUSE COLOR TEXTURE APPLICATION IN BLENDER

Figure 62 The proposed workflow for the HP model optimiaa

The three test cases have been processed acctwdhis pipeline but aglying different
possible parameters, hashowed in (Table 6.), also consideringthe different
characteristics of their shapeLina has no decorative elements and tiny detailsresdr
the roman bust and the fric have bas-relief which have to becognizabl also in the
optimized models.
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In particular, some differences have been appfidgtie decimation process. The more the
decimation is heavy, the less the detail will beogmizable and so a Normal map is
advisable.

For Lina test case, an indiscriminate hard decimnakias been applied to its smoothed
surface and three different software (Blender, XNalrand Photoshop) have been tested
to produce three different Normal maps, which hagen then compared through some
raster analysis tools implemented in QGIS. The Rolmast has been decimated testing
three possible ways, comparing different decimatewels that may be interesting for
different purposes. The frieze of the roman arch been indiscriminately decimated in
order to further project the Blender Normal map.

The second pipeline which foresees the generatica displaced subdivision surface,
after a manual retopology process, follows the sares for each test case.

In each step of the process, it has been impaagtaluate the quality of the output data
in comparison to the original detailed model ad aglthe file size of the final optimized
model. For this reason, in each test case, the adehhas been geometrically compared
to the original HP one in order to define the ramajediscards, evaluating also a
comparison between several 3D polylines extracterh fthe optimized model and the
original HP one. Furthermore, the size of eachdileduced has been taken into account
and compared.

Final evaluation concerns the possibility to extrapecific and punctual information

from the optimized model and are presented innb&t Chapter 6. In order to detect the
quality of the information extractable from thediroptimized model some algorithms of
edge detection have been applied to the edited Imofi¢he bust and of the frieze (Lina
presents a too smoothed surface for this kindstj.te

LINA

ROMAN BUST

FRIEZE

Smoothed surface

Detailed surface

Detailed surface

SURFACE TYPE No decorative with decorative with decorative
elements elements elements
Mesh editing Mesh editing Mesh editing
MESH EDITING topological errors | topological errors | topological errors
removal removal removal
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HP indiscriminate HP decimation HP indiscriminate
decimation 3 decimation levels decimation
3 MESHLAB MESHLAB MESHLAB
)
g New New New
> parameterization | parameterization | parameterization
5 & UV map & UV map & UV map
© | DECIMATION
= NORMAL MAP NORMAL MAP NORMAL MAP
,i: + computation, computed in computed in
'-'DJ comparison Blender Blender
o NORMAL MAP between:
8 - Blender
g - XNormal
g - Photoshop
=
8 Normal maps
O] comparison
QGIS
y Manual Manual Manual
= Retopology Retopology Retopology
E (only a portion)
a New param. & UV | New param. & UV New param. & UV
< map map ma
O DISPLACED P
m . . . . . .
| R | i | L, | swous
% surface modifier
w
0 DISPL,'\A/ICAIEDM ENT DISPLQCAEMENT DISPLACEMENT
o
| computed in computed in MAP .
uxJ Blender Blender computed in
Blender
Edge detection Edge detection
FURTHER No edge detection|  algorithms on algorithms on
CONSIDERATIONS due to the extracted extracted
Evaluation of extractable | smoothness of the| orthographic views| orthographic views
information surface Comparison with | Comparison with
HP model HP model

Table 6.The Pipeline applied to the test cases.

The employed software

To operate all of the mentioned and others passagesented in the following
paragraphs, many software are available. In thesishin particular the employed
software are: 3D Reshaper and MeshLab, for the radidimg and decimation step, and
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Blender for the remeshing procedure and the gdoaraf normal and displacement
maps (Photoshop and XNormal have been also tested.il).
PhotoScan tends to produce 3D models with exceggoenetry resolution, so mesh
decimation is usually a desirable step after gepn@mputation. Photoscan itself offers
several mesh editing tools that can be applietléariesh model processed:

- Decimation tool;

- Close Holes tool;

- Automatic filtering based on specified criterion;

- Manual polygon removal;

- Fixing mesh topology.
The decimation tool automatically decimates theygah count according to the user
settings. In this operation, it is necessary to aiégntion that the mesh does not become
too smoothed, losing too many details. The Closésitool allows to automatically
close the holes present in the mesh but is noilgeds set a maximum dimension of the
hole so the software closes each hole that it mé@éts Polygon filtering on specified
criterion can be used since in some cases recotefrmesh may contain small isolated
polygons fragments not belonging to the objechtdrest.
More complex and sophisticated editing tools canfdend in external 3D editing
software. Indeed, PhotoScan allows to export mesh then import it back for this
purpose.

3D Reshaper (https://www.3dreshaper.com) is a petapy software dedicated to the
point cloud processing that offers many tools foinpcloud editing and mesh generation
(texturing, 3D inspection, polylines, CAD surfacet;). In particular, in this thesis, it has
been employed for the point cloud cleaning and mgsheration and editing. Once
imported in the program, a point cloud can berfiteaccording to the user needs and the
noise that may affect the data can be removed/estduthe mesh processing offers
different interpolation approaches. In the tesesasf this thesis, all the mesh has been
generated using a triangulation in two steps: efitst one the desired mean dimension
of the triangles has to be set and in a secondtiseemax deviation error from the point
cloud is fixed, in order to refine the output.

MeshLab (Cignoni et al., 2008) is an open souroédesigned for the visualization and
processing of 3D models. It represents a mesh viepglication, in which a 3D object,

stored in various kinds of formats, can be loaded iateractively navigated in an easy
way. It is oriented to the management and processinigrge, unstructured triangular

meshes and point clouds providing a set of toofsni@asuring, checking, cleaning,
healing, inspecting, rendering and converting 33imas.
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For mesh editing, the user can apply a wide suitdioéct parametric filters, that
automatically process tasks like smoothing, re-imgstor decimation, by means of
interactive tools. The most useful operations are:

- Interactive user-oriented selection and deletismoothing and coloring of mesh
portions. Even for large models;

- Input/output in many formats;

- Mesh Cleaning Filters: — removal of duplicatedyaierenced vertices, null or non-
manifold faces, small isolated components, cohamenmnal unification and flipping and
automatic holes filling;

- Remeshing filters: — High quality edge collapsepification (also with the possibility
to preserve texture coordinates), Subdivision seda(loop and butterfly), Feature
preserving smoothing and fairing filters;

- Various Colorization/Inspection filters — Gaussand mean curvature — Border edges,
geodesic distance, from borders — Non two-manifelibes and vertices — Self
intersecting faces — Ambient Occlusion that cacdraputed and stored per vertex;

- Measuring tools;

- A slicing tool that allows to export planar sects of a mesh in SVG format;

- 3D Scanning tools — Alignment: ICP based range negistration tool. — Merging of
multiple meshes - the Poisson surface reconstructio

- OpenGL Shader based rendering and large rendefivery large images.

For the following 3D models decimation, MeshLab hasn chosen since it offers a very
performing decimation algorithms (quadric edge ayjmdke algorithm). In fact, also
3DReshaper and Blender provide decimation toolsttoge implemented in MeshLab
demonstrated to offer better results, comparingréaslable details on the LP models
generated, with same number of polygons and sdesife.

For the Quadric Edge Collapse Decimation, it isessary to set the number of faces to
be maintained or the percentage of reduction. Tiadity Threshold tool requires to enter
a value between 0 and 1. 0 accept any kind of fiaggenalties), 0.5 penalize faces with
quality < 0.5, proportionally to their shape"; thigther the value the harder MeshLab
tries to stick to your original model's shape.

The further optimization procedure has been feffillin Blender. Blender is an open
source 3D creation suite that supports the entirety the 3D pipeline from
modelling, rigging, animation, simulation, rendeyitompositing and motion tracking up
to video editing and game creation. Blender oftdifeerent remeshing tools and it has
been used in particular for the retopology procksshe generation of new UV maps for
each LP model and for the texture maps computatahprojection.
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Once realized a LP mesh (through a decimation oetepology approach) the
unwrapping process allows to generate a new UV asgociated, more rational and
functional, if compared to those automatically geted in Photoscan which have an
uncontrolled number of atlas. In fact, thanks tis tiew parameterization, each texture
map generated on this UV structure can be mordyaasdified, if necessary, in others
software. This is interesting, for example, hargllindiffuse color map that presents bad
shadows or radiometric errors. In this way, it tsgible to import the image in external
software to more easily correct the radiometrioiinfation and the aberrations, since
each part of the object is more easily recognizabbe most simple 3D models, Blender
has an automatic set of unwrapping algorithms yioat can easily apply, although for
more complex 3D models, regular Cubic, CylindrimaBpherical mapping, is usually not
sufficient. In these cases, it is advisable thatuker mark himself the seams over the LP
mesh where to unwrap the model or to use the astosraart UV projectool.

Furthermore, Blender allows also to modify the cinee of the UV map itself, when
necessary. After the unwrap, it is possible torageathe UV map into something that can
be more logically textured or painted. The mairtisdioperations are:

- Stitch some pieces (UV maps) back together.

- Minimize wasted space in the image.

- Enlarge the faces where you want more detail.

- Re-size/enlarge the faces that are stretched.

- Shrink the faces that are too grainy and havertooh detail.

With a minimum of dead space, the most pixels addxicated to giving the maximum
detail and fineness to the UV texture.

With specific regard to the texture mapping genenatmany software are today
available to process and generate any kind of textnaps. Depending on which
application is used, they can differ from each othé-or the test cases, Blender has been
used, since it offers a quite easy pipeline forlihking process and very good results at
the rendering stage, and both normal and displacemaps have been generated in this
software. The main steps involved in making anachgisi Normal or Displacement Map
are:

- In a layer, import a HP model.

- In another layer, import a LP model.

- Bake the Normal or the Displacement map, acogrdo the UV map generated and
setting the dimension of the new image.
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Other software for the generation of texture magpéme available, for example the
widely used Photoshop or the open-source XNormatsich have been tested and
compared in 5.1.1.

In Photoshop, for example, the way to create buntbreormal maps is very easy, but it
differs from the process used in Blender, sincdogs not require the baking process
among the HP and LP model, but it calculates theganmapping just applying some
filters on a single 2D image texture.

From the 3D filter menu, it is possible to choosegenerate Bump Maps and this will
bring up the Generate Bump Map dialog box whichwshan interactive 3D preview,
with controls on how to generate the grayscale arthgt will make up the Bump map.
When Bump Maps are not enough accurate and inicextayles they do not look very
realistic, it is possible to generate Normal Mapthwa bit different approach. It is also
possible to download a NVIDIA Texture Tool plugiorfthe Normal Map generation in
Photoshop. It creates normal maps from grayscaggthmaps with powerful 3D preview
and a variety of filtering options.

XNormal is another free tool to bake texture mapzremsimilar to the Blender 3D
approach, baking Low Polygons models with High Bols ones. What it is essential in
XNormal is to generate LP mesh as a CAGE mesh, hwhittirely contains all the
polygons of the HP one; it is an essential conditim compute any texture map. Some
comparisons between this three software will besgmeed in the experimental section.
(see 5.1.1).

The projection of the computed texture maps has beaized in Blender.

The Normal maps have been projected through the eddor that allows to combine
more images on the same model. Whereas, in ordemject the displacement map on
the retopo model it is necessary to apply@splacemodifier linking the new calculated
displacement map. This modifier displaces vertiness mesh basing on the intensity of a
texture. The displacement can be along a partitotal axis, along the vertex normal, or
the separate RGB components of the texture carsdx to displace vertices in the local
X, Y and Z directions simultaneously (sometime&mefd to ad/ector Displacemetin
the test cases presented, chose direction is thedlldirection.

5.1.1 Lina’s 3D model optimization

The image matching pipeline allowed to processrg "etailed 3D model, textured
with the images used for its generation. Howeveenethough the parameters for the
mesh processing were set to very high and withatltematic interpolation disabled, the
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mesh presents some topological errors, as vigib(Eigure 63), so it has been decided to
further edit the model in 3DReshaper.

Mesh editing

The generated dense point cloud has been impart8®Reshaper and modeled. A
new mesh of 2 mm of resolution has been genersétiing a refinement with a deviation
error of 1 mm (Figure 63). In comparison to the geaerated by Photoscan, the new
mesh provide a high level of detail without topotad errors and in a smaller file size
(see Table 7.). The final mesh has been importddextured in Photoscan and, checking
the mesh statistics, it is possible to notice timtopological errors are found anymore
(Figure 63).
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B Mesh Statistics

Property Value
Free vertices
Similar vertices
Duplicate faces
Zero faces
Degenerated faces

&

Open edges

oo woooOoo

Multiple edges
Flipped normals
Connected components 1

Figure 63. Left: HP model processed in Photosdght:rHP model processed in

3DReshaper. Below: mesh statistics of Photoscaliegijo the new edited mesh, the command

Fix Topology is disabled since no more topologeabrs affect the mesh.

N. Points _ N. N. md_ependent N. of holes or KB .obj file
Triangles pieces free contours
Mesh PS |1.082.869| 2.022.311 4.926 9.759 147.32
Mesh 3DR | 186.592 372.854 1 2 17.794

Table 7. Comparison between the HP mesh genemateddtoscan and 3DReshaper
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Optimization with LP model and Normal maps

Once generated a HP lacking of topological errtrs, first optimization process
started with its decimation, generating a Low Pailgdel on which further project the
details of the High Poly one, by means of a Noriiap computed in the baking process.

To do this, initially, the HP model has been impdrin MeshLab. Several cleaning
and repairing automatic filters have been appliedughout the model before the
decimation:

Remove duplicate faces;

Remove duplicate vertices;

Remove faces from non-manifold edges;
Remove isolated pieces.

Subsequently the decimation has been run with thad€c Edge collapse decimation
algorithm and a mesh constituted by only 3000 féeessbeen generated. Since the model
has a uniform level of detail and does not presenticularly decorated portions, a
uniform decimation throughout the model has beefopaed.

Figure 64. HP model and decimated LP model (3008sa
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A comparison between the HP model and the LP osesisable in (Figure 65),
shows a very low deviation error throughout the atpchostly ranging from -0.001 m
and + 0.001 m, which is a very good result of teeimhation process. Also extracting
some 3D polylines from both the models, it is polgsio notice that the discards are very
low (max neg. value: -0.002, max pos. value: +0)@@igure 66). Obviously, compared
to the following roman bust and frieze case stydigsa has far less details and therefore
it is possible to operate a more aggressive anddridhinate decimation, without the risk
to lose too many details.

+0%
+0.003

+1.0141%
+0.00225

+0.0728%

+0.0015

+0401%

-0.00225

+0.025%

Figure 65. Comparison between the HP model andPhene. It is possible to notice that the
90% of the points of the LP have a displace betw&k001m and -0.001 m, which is a very low
value.
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+0%

+0.0012
+0.26% 1
+0.00109,
+0.391%

-0.000723
+16.9%

N. of points

HP polyline | 1207

LP polyline | 117
Figure 66. Comparison between section profilesaex¢d from the HP and LP models.
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Once processed the LP model, the object has begorted in Blender in order to
compute a controlled UV map and to process anapraj Normal Map able to reproduce
the high detail of the original HP mesh. Since Bscan did not produce a satisfying UV
map, as shown in paragraph 4.2.2 (Figure 50), aorewhas been computed in Blender
after having manually marked the seams in whichacut project the model. The seams
manually identified, in fact, guide the unwrappjpr@cess.Once manually marked the cut
profiles, it is possible to automatically genertéite new UV map, unwrapping the so
defined mesh that presents a better quality in geaih number of "atlas" and their
distinctiveness (Figure 67).

Figure 67. Marked seams (in red) and new UV mappded

The following step of the optimization consistedtie generation of the Normal Map,
that has to be generated baking the Normal veoton higher resolution geometry (HP
model) and storing it as a RGB value accordingriée defined UV map. In this case
study, three different NM have been created testimge different software: Blender,

XNormal and Photoshop, in order to make some coisyas.

XNormal, already mentioned in previous paragrajhable to bake texture maps similar
to the Blender 3D approach, baking Low Polygons ef®dvith High Polygons ones.

The interface is very easy to use, it is necestaimport the HP model and the LP one
choosing then some settings for the automatic @éioer of texture maps as Normal,
Bump and Displacement Maps (Figure 68).
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Diefault bucket rendersr g

Figure 68 XNormal interface to edit texture m: The user chooses principally the siz¢
the output image and the type of map.

Figure 69. LeftNormal map generated in XNorr; right: Normal map generated in Blend

In both the imags, the dimensions are set 2048*2048 pixels.
Photoshop, as well, has some [in that allows to create Normal Maps, s as the
Nvidia filter (Figure 70. It differs from the others two software sincee thutput is
calculated basing only on the texture image rattam on the geometries of a HP and
models. For this reason, thesult is rathedifferent from Blender and XNormal and t
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reflection of the light over the surface is caltethonly basing on the pixel value of 1
texture image.

Figure70. Normal map generated in Photoshop

It is well visible alsao the naked eye the differer between the so generated images.
in order to evaluate the rest with a moreobjective method, such images have t
imported in the software QGIS, trying to analysenthwith some raster analysis toc
The Pluglnprofile tool allows to extract the radiometric frequency forreaolor band ir
specific profile sections defined by the user. Tiree normal maps generated have t
in this way analysedAs it is possible to see iFigure 73, the Blue band has the high
value, defined by the type of ime itself. Whereas the red and gremamve muc lower
frequencies. In the normal map generated in Bletitered and green bands have g
discontinuities where the geotry of the model changes, in proximity of protrusicanc
indentations (Figure 7labove. Whereas in the normal mgenerated in Phoshop, the
frequencies of the red and green bands are dordibgtéhe materiediscontinuities, the
for its nature are thickemnd more tigt (Figure 71, below).

114



2490
n
180
150
149
120
100

T W
P | X 248,038 |
0 100 200 300 400
v v v v

86,16

maximum

i

98,07 |5

Figure 71. Graphs of the radiometric frequencigdiag to the Blender (above) and

Photoshop (below) normal maps, calculated on theseetions.
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The same calculation has been applied to comparBlénder and XNormal normal
maps. In this case, the graphs show a quite sifndhaviour in each of the three bands
and so the images can be almost indifferently (Bigire 72).

267,59 %

maximum

‘minimum

%62 |5

maximum

Figure 72. Graphs of the radiometric frequencigdiag to the Blender (above) and XNormal
(below) normal maps, calculated on the red sections
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Once projected on the LP model, the different nbmmeps produce a quite different
rendering output. As visible in (Figure 73) the ®del with the Photoshop NM applied
shows some irregularities on the surface derivinghfthe material grain but it offers less

information about the geometry and shape of theahaghich are the desired details
aimed in this test.

Figure 73. Visualization of the Photoshop Normapraad its projection over the LP model.
The so generated mesh is more detailed but offé@smation only about the material texture
lacking the geometric detail.
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Starting from these considerations, it seemed tanbee appropriate to use the
Blender approach rather than the Photoshop ones pumposed to the geometry quality
aspect.

The Blender Normal map, once projected over tharidelel, allows to render the
high level of detail of the original HP mesh reponhg accurately its geometry (Figure
74 - Figure 75).

Figure 74. Left: LP model with Blender NM applie@jht above: LP model; right below:
original HP mesh.
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Thereafter a visual comparison has been realizégdelea the HP model and the
processed LP model with NM. As it is visible in dkre 75), the optimized LP model
offers a level of detail comparable to the HP mdué| zooming on its boundaries, it is
possible to notice that the model presents a raugiwéace due to the greater dimension
of the triangles. For these reasons, this typepbirozation allows to represent a high
level of detail for a simple visualization but doest ensure the possibility to extract
detailed geometric information, for example, ifist necessary to vectorialize specific
profiles or a traditional 2D drawing of the object.
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Figure 75. Visual comparison of a render of theratitlel (left) and a render of the LP model
with NM applied (right). Below: on a zoom it is [®ilsle to notice that the LP model with normal
map applied (right) has a more smoothed contourtaltiee greater size of the triangles.

Since the so processed model still lack the radioemiaformation, furthermore, the
re-parametrized LP model has been imported in Boatoin order to compute a new
diffuse color map, selecting th&éep UVS texture generation mode (according to the
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new UV map generated in Blender) (Figure 76). is thay, Photoscan computes a new
texture map according to the same UVs that areceged to the LP model, making
possible to import this image in Blender and projeith the same UV coordinates to the
optimized model. This processing allows to prodaceew diffuse color texture with a
controlled number of atlas which can be easiergeieed by the user and, if necessary,
easily modified in order to improve the radiometyiality of the final representation.

Figure 76. Left: automatically generated diffuséoconap; right: new diffuse color map
keeping the UV map edited in Blender.

In Blender, in order to project more than one imagea model, the render nodes editing
tools have been used (Figure 77). In this way fidssible to combine more textures, as
color diffuse map and normal maps, defining whateat they have to control (color or
normals). Themage texturenode has been inserted twice, in order to impoth lthe
diffuse color and the normal map. Then the diffosler map has been directly linked to
the Diffuse BSDHBiIdirectional Scattering Distribution Functionyahe, which is used to
add Lambertian and Oren-Nayar diffuse reflectiarg a particular to th&olor input,
that control the color of the surface, or physicalbeaking, the probability that light is
reflected or transmitted for each wavelength. Wagtbe Normal map has been linked to
the Normal Mapnode, which controls the normal quality outputy émen to theNormal
input of the Diffuse BSDMode, which is used for shading the model. Lashly
Diffuse BSDFode is linked to th8urfaceinput of thematerial Outpuinhode.
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Figure 77. Node editor of Cycles Render. It is fllego notice both image textures (color
diffuse and NM) that have been projected over thariodel as color and normal information for
the rendering stage.

The detail offered by the projection of the caltedhNormal map can be also evaluated
comparing the so optimized model with the sameutext LP but without the Normal
map applied. Even though Lina does not have mamyngtical details, the shadows
projected by the Normal map allow neverthelessdtieb appreciate the shapes of the
sculpture (see Figure 78).
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Figure 78 Comparison between the LP with diffuse color raagd without the Normal me
(left) and the LP with diffuse color map and normap appliec(right).

A final interesting evaluation concerns the detertiomaand comparison of tifile size
of the sooptimized model in comparison to those of the magyHP mes, as reported i
(Table 8 - Table 9).
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N. vertices N. of faces KB file % Fa<_:es % KB
reduction reduction
Original HP mesh | 186.592 372.854 17.794 - -
LP mesh 1.514 3000 231 -99,2% -98,7%

Table 8. Report of the faces and KB reduction ftbemmHP model to the LP one.

KB file
Original HP mesh 17.794
LP mesh 231
Normal Map 829
Diffuse color map 292

Table 9. Report of the file sizes involved in thimization process

The tested optimization process allows to signifisareduce the file sizes involved,
so facilitating the data managing and sharing aisldspect fulfils the aims of this test.
However, it is important to reaffirm that the finaP model has some limits if the user
needs to extract punctual information on some ketai

Optimization with Displaced subdivision surface

The second test applied to the model aimed at rbx&tion of a Displaced SubDivision

Surface in order to define the potentialities akal displacement applied to the vertices
of a subdivide surface. As explained in 3.2.6, kimgl of model foresees the computation
of a displacement map and a retopologized quad+thmhi mesh that supports the
conversion in subdivision surface of Catmull& Clark

The manually performed re-topology process requinash attention in order to build a
guadrangular mesh without topological errors teabvers the HP model (Figure 79).
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Simple

~" Subdivide Uvs

Figure 79. Retopologized model and retopologizedehwith subdivision surface modifier
applied (Level 6).
The so retopologized model, compared to the HP shews higher discards than the
previous decimation process, even though theyimnigetl by the fact that the surface is
quite smoothed (Figure 80). The majority of therd%® stays in a range between -0.001
and +0.001 mm but extracting a sample of sectiafilprthe deviation has maximum
positive discard of +0.005 and maximum negativeatis of -0.008 mm.
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N. of points

HP polyline 1207

Retopologized model polyline| 89

Figure 80. Deviation errors between the HP moddltaa retopolgized one and profile
sections extracted with corresponding number afitgoi
Subsequently the subdivision surface modifier ah@@él & Clark has been applied to the
retopo model in order to generate different LoDd arsmoother surface (Figure 79).
A new UV map has been computed and the displacemapthas been generated baking
the displacement between the HP and the new suledivietopologized model, setting a
dimension of the final image of 2048*2048 pixelgy(fe 81).
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Figure 81 Left: calculated dispcement map; righprojection and generation of t
displaced subdivision surfe; below: Displace modifier.

In order to project the displacement map on thep@imodel it is necessary to ap
the Displacemodifier linking thenew calculated displacement mafter the calculation
it is possible to see the result in rendermode. The final optimized model offers a gt
level of detail since its vertices are displacecbading to the Displacement map appli
unlike the Normal Map which only simulis the detail (Figure 82).
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Figure 82. Left: HP model; right: displaced subsiion surface.

Also in this case the final displaced subdivisianface has been exported and
compared to the original HP model (Figure 83). Tdpsration showed that the discards
are around 0,000 mm and the optimized model offgesat accuracy. Therefore, this
optimization approach allows to produce more faitkifata also from the geometric point
of view. From these kinds of models, it is posstidlextract measures or other punctual
analysis. In particular, their multi-scale natute®s) makes them suitable for many
purposes.
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Displaced SubDivision Surface polyling 1389

Figure 83. Deviation error between the HP modelthedisplaced subdivision surface and
comparison of the extracted polylines. The discarésmostly around 0.000 m.

A new diffuse color map has been also generatedritimg the raw retopologized
model in Photoscan (Figure 84), according its U\ppand then it has been projected on
the Displaced SubDisivion surface
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Figure 84 New diffuse color map calculated keeping the Uthe reparametrize
retopologized model.

Figure 85 Original HP mesh and textured displaced subdiwvisiurface

The final textured model visually communicates shen level of information as th
HP one and stores also the same geometrical ¢
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The final file size of the optimized model in comigan to the original HP mesh are
reported in (Table 10 - Table 11). The retopologingodel has a very small number of
vertices and faces, in comparison to the HP onaniaxtremely compact file size, which
is awesome. However, the subdivision surface medlifdepending on the level of

subdivision, increases the polygon count, so ittrbesadequately controlled.

N. vertices N. of faces KB file % Faqes % KB
reduction reduction
Original HP mesh 186.592 372.854 17.794 - -
Retopo mesh 1.057 963 122 -99,7% -99,3%

Table 10. Report of the faces and KB reduction ftbenHP model to the LP one.

KB file

Original HP mesh 17.794
Retopo mesh 122

Displacement Map 1.885
Diffuse color map 376

Table 11. Report of the file sizes involved in tpimization process

5.1.2 Roman loricate bust 3D model optimization

The image matching pipeline allowed to processtailee 3D model, textured with the
images used for its generation. However, even thailg parameters for the mesh
processing were set to very high and with the aatmmnterpolation disabled, the mesh
presented a bad topology especially in the armthadneck part as visible in (Figure
86).For these reasons, some editing tools have bpplied on the mesh in order to
remove errors and improve the mesh quality.

The mesh editing

Photoscan offers a decimation tool that has begliegpto the model and automatically
reduced it from 2.457.684 triangles to 1.800.00@ngles (a lower number made the
mesh too smoothed). In a second step the commardlrdpology”, which is active if
there are any topological problems, has been raolt@ such problems (Figure 87).
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Figure 86. Zoom on the Photoscan mesh in wireframode in which the topological errors
and the noise are visible.

ﬂ Mesh Statistics *
Property Value
Total faces 2457863
Total vertices 1714984
Qut of range indices 0
Free vertices 0
Similar vertices 0
Duplicate faces 0
Zero faces 0
Degenerated faces 0
Open edges 1038735
Multiple edges 0
Flipped normals 0

Connected components 30404

[FoTopology] | close |

Figure 87.The Photoscan mesh statistics table wiigbrts the presence of topological errors

in the mesh and allows to automatically fix themfdttunately, the user cannot personally control
the operation, editing any factor.

Since topological errors and noisy parts still adouhe mesh, a second attempt has been
made exporting the generated dense cloud in theaa 3D Reshaper, with the aim to
test a new mesh generation. A new mesh has beeagsed setting a triangle size of 2
mm and refining the mesh with deviation error oin. The final mesh offers better
results, fewer topological errors and it is possita manually close the remaining holes.

133



The higher quality offered by the 3D Reshaper mesdiso due to fact that the operator
has higher power in the generation process.

4 iﬁL{:

Figure 88. The mesh created with 3D Reshaper. @gaerwith the two steps tool: the user
sets the mean triangles dimension and, in a fudtegr, the deviation error in order to refine the
final mesh.
Moreover, it is interesting to highlight the numlwértriangles of both the mesh and the
resulting file size. As visible in (Table 12), tleiginal Photoscan mesh has a greater
number of points and triangles but also a highenlwer of errors as independent pieces
and holes or free contours, and then a highesifie.

N N. N. of holes
N. Points L independent or free KB .obj file
Triangles '
pieces contours
Mesh PS 1.720.221 | 2.457.684 30.405 71.075 110.30¢
Mesh 3DR 374.774 741.327 2 264 37.390

Table 12. Comparison between the original Photoseash and the 3D Reshaper one.

Moreover, as mentioned at the beginning, in orderepresent the bust before the
additions of the nineteenth century, the added tqaet of the legs, parts of the arms and
the head have been cut in a copy of the model.
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Figure 89 Final texturecmodel of the statue and final textured model ofdbiebust

Optimization withLP model and Normal ma

This first optimizationprocess started with the generation of a Low Pabgleh on
which project the details of the High Poly one nhgans oa Normal Map

To do this, initially, he 3D Reshaper model has been imported in Mesl

Several cleaning and repair automaticfilters have been applied before -
decimation:

Remove duplicate face

Remove duplicate vertice

Remove faces from n-manifold edges;
Remove isolated piece

Subsequently the decimation has been processed ththQuadric Edge collap
decimation algorithm Severalsteps of decimation, which can respond to diffe
purposes, have bedested and compar on this object in(Donadio, Sambuelli, ¢
Spano, 2018):
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In a first level, the mesh is indiscriminately angtomatically decimated with the
Quadric Edge Collapse Decimatidnol. In this process, it is not possible to
reduce that much the mesh if you do not want te mmmpletely the geometric
and visible detail. For this reason, the decimaties set from 741.327 to
100.000 faces. The file size changed from 37.390t&R.483 KB but visually
the mesh still has a good level of detail, althoiidgh more smoothed (Figure 91.
In a second level, the aim was to maintain theimaichigh level of detail in the
high detailed portions (the decorated armour angtbrigi part - the fringes that
form a sort of decorative skirt used by the anci@éntek and Roman soldiers
under the armor), hardly decimating just flat pattsh as the legs and the arm. In
this way, the file size is reduced a little less the detail on the decorated portion
is still very high (Figure 91.

In the third level of optimization, the aim wasremluce at most the mesh, making
use of the texture maps to just visually simuldie detail. The mesh has been
decimated to 7000 faces, with the aim to generaterg low file size to the
detriment of the geometric accuracy. The mesh swergéed has been then
imported in Blender for the baking process of arairmap (Figure 92).

Simplification: Quadric Edge Collapse Decimation n

Simpiify 2 mesh using & Quadic based Sdge Colapse
Strategy; better than custening buf slower

Target number of faces |3?‘DE|63 ‘

Percentage reduction (0..1) [10000

Quality threshold |0. 3 ‘
[[] Preserve Boundary of the mesh
Boundary Preserving Weight |1
[ Preserve Normal
[] Preserve Topology
Optimal position of simplified vertices
[ Planar Simplification
[] weighted Simplification
Post-simplification deaning
[ simpiify only selected faces

Default

Figure 90. Quadric Edge Collapse Decimation apglieithe whole statue in MeshLab.
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A comparison between the resulting file sizes @& tiecimated models is reported in
(Table 13) and the evaluation of the discards imgarison to the original model is

shown in (Figure 93).

. KB file % Faces % KB
N. vertices N. of faces obj reduction | reduction
Original HP 374.774 741.327 37.390 : )
mesh
Level 1 52.622 100.000 8.599 -86,5% -17%
Level 2 147.754 288.165 25.200 -61% -32,6%
Level 3 3.874 7.000 575 -99% -98%

Table 13. The results of the decimated mesh maxtapared to the original one
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Figure 93. Comparison between the decimated swimce the High Polygon one. Left:
comparison between Level 1 and HP; middle: comparietween Level 2 and HP; right:
comparison between Level 3 and HP.

The same operation has been applied over the aitdmd a LP model has been
created, maintaining just 5000 faces. A first eatian consisted in the comparison
between the LP model generated and the HP oneisfdevin (Figure 94) the deviation
error is very low throughout the model, mostly raggfrom -0.001 m and + 0.001 m.
This is a very good result, offered by the decioraglgorithm implemented in MeshLab,
also dealing with a decorated surface.

Another comparison can be done extracting soméoseptofiles from the HP and
the LP models, in particular in sensitive zoneshsas thepterigi part which is more
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detailed and decorated. As it is possible to sefFigure 94- Figuredt), the Polyline
extracted from the LP model hia much reduced number pbints that approximate ti
geometry of the objecHowever, he discards are low, with a maximum positive vaifi
+0.003m and maximum negative value- 0.004 m.

+0.005,
+0.0115%

+0.00375

+0.19% L

+0.0025

-0.0025

+0.365%

-0.00375]

+0.031%

-0.008°

Figure 94. LeftComparison between the high detailed bust and Ehbust. It is possible
notice that the 90% of the points of the Lave a displace betwee®.601 m and +0.001 which
is a very low valu; right: extracted section profiles.
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Figure 95. Section profiles extracted from the IR and LP (green) models.

Once processed the Low Polygon mesh, the objecbéas imported in Blender in
order to compute a controlled UV map and to proeess project the Normal map. As
already shown in 4.2.4 (Figure 58-Figure 59), Pbodo automatically created a UV map
to compute the diffuse color texture map, but tbis confused, divided in too many atlas.
For this test case, the parameterization has besessed both basing on the cuts defined
by the user and also following teenart UV projectool proposed by Blender.
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Once manuallymarked thecut profiles (Figure 96), a new UV mdgas been genera
unwrapping the so defined m« (Figure 97)Since it is not always easy to create suct
profiles for a non-expéuser ancdealing with acomplex model, a second attentested
thesmart UV projectool for the LP model of the entire status it is visible ir (Figure
98), this automatic procedure allows to fix some paalersto guide the proce; the final
result has still many islands, as the one of Ploatosespecially in thipterigi part,
however it offers a betteeading f the main parts of the statue and is more autar

Figure 96 Examples of manually marked seams, highligliectd

141



Figure 97. New UV ap calculated for the bust whiels been unwrapped dividing the front
size from the back side. Image dimension 2048*2048.

¥ Correc Aspe

¥ Stretch to UV Bounds

Figure 98. New UV map calculated for the wholewstghat has been unwrapped according
to the automatiSmart UV projectAbove: the parameter used for the unwrappimgge
dimension 2048*2048 pixels
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The following stepf the optimizatiorconsisted in the cegion of the Normal Mes, that
has been generatédkingsetting a dimension of 2048*2048 pix€&iigure99).

Figure 99 Normal map generated for the whole st and for the bus

After this computation, it has be possible to project the maps over tiP model, using
the common coordinate systi generated from the UV layoufter this computation,n
thetexture visualization, the LP mocshows agaim high level of detail, compar to its

real surface, and #ppeas visually identical to the HP meskxcept with less vertic
(Figure 100- Figure 101
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Figure 100. Above: Render views of the bust mod#i wormal map applied; below: LP
model viewed as Object mode and texture mode withagplied.
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Also in this case, making a visual comparison betwthe original HP model and the
so optimized LP one, it should be noted that tharid®lel has more sharp edges due to
the greater dimension of its triangles. Howevensitering the high smoothness and the
low level of detail of the coarse LP surface, th®l lprojection allows to render a
remarkable result and the representation achiewddrsdemonstrates to satisfy the aims
to reduce the file size without losing the peraaptf the geometrical detail. However, it
necessary to underline that such model lack thé geametric detail which is only
simulated and so it is impossible to extract pualchccurate measures.

Figure 101. Visual comparison between HP model\e#eft), LP one (above - right) and
the same LP model with NM applied (below).

Since the model still misses the colour informatiarfurther step consisted in the
projection of the diffuse colour map over the LRimgzed model. To do this, the new
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parametrized model has been imported in Photosecdraanew texture calculation has
been run, setting theeep UVmode (Figure 102).

B uv Mapping TS

View
@) Color

O Sealing
() Overlsp

Statistics

Fill ratio: 4.1% ag.5m

Overlaprato:  0.0434% 1.48%

Min scaling: 5.88%
Max scaling: 254%

4.94%
138%

Page 1/1 E &

- ™ General - —
Mapping mode: Kee-p uy -
Blending mode: ;Ava'age x
Texture sizefcount: il S
¥ Advanced
[] Enable color correction
[] Enable hole filling

[oc ] ol

Figure 102. New diffuse color maps calculated intBican on the decimated models and
according to the edited UV maps.
The new diffuse color has been projected with tihd dver the LP model through the
Node editing tools. Once projected both the textumaps, it is possible to see and
evaluate the results (Figure 104). Also in thisecdBe so processed colored 3D model
looks like the HP one, but has a very small fileqisee Table 14-15).

Certainly, the only diffuse color map provides adaepresentation of the details on the
LP smoothed model, but the Normal map and its shia@dlow to render a more detailed
surface, as visible in (Figure 105). In fact, makegain a comparison between the so
optimized surface and the LP with only the diffesdéor map projected and without the
NM, it is possible to state that the 3D profilestid surface are more defined and so the
whole geometry is more faithful to the original dirigure 103).
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Figure 103LP with diffuse color and NormiMap(left) and LP with justiffuse colo (right).
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Figure 104. Results of the LP with diffuse colondaormal mal applied (left) and LP object
mode (right).
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Figure 105Left: original HP model; right:inal rendered result LP modeith NM applied

_ . % Faces % KB
N. vertices N. of faces KBfile |\ oduction reduction
Original HP 212.51; 420.565 34.955 - -
mesh
LP mesh 2 68t 4.985 434 -98,8% | -98,8%

Table 14 Report offaces and KB r@uction from the HP model to tiLP one.

KB file

Original HP mesh 34.955
LP mesh 434

Normal Map 1.071
Diffuse color mag 396
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Table 15Report of the file sizes involved in the optimipatiproces




Optimization with Displaced subdivision surface

The second test applied to the LP model aimed aghitme creation of a Displaced
SubDivision Surface in order to define the potdititis of a real displacement applied to
the vertices of a subdivided surface. As explaine®i2.8, this kind of model requires the
computation of the displacement map and a quad+bmi mesh that support the
conversion in subdivision surface of Catmull & ®&lar

The re-topology process, as mentioned, can bdlédlfivith different approaches. To do
this on the roman statue, it started with the tweadf a plane that with the Subdivision
Surface modifier has been subdivided in smallerngda which constituted the
guadrangular polygon of the mesh, and with the @eshrinkwrapmodifier has been
subsequently projected over a surface of referéheeHP), with an offset set by the user.
In order to cover the whole HP model, some mamaa&led lines provided the guide for
the creation of new quad-polygons (Figure 106.).

Add Modifier

Mearest Sur ¥

| Kesp Above Surface

Figure 106.Shrinkwrap modifier and an example afdgangular polygons generation over
the HP mesh.

The Retopo process has been applied on both, dheestnesh and the bust one but
further operations have been applied only to thebust model. Once the retopo LP
model has been completed, a new UV map has beeputed) based on the marked
seams by the user (Figure 107).
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Figure 107. AboveRetopdogized model of the statue and of the bust po! Below: new
UV map calculated on ttretopo bust model.

Also in thissecond optimization attempt, the deviation betwdgenHP model an
the retopologized one (before the subdivision serfenodifier) ha been computed. |
this case, the deviation error, as expecteimuch greatesince the retopo procedt
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produced a very low polygon model which, withouy anodifier, has lost most of the
information about the geometry of the original modene 90% of the vertices of the
retopo model as a deviation of +/-0.005 mm from ke one (Figure 107 -Figure 108).
Extracting a sample of section profile in a sewsitzone (the detailed pterigi part) the
discards evaluation shows a maximum positive disadr+0.017 m and a maximum
negative discard of -0.013 m.

!
—
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+0%
+0.02

+0 0848%

+0.015!

+0.666%

+0.01

+0.371%

-0.015

+1%

-0.02
+0%

Figure 108. Above: section profiles extracted ekt and retopologized models. Below:
deviation error between the HP model and the rdogimed one. It is possible to notice that in this
case the mean value is higher.

Thereafter, before the computation of the Displaa@mMap, the SubDivision
Surface modifier has been applied to the LP mddehis way it is possible to subdivide
the LP model in different LoDs, increasing or desiag the polygon count (Figure 109)
to be calculated both for the view or the rendermzde. In this application, the level of
subdivisions has been set to 6.
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Simple

~ Subdivide LVs

Figure 109. Retopologized bust after the SubDivissarface modifier — level 6.

The following step consisted in the computationhef Displacement Map. As well as for
the Normal map computation, it requires the sadectif the HP mesh and the LP sub-
surfed one, in order to compute the scalar veddoe stored in the pixel value. The
Displacement map generated has been saved withemslion of 2048*2048 pixels.

In order to project the displacement map on thepeeimodel, théisplacemodifier has
been applied (Figure 110) linking the new calcwatiisplacement map. After the
calculation, it is possible to see the result & tender mode. The final optimized model
offers a great level of detail since its vertices displaced according to the Displacement
map applied, unlike the Normal Map which only siatak the detail (Figure 110).
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Normal

Figure 110. Displacement map and its projectiorr tive retopologized model. Below: The
Displace maodifier.

As well as for the first optimization case studynew diffuse color map has been
computed in Photoscan importing the re-topologiaed parametrized LP model and
setting theKeep UMtexturing mode.
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Figure 111. New diffuse color map computed on #tepologized model.

Subsequently, the diffuse color has been projeotest the LP model using the Node
editor tool (Figure 112).

Also in this case the file sizes of each objecbiwed in the process has been computed
(Table 16-17). Again the retopologized model shaw®xtreme compactness, however,
as already mentioned, it is necessary to take awwount the level of subdivision
subsequently applied to generate the displacedssioth surface, which influences the
rendering process time.

. . % KB % faces
N. vertices N. faces KB file reduction reduction
HP mesh 212.512 420.565 34.955 - -
LP
retopologized 595 538 67 -99,8% -99,7%
mesh

Table 16. Report of the faces and KB reduction ftbemHP model to the retopologized one.

KB file

Original HP mesh 34.955
Retopo mesh 67

Displacement Map 2.736
Diffuse color map 389

Table 17. Report of the file sizes involved in tpimization process
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Figure 112. Final displaced subdivision surface

What it is interesting to evaluate on the final @é&ed SubDivision Surface is not just
the comparison with the original HP model, but dlsdiscards and the visual quality in
comparison with the LP model with the NM appliedy(ffe 113).
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Figure 113. LP model with NM, Displaced SubDivisi®arface and original HP model, without
and with diffuse color texture.
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Figure 114 Zoom on LP model with NM, Displaced SubDivisioarface and original H|
model.
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From the comparison of (Figure 114), it is possibl@otice that the LP model with
the NM applied, even though shows a good leveletditiconsidering the type of surface
used, has more sharp profiles, since it is canstitby big size triangles and so the mesh
is much more smoothed. The Displaced SubDivisiorfa8a, instead, offers a higher
degree of fidelity to the original HP model alsorfr a geometrical point of view. As
reported in (Figure 115), the discards betweengdwerated displaced surface and the
original HP are mostly around 0,000 m over the wislrface.

+%,
+0.005

+0.082%
+0.00375

+0177%
+0.0025]

+0.367%

+0.582%

-0.0025

+0.164%

-0.00375

+0.1%

-0.008
+%,

o definita [

Figure 115. Displacement between the original HRlehand the Displaced SubDivision
Surface
This is also proved extracting some section prefilegain, from the HP and the
Displaced SubDivision Surface. The two polylinetally overlap and, moreover, the
displaced subdivision polyline contains a highembar of vertices (the detail is certainly
not improved, in fact it is necessary to not inseeéo much this value in order to not
generate a useless and too heavy mesh).
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N. of points

HP polyline 1811

Retopo — Displaced SubDivison Surface 2560

Figure 116. Section profiles extracted from the (H#l) and the Displaced SubDivision
Surface (green) models.
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5.1.3 The frieze of the Augustus arch optimization

The last optimization process applied to the frielzthe arch focused on the evaluation of
the quality of orthographic views extracted frome tfinal edited models, also in
comparison to the HP ones. The main aim was tmeéfie level of detail achievable on
the optimized models connected to the possibititgxtract a detailed 2D drawing from
the orthophoto.

Also in this case, the workflow followed two optiration procedures, generating a LP
model, with a Normal Map projected, and a DisplaSeddivision surface.
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Figure 117. HP model of the north frieze.

Optimization with LP model and Normal maps

The original HP models has been edited, cleaned@alogically corrected as well as
the previous test cases. Once processed a HP tac#liglg of topological errors, it has
been imported in MeshLab and a LP model, consttuig 15.000 faces has been
generated (Figure 118). A lower number of faces ldiquroduce a too smoothed LP
model, not able to achieve the final desired l@falietail. The LP model has been then
imported in Blender and a new UV map has been ctedpediting theSmart UV Project
tool. Through the baking between the HP and théndded model, a Normal map has
been computed and projected on the LP model (Figlige- Figure 120). A new diffuse
color map has been computed in Photoscan, as ialibee cases, importing the new
reparametrized LP model, and then projected ind&de Figure 119 - Figure 121).
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Figurell1€&. LP model generated in MeshLab — 15.000 faces.

Figure 119 On the left the Nrmal map computed in Blender; on the right theuse color
map recalculated in Photoscan keeping the editeanadp
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Figure 121 Textured LP model with NM and diffuse color mapplied

Also in this casat is evident how the Normal map is able to repamithe missing
detail, fulfilling the aims of the tesOnce again the final file sizes have been comptar
the original HP mesh and reported Table 18 - Table 19).

. . % Faces % KB
N. vertices N. of faces KB file reduction reduction
Original HP mesh 631.46¢ 1.236.503 48.941 - -
LP mesh 7.743 15.000 1.219 -98,8% -97,5%

Table 18 Report of the file sizes involved in the optimipeatiproess as well as the K
reduction from the HP model to the LP ¢

KB file

Original HP mesh 48.941

LP mesh 1.219

Normal Map 4.610
Diffuse color mag 701

Optimization with Displaced subdivision surfi

Table 19 Report of the file sizes involved in the optimizatiproces:

In the second optimization process a retopologggse has been manually applied ¢
the HP model, focusing just on the illustratedZ€, which represents, in particulal4
Gauls tribes enterinthe Romarworld (Figure 122).

165




Figure 122. Retopologized mesh projected over tAentddel.

Once completed the retopology process, the sulmlivisurface modifier has been
applied to the LP model (setting Level 5) and trerdisplacement map has been
calculated using the UV map created with Smart UV projectFigure 123 - Figure
124).

Figure 123. Above: Retopo mesh; middle: subdivisiedace; below: displaced subdivision
surface
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Figure 125. Abovezoom over thdisplaced subdivison surface; beloworoove the HP
mesh

The different file sizes are compared and repdrigTable 20 -Table Z1).

e . % Faces % KB
N. vertices N. of faces KB file reduction | reduction
Original HP mesh 58.447 115.238 4.193 - -
Retopo mesh 502 385 52 -99,7% -98,8%

Table 20 Comparison of the file sizes thefaces and KB reduction from the original |

model to the LP one.

KB file

Original HP mesh 4.193
Retopo mesh 52

Displacemen Map 1.352
Diffuse color map 174

Table 21 Report of the file sizes inwed in the optimization proce
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A new diffuse color map has been generated immpriin Photoscan th
retopologized and reparametrized model and the-projected on the displaci
subdivision surface. The result satisfied the aimmafintaining a high level of precisic
and fidelity to the HP mod

e R T 2

Figure 126. al displaced subdivision surfe without and with diffuse color mi

Three Orthophotos haveeen extracted from the HP model and the optimizes|
showing their high level of visual correspondengenore thorough analysis about |
information deductible from the processed modefr@posed in the following paragra
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Figure 127 Above: original HP orthophoto; middle: orthophétom LP model without NN
applied; beloworthophoto from LP model with NM applied.
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Chapter 6

Additional evaluations and
conclusions

6.1 Comparisons through an automatic edge detection on
extracted orthographic views

The last processing tests aimed at define thetgualithe optimized models through the
evaluation of the type and quality of possible datmaction for a 2D representation. This
test has been applied on a reduced portion of theéels. From the point of view of a
surveyor, a restorer, a historian, it is esserntiabe able to extract from 3D models
specific and detailed representation of the objetisterest. Traditional 2D drawings has
always a central role in any documentation phase.this reason, a central point of
interest has been the evaluation of what the fimadlel allows to see, know, distinguish
and represent, in comparison to the detailed mesh.

The aim of this test is to identify, in comparigorthe HP model:
- What kind of information is it possible to extrdicm the optimized model?

- Which is their level of detail?
- Are them accurate enough to fulfil the conservatiod documentation requests?

An output data to prove this, can be represented I8D traditional architectonical
representation, that derives from a 2D vectoriibradeduced, for example, from an
orthophoto.

170



The test here presented has focused, in partiaiahe roman bust and frieze test cases,
since they offer majors decorative elements anddgtails. Whereas, the Lina test case
does not provide the ideal characteristics for atorg extraction since it has a too
smoothed and continuative surface, without decggatiements.

Some differences between the generated modelsdrattable images can be already
easily detected by the naked eye and a user irdetodeectorialize such representations
would probably generate slightly different resiiuat, depending on which 3D models is
used as a source. For these reasons, but in ardgmovide objectives evaluations, an
automatic procedure of feature extraction, whickggbeyond a personal and subjective
point of view, has been applied. The aim of thiprapch is to test which kind of 2D
vectorial information can be extracted from thermpted models, following an automatic
approach and comparing the results.

To do this, many automatic tools can be tested. adays, many algorithms of edge
detection are available (Roberts, Prewitt, Sobdl @anny operator are the most known)
and many applications have studied their behavamd have compared them to each
other (Maini & Aggarwal, 2009)(Shrivakshan & Chaasikar, 2012). Edge detection is
an image processing technique that tries to fingndaries of objects within images. It
works by detecting discontinuities in brightnessd aih is often used for image

segmentation and data extraction in image proogssiamputer vision, and machine
vision fields. For this test, MatLab software haseb used and two well-known

algorithms have been applied (the high performimgs):

- Canny algorithm (Canny, 1987) (Figure 128) detedges by looking for local
maxima of the gradient of I. The MatLalnlgefunction calculates the gradient
using the derivative of a Gaussian filter. Thisrapgh employs two thresholds to
detect strong and weak edges, including weak etfgéise results if they are
connected to strong edges. By using two threshokes,Canny method works
better than the other methods against noise, attdrlaetect true weak edges
(https://it. mathworks.com/help/images/ref/edge.html

- Sobel algorithm finds edges at those points wheeegtadient of the image | is
maximum, using the Sobel approximation to the deive.
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Figure 128. An example of the edge detection peréal by Canny algorithm. Source:
(Canny, J., 1987)

Edge detection applied to orthographic views ofdpmized model

To approach this 2D restitution and comparisongsdwrendering views of theterigi
part of the roman bust have been extracted, eitbar the original HP model and from
the optimized ones, using the same camera, positiam the same point and with the
same light (the same images have been presentethdsl.2). The frieze, instead, offers
the chance to extract a more traditional orthopmepresentation. An orthographic view
has been extracted from the original Photoscan ldBeinthe LP with the NM applied
and from the displaced subdivision surface (Fid.2®).
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Figure 129 Above: original HP model; middle: LP model wittM{below: displacet
subdivision surface

The first step in MatLabas been the opening of the im file:

| =imread( 'LP model with NM.png' );
imshow(l) ;

Then the image has been converted in a greyscalgeinwhich is necessary to apply
edge detection filters.

ig =rgb2gray(RGB);

figure

imshow(ig )
After this commands the software os the chosen image in greyscale.
The following step consisted in the edge deteccommand. The Mathb code to appl
anedge detection algorithm is the followi

BW = edge(ig, method )

Es. BW = edge(ig, ‘canny' )
Seveal further information can be added to the sy, in the case of th Canny

algorithm:

BW = edge( ig,method, threshold )

Sensitivity threshold specified as a-element vector for th€anny, returns all
edges that are stronger t/ threshold. You can specify threshold aseleétnent vector ¢
the form [low high]with low and highvalues in the range [0 1]. You can a
specify threshol@s a numeric scalar, wh edgeassigns to the higher thresh.

BW = edge( ig,method,threshold, direction )
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Direction of edges to detect, specified as 'horizontalticad’, or 'both'.
The direction argument is only valid when the mdtr'Sobel’, 'Prewitt’, or 'Roberts'.

BW = edge(ig,method,threshold, sigma )

Standard deviationof the filter, specified as a scalar. The signguarent is
supported by the 'Canny' and 'log' methods onlyiaggecifies the standard deviation of
the Gaussian filter.

It is also possible to combine in the same time éwge detection algorithms. Here is
an example on how to apply both the Sobel and Cadgg detectors to the image and
display them for comparison.

BW1 = edge(l, 'sobel' );
BW2 = edge(l, ‘'canny' );

figure;
imshowpair(BW1,BW2, 'montage’ )
titte(  'Sobel Filter Canny Filter' );

Once ran the command, the algorithm generates aBi#Wwimage with the edges
detected. The number of edges can be controlledegsed or decreased) according to
the inserted threshold and sigma values.

=
b —
z —
s —
5 —
P
7 —

g —

| comparison_matlab.m  * e

e e = P

h = imread{'zoom CRTCFCTC DISP SUBDIV SURF2.png');
imshow (I)

ig = rgbZgrav(I):

imshow (ig);

BW1l = edge(ig, "'canny');

figure;
imshow (BW1) ;
title('Canny

Filtex'):

Figure 130. An example of the syntax applied witfadlt values.

The first test has been applied to fiterigi portion. The images, after several attempts
with different parameters, have been filtered usinbhreshold value between 0.03-0.08
and a sigma of 0.8.

The first attempt has been processed on the HPInlGidere 131), used as reference to
further compare the results of the optimized madelshis case, the model offers, of
course, a high level of detail and the edge detast@able to faithfully extract all the

decorative elements and figures represented.
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Figure 131. Canny filter HP. Threshold [0.03 0.88]ma (0.8).
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The second test has been applied to the LP modeIN#. In this case, even though the
model lacks most of the 3D geometrical informatitihve shadows projected by the NM

re-produce a sufficient level of detail for a 2B tiition and the edge detector is able to
recognize and extract the main decorative elemamdsillustrated figures. However, as
highlighted in the image with red dashed lines, sansible profiles of the model are

very sharp and this influences the edge operatachylm those points, extract a wrong

shape of the object.
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Figure 132. Canny filter - LP model with NM appli€threshold [0.03 0.08] sigma (0.8).

The same filter with same parameters has been dpplied to the Displaced SubD
surface (Figure 133). In this case, it again recagmand represents the most decorative
elements of the model but also much more profieg have to be further filtered and
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deleted. ltis possible to notice that trrepresentationf compared to the LP model 'h
NM, is more faithfulto the original HFand present fewer errors.

|
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Figure 133. Canny filter default value — Displasetbdivision surface. Threshold [0.03 0.08]
sigma (0.8).
Moreover, the Sobel filter has been also testetheéoLP model with NM but with less
satisfying results, since it extracts only the mgfiles (Figure 134).

Figure 134. Sobel edge detection. Default value.
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The orthophotos of the frieze portion have beeterfidd with a Threshold of 0.2 and
sigma 3.The HP model provides a high level of detad the edge detector is again able
to extract the main profiles of the elements regméed (Figure 135).

Figure 135. Canny edge detector applied on a zogrogibn of the frieze — HP model-
Threshold 0.2, sigma 3.

The detail of the LP model with NM offers the filtthe possibility to recognize and
extract the main geometries of the figures. Theaektd profiles allow to retrace the
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sculpted elements even though they are again lsligharp and some errors due to the
coarse geometry of the model affect the representéftigure 136).

Figure 136. Canny edge detector applied on a zoqrogin of the frieze. Threshold 0.2,
sigma 3.
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Applying the same settings to the displaced Subifase, it is possible to extract
edges similar to those extracted from the HP model.

Figure 137. Canny edge detector applied on a zogrogibn of the frieze - Displaced
subdivision surface. Threshold 0.2, sigma 3.
As visible especially in this test case, edge deteextracts all the profiles in which it
recognizes a discontinuity in brightness, reasow ivmay generate two contour lines of
the same profile, which in this case correspondh®o figure profile in relief and its
shadow. Furthermore, the algorithm may extract edgdy visible on the diffuse color
texture and not really present in the model gegmethich means that the resolution of

182



the radiometric information has a central role his tprocess. The HP models, in fact,
offer a higher resolution diffuse color texture amis aspect influences the outputs.
Moreover, the diffuse color texture also offersthe algorithm the chance to detect
possible material damages or decay, which are gslagpects to be documented in any
CH documentation process.

The results, even though do not produce a readhe tosed representation, allow to
point out some general interesting consideratidie edges extracted from both LP
models with Normal maps applied reflect a more smaged surface. The profiles are
sharper, as visible, in the case of the bust irpthagi fringes contours, and, in the case
of the frieze, on the outlines of the figures. Wdzex the displaced subdivision surface
allows to extract smoother profiles more assimilate the original HP model. These
differences are due to the greater triangles diroarsf the LP model, deriving from the
previous hard decimation, which influences the etgfection.

This last evaluation proves that, even though gresitlts can be achieved optimizing a
model with the projection of the normal map, a Eispment map applied on a
subdivided quadrangular surface stores and repreadrigher level of detail, comparable
to the original HP model and provides a level dbimation well-suited to specialistic

studies usually requested in the Cultural Heridgeumentation domain.

6.2 Final considerations

The obtained results allow to point out some carsitions about the two pipelines
tested, considering different possible aims thd@Dadocumentation of Cultural Heritage
assets should fulfil.

The first optimization process, which foresees ral locimation of the HP model and the
computation and projection of a NM map, allows toduce a 3D object that visible
looks like the original one in a very low file siZEhis aspect makes this model easy to be
handled and shared in most portable devices, tablefpublished in Internet. The so
produced model, however, offers a low real geometetail. If the user would like to
extract some measures, this LP model does not geaatlequate data. In this case, a
simple visualization and navigation application advisable and preferable. It is
important to underline that an aggressive decimatias been applied to the original HP
model, in order to test and take to extremes thenpalities of the NMs. In other test
cases it is possible to process a lower decimatiothe detailed model, ensuring a
minimum level of geometric detail in the final aptzed model. The right balance
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between decimation and file size depends on a lopsmse basis and according to the
aims of the research.

The second pipeline allows to generate a finalnoged model that looks like the
original ones, but in this case the similarity mtbfrom a perceptive and geometrical
point of view. From these second kind of modelsisitpossible to extract accurate
measures, section profiles, and this charactenistikes them suitable for multipurpose
metric analysis and not only for visualization apgtions. Another advantage offered by
such models is the LoDs implementation, which carnisreased or decreased according
to the user need.

A further consideration concerns the diffuse colektures. The automatic texture
generation of the photogrammetric pipeline doestaké into consideration a further
processing and correction, and it generates diffoser maps with many unrecognisable
atlas, difficult to be further edited. In the teases presented, the possibility to generate a
user-defined UV map associated to the optimizedehadd to further generate a new
diffuse color texture according to it, enables plossibility to apply some corrections to
the images, deleting, for example, shadows effactd improving their radiometric
quality.

The generated optimized models, thereby, can yisiold faithfully approximate the
original HP data, offering output data that for mlm®ks like the original one, but they
differ from each other if a deeper analysis is mbl As described in 6.1, slightly
different information can be extracted applying amomatic vectorialization to the
orthophoto or images extracted. This comparisonassinates that the first optimization
procedure is less indicated if the final aim is éx¢raction of drawings, sections or other
traditional architectural representation, since dheat dimension of the triangles cripple
the perception of the shapes in some points. Whdheasecond pipeline is more suitable
for this aim, offering a level of detail comparalie the HP model. However, it is
necessary to highlight that the resolution of thfse color texture may hardly influence
this process. In fact, it has a central role, irtipalar, where the geometry of the model is
very poor or for the detection of the material dedaor these reasons, it is always
necessary to ensure an adequate level of the @dsailfrom the radiometric point of
view.

Moreover, the comparison between the file sizesthrdnumber of points of extracted
polylines, suggests to pay attention to two factors

- the file size of the image textures must not belteavy, since their projection
influences the GPU memory at the rendering time;
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- the level of subdivision to be applied on the retogized model must not be too
high, since it would imply a higher memory consuimptwithout a real increase
of the level of detalil.

6.3 Conclusions and perspectives

This research proved once again how close rangeogtamnmetry may offer many
advantages for the CH knowledge, documentation @mmunication, thanks to an
efficient digitization semi-automatic process, tkarto the SfM implementation, that
allows to produce highly detailed textured 3D medeébuch models ensure great
communication capabilities, storing both detailesdmetric and radiometric information
and providing useful data for multipurpose aimse Tghotogrammetric pipeline offers
great advantages, especially when a high radionatGuracy is needed. With regard to
this, as demonstrated in this research, an integeBhplementation in SfM and image
matching software would be the possibility to bettntrol the parameterization
procedure with the direct UV map editing and thdlofeing diffuse color texture
generation process. This improvement would bringtpgrammetry closer to Computer
Vision applications.

Facing the challenge to easily manage big amoudats, the optimization pipeline
proposed in this research demonstrates how toyheedlce the final file sizes of detailed
3D models producing simplified mesh that, howeleok like the original models but
that can be easier visualized, navigated and shahedproposed optimization tested two
similar possible methodologies that offer differeasults that can satisfy multi-purpose
applications.

This workflow represents one of the many optim@afprocessing that today can be
applied to high detailed models for their visudima and sharing, and continuous
research should be encouraged, leading to theitil@firof a shared common standard.
This is necessary also because modern sensor®foredric survey are more and more
efficient and allow to acquire and manage more arte data so that it is further
essential to be able to share and communicate wWidraut losing important information
and details, both for specialistic studies and daidafruitions. For these reasons, it is
essential to choose the best modelling and opttraizanethod according to the needs
that the model has to fulfil.

The evaluation of the final accuracy and precigibthe optimized model has been
an indispensable step from the metric point of vidva Geomatic scientist. The applied
game engine tools borrowed from Computer Grapkid fin fact, are not born for metric
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applications and the determination of the finallgquaf the remaining information has

been essential. Many studies have already triesbttaols in application to mesh model
from point clouds, also in the field of CH, butmone of them a metric evaluation has
been conducted on the final optimized results ideprto define their accuracy and
suitability for specialistic analysis. Making a cpamnison between the original HP,
assumed as reference, with the LP models, thiargseroved that such tools offer great
potentialities, that can be very interesting atsotfie Geomatic field.

Furthemore, the edge detection algorithms appbeatthophotos of the case studies
represent an innovative attempt to show an objeactivaluation of the results. Even
though the extracted vectorialization is far toexbaustive from the point of view of an
historian or a restorer that need a representafitine decoration or of the state of decay
of the object, it allowed to point out some impattabservations about the quality and
readability of the optimized models.

Another contribution presented in the thesis isstituted by the comparison
between three Normal maps generated by three eliffesoftware. By now, in fact, many
different algorithms allow to extract a Normal miapm an image (i.e. Photoshop) but
the baking process developed in Game Engine afiplsa that build a Normal Map
through a comparison between a HP and a LP prqovadeshowed, a different result that
lead to a different visualization of the object eqrojected.

Future perspectives of this work could be surelyresised on the implementation of such
optimized models in multi-purpose applications. (@€ Virtual or Augmented Reality or
in web pages) in order to define the achievablpuuBy now, as mentioned in Chapter
3, there are already some examples of VR, AR arid straring applications that make
use of so optimized models and this kind of impletagon should be encouraged and
developed, with the awareness of the importantkeobriginal metric accuracy.

Furthermore, it would be interesting to test theligption of the proposed pipeline to
other multiscale objects (buildings, architecturaimplexes, landscapes from terrestrial
and aerial surveys) in order to define its potditiga and limits in comparison to other
methods. The proposed tools, borrowed from GamenEnfield, offer well known
results if applied to small assets, such the c#ésdies presented, but it would be
interesting to apply them also to multi scale medel

The proposed optimization may also offer advantégethose applications that need
to link heterogeneous and descriptive data to stoadly divided 3D models (i. e. for
HBIM). Rather than applying a hard simplificati@md segmentation to the original
detailed surfaces, possibly losing lots of inforimat it could be interesting to test the
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presented optimized models as a slight graphic lasevhich link multi-contents
information.
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