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Abstract

The Internet has brought substantial changes to our life as the main tool to access
a large variety of services and applications. Internet distributed nature and tech-
nological improvements lead to new challenges for researchers, service providers,
and network administrators. Internet traf�c measurement and analysis is one of the
most trivial and powerful tools to study such a complex environment from different
aspects. Mobile BroadBand (MBB) networks have become one of the main means
to access the Internet. MBB networks are evolving at a rapid pace with technol-
ogy enhancements that promise drastic improvements in capacity, connectivity, and
coverage, i.e., better performance in general.

Open experimentation with operational MBB networks in the wild is currently a
fundamental requirement of the research community in its endeavor to address the
need for innovative solutions for mobile communications. There is a strong need for
objective data relating to stability and performance of MBB (e.g., 2G, 3G, 4G, and
soon-to-come 5G) networks and for tools that rigorously and scienti�cally assess
their performance. Thus, measuring end user performance in such an environment
is a challenge that calls for large-scale measurements and profound analysis of the
collected data. The intertwining of technologies, protocols, and setups makes it even
more complicated to design scienti�cally sound and robust measurement campaigns.
In such a complex scenario, the randomness of the wireless access channel coupled
with the often unknown operator con�gurations makes this scenario even more
challenging.

In this thesis, we introduce the MONROE measurement platform: an open
access and �exible hardware-based platform for measurements on operational MBB
networks. The MONROE platform enables accurate, realistic, and meaningful
assessment of the performance and reliability of MBB networks. We detail the
challenges we overcame while building and testing the MONROE testbed and argue
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our design and implementation choices accordingly. Measurements are designed
to stress performance of MBB networks at different network layers by proposing
scalable experiments and methodologies. We study: (i) Network layer performance,
characterizing and possibly estimating the download speed offered by commercial
MBB networks; (ii) End users’ Quality of Experience (QoE), speci�cally targeting
the web performance of HTTP1.1/TLS and HTTP2 on various popular web sites; (iii)
Implication of roaming in Europe, understanding the roaming ecosystem in Europe
after the "Roam like Home" initiative; and (iv) A novel adaptive scheduler family
with deadline is proposed for multihomed devices that only require a very coarse
knowledge of the wireless bandwidth.

Our results comprise different contributions in the scope of each research topic.
To put it in a nutshell, we pinpoint the impact of different network con�gurations
that further complicate the picture and hopefully contribute to the debate about
performance assessment in MBB networks. The MBB users web performance
shows that HTTP1.1/TLS is very similar to HTTP2 in our large-scale measurements.
Furthermore, we observe that roaming is well supported for the monitored operators
and the operators using the same approach for routing roaming traf�c. The proposed
adaptive schedulers for content upload in multihomed devices are evaluated in
both numerical simulations and real mobile nodes. Simulation results show that
the adaptive solutions can effectively leverage the fundamental tradeoff between
the upload cost and completion time, despite unpredictable variations in available
bandwidth of wireless interfaces. Experiments in the real mobile nodes provided by
the MONROE platform con�rm the �ndings.
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Chapter 1

Introduction

In this chapter, we present an introduction and outlook of this thesis. We brie�y de-
scribe covered research topics. Then, we illustrate well-known scienti�c techniques
used to solve these kinds of problems. Moreover, the structure of the thesis and a
short guide are provided to ease the readability of the thesis.

1.1 Motivation and Research Questions

In this thesis, we aim at providing experimentation challenges and characterization
of the Mobile BroadBand (MBB) [1] networks in mobile and stationary scenarios.
Our goal is to take the user perspective using customized approaches as well as
generic algorithms applied to wired and wireless network traf�c processing. We
focus on three major topics:

� Design and implementation of the �rst open access hardware-based platform
for independent, multihomed, large-scale experimentation in MBB heteroge-
neous environments (MONROE)

� Performance assessment in MBB networks:

� Speedtest-like measurement

� Evaluation of users’ Quality of Experience (QoE) [2] on the web domain

� Understanding of roaming in Europe
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� Profound study and evaluation of video upload scheduling problems with
deadline

In the following, we provide a brief outlook of research questions which we intend
to address.

1.1.1 Motivation

The Internet is one of the most sophisticated technologies that has ever been created
by humans that has changed the way we live and communicate, allowing us to be
informed, buy goods, enjoy shows, play games, keep in touch with friends, and freely
express our opinions to potentially very large audiences. People are more and more
connected to the Internet, with mobile terminals allowing access to information from
anywhere and anytime. Considering this growth, there are many researchers trying
to understand the Internet architecture, performance of different technologies, users’
QoE, user behavior in the web, and etc.

Internet traf�c measurement and monitoring are the most practical and powerful
tools to study various aspects of the Internet and its effects on our live. The evo-
lution of the Internet services and protocols has caused traditional traf�c analysis
approaches to be ineffective in certain cases. Traditional solutions for traf�c analysis,
classi�cation, and measurement fall short in fully understanding of Internet services
and protocols as a key requirement for network monitoring/planning and security
monitoring tools. When it comes to MBB networks, the picture becomes much more
complicated than wired networks because of several additional factors.

MBB networks have become a crucial infrastructure for people to stay connected
everywhere and while on the move. Society’s increased dependence on MBB
networks motivates researchers and engineers to enhance the capabilities of mobile
networks by designing new technologies to cater for a plenty of new applications
and services, growth in traf�c volume and a wide variety of user devices (e.g., smart
phones, tablets, smart devices, toys, etc.). Wireless technologies such as WiFi, 2G,
3G, 4G, and soon-to-come 5G, provide access capacities up to hundreds of Mb/s.
Still, there are scenarios in which the volume of data being produced and consumed
challenges the bandwidth offered by wireless networks.
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Subsequently, researchers show a regularly revived interest in understanding the
dynamics of such an emerging environment. A rigorous knowledge of the services of
MBB network providers would allow a better network administration, an enhanced
resilience against failures, an intelligent usage of available resources, an appropriate
support of new applications, and the provisioning of new services. Such notions are
preeminent today as the MBB network is mostly compelled by economic interests:
Technical achievements bring improvements over previous technologies but their
actual adoption depends on the usefulness to develop new businesses. In addition,
rising attention is given to the QoE offered to end users: given the competitive reality
in which they work, Internet Service Providers (ISP), and MBB network providers
must always provide a satisfactory QoE.

To measure the network accurately and fairly, it is crucial to identify the met-
rics that accurately capture the performance and the conditions under which these
parameters should be measured. These parameters might be different for various
stakeholders. For example, regulators need connectivity, coverage and speed in-
formation collected from a third-party, an independent platform to monitor how
operators ful�ll their obligations, and a baseline for designing regulatory policies.
On the other hand, operators are interested in operational instability and anomalies
to identify problems in their networks. For end-users, Quality of Service (QoS) and
QoE parameters are of paramount importance, while application developers need
information about the underlying network to design robust services and protocols.
There are only limited studies in the literature that focus on identifying these param-
eters. Therefore, one of the main objectives and unique features of this thesis is its
potentials to de�ne measurement methodologies and to experimentally verify them
in order to accurately re�ect the performance and reliability of MBB networks from
the perspective of different stakeholders.

Achieving an extensive understanding of MBB network dynamics is not a straight-
forward task. There is strong need to develop methodologies that are not case-speci�c
or dependent on the application. To this end, we aim to design and build platforms
and methodologies able to infer profound statistics by leveraging the network traf�c
and different visibility aspects of operational MBB networks. We propose to build
an open measurement platform to inspect MBB network traf�c at different levels,
e.g., per-packet, per-�ow, per-user, per-application, in order to gain a complete
understanding of MBB networks.
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In this complex environment, there is a substantial need for both open data about
the performance and reliability of commercial operators, as well as open platforms
for experimentation with operational MBB providers. Thorough methodological
repeatable end-to-end measurements are vital for evaluating network performance,
determining the quality experienced by end users and analyzing novel protocols.
Existing experimental platforms, such as Planetlab [3], RIPE Atlas [4], or CAIDA
Ark [5]; meet these requirements. However, they are limited to �xed broadband
networks and are not multihomed.

To this end, we introduce MONROE measurement platform, uses to accurately
identify key performance indexes and then allow experimenters to measure and
experiment with them as realistically as possible.

1.2 Topics Outline

1.2.1 MONROE

In this thesis, we introduce MONROE: the �rst open access hardware-based platform
for independent, multihomed, large-scale experimentation in MBB heterogeneous
environments. MONROE platform enables accurate, realistic and meaningful assess-
ment of the performance and reliability of 11 MBB networks in Europe. We report
on our experience designing, implementing and testing our proposed solution for
the platform. We detail the challenges we overcame while building and testing the
MONROE testbed and discuss our design and implementation choices accordingly.
Ultimately, we describe and exemplify the capabilities of the platform.

A typical alternative to using controlled testbeds such as MONROE is to rely
on end users and their devices to run tests by visiting a website [6] or running a
special application [7]. The main advantage of such crowdsourcing techniques is
scalability: it can collect millions of measurements from different regions, networks,
and user equipment types [8]. However, repeatability is challenging and one can only
collect measurements at users’ own will, with no possibility of either monitoring
or controlling the measurement process. Mostly due to privacy reasons, crowd
measurements do not always provide important context information (e.g., location,
type of user equipment, type of subscription, and connection status, e.g., 2G, 3G, 4G,
or WiFi). MONROE is complementary to crowdsourcing approaches and the control
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over the measurement environment tackles the drawbacks of crowd data, though at
the cost of a smaller geographical footprint [9]. Furthermore, MONROE supports
the deployment of different applications and protocols, and enables benchmarking
tools and methodologies.

1.2.2 MBB Networks Performance Assessment

MBB networks revolutionized the way people interact and brings a variety of com-
munication services into most of our daily activities. Today, messaging, videos, and
the web are key components of our lives, and we expect our MBB network providers
to supply high performance service in extremely dynamic scenarios.

When coming to performance assessment, the picture becomes much more
complicated in MBB networks than in wired networks. Even the simplest of the
tests, i.e., a "speedtest-like" measurement of the single TCP [10] bulk download
speed using HTTP, may become complicated to interpret in MBB networks, due to
the large number of factors that affect performance. Physical impairments, mobility,
variety of devices, presence of Performance Enhancing Proxies (PEP) [11], different
access network con�gurations, etc., all possibly impact the measurement results, and
complicate the picture.

Speedtest-like Measurements in MBB Networks

In the �rst part, we report our experience in designing, running, and analyzing
speedtest-like experiments on MONROE nodes. Despite the large dataset, and the
scienti�c approach, we �nd that running even a simple speedtest-like experiment
proves to be very complicated, with results that apparently vary on a large scale, with
no obvious correlations, and sometimes in an unpredictable way. We observe the
presence of Network Address Translation (NAT), and of transparent proxies, as well
as different access network con�gurations, and roaming agreements, each adding
complexity to the already complicated picture.
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WebWorks: Experimenting the Mobile Web

The intertwining of technologies, protocols, setups, and service design makes it
complicated to design scienti�cally sound and robust measurement campaigns. For
example, the higher the load in the MBB network cell, the larger the variance users
perceive in the time to reach the content of interest (e.g., a webpage), which, in turn,
translates into poor QoE. In this complex ecosystem, data analytics that focus on
�nding relationships between user experience and network performance statistics
offer the promise of helping operators target those technology improvements that
matter most to their customers.

In this part, we discuss different ways to monitor service performance in MBB
networks, with the objective of quantifying end user QoE in web while using
HTTP1.1/TLS and HTTP2 with focusing on various popular web sites. We ex-
ploit the MONROE system, which we built to enable controlled experiments in
multiple MBB networks under similar conditions. Then, by leveraging data analytics,
we show how the data we collected enables us to directly relate user experience
to network performance statistics, an important step on the way to monitoring and
managing service quality and user satisfaction.

Understanding Roaming in Europe

International roaming allows mobile users to use their voice and data services when
they are abroad. The European Commission (EC), in an effort to create a single
digital market across the European Union (EU), has recently (as of June 2017)
introduced a set of regulatory decisions [12] as part of the "Roam like Home"
initiative. This initiative abolishes additional charges for users when they use voice
and data services while roaming in EU. In this setting, MNOs are expected to deliver
services with QoS properties similar to the ones a user experiences when at home. As
a result, people are able to use data services more freely across Europe. However, the
performance implications of roaming solutions have not been carefully examined.

This work provides an in-depth characterization of the implications of inter-
national data roaming within Europe. We build a unique roaming measurements
platform using 16 different mobile networks deployed in 6 countries across Europe.
Using this platform, we measure different aspects of international roaming in MBB
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networks, including mobile network con�guration, performance characteristics, and
content discrimination.

1.2.3 Deadline-Constrained Content Upload from Multihomed
Devices

Our interest is motivated and inspired by the real needs of public transport operators.
Public transport vehicles (like buses or trains) are equipped with multiple MBB
interfaces; several onboard security cameras record videos. Those must be uploaded
to a security center where an operator occasionally requests to watch selected portions
of the videos. In this scenario, continuous real-time video uploading is too expensive.
Even if current MBB networks can offer capacities up to 100 Mb/s, the number
of vehicles and videos, the limited data quota, the performance variability along
the route, and the need to check only parts of the videos, call for ingenious upload
strategies. Hence, videos are stored onboard, and, only when an alarm is triggered,
the security operator on duty requests the speci�c portion of the video that must be
uploaded before a speci�ed short deadline.

In this thesis, we propose and analyze a family of adaptive schedulers that require
only a very coarse knowledge of the available bandwidth on wireless interfaces. The
main contributions of this research topic are: i) Devising mathematical formulations
of the deadline constrained content upload problem from multihomed terminals,
under different assumptions; ii) Reporting extensive evaluations of the proposed
solutions, based on trace-driven simulations using recently collected traces; and
iii) Designing, implementing, testing, and evaluating a real implementation of the
proposed dynamic algorithm on MONROE nodes.

1.3 Internet Measurement Techniques and tools

The research work realized in this thesis has its roots in Internet measurement
platform [13] and scienti�c approach to use these platforms for Internet traf�c
measurement [14]. Internet is one of the most sophisticated technologies that has
ever been created by humans and it is evolving rapidly. Internet traf�c measurement
and analysis is one of the most powerful tools to understand this phenomenon.
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These days, Internet measurement platform plays a vital role in running large-scale
measurements to gain insight into operators operational setting, Internet service, user
QoE, and etc. When it comes to MBB networks, obtaining such information needs
more efforts and well studied approach because of the nature of MBB networks.

In this section, we present description of the scienti�c techniques that we exploit
in this thesis. These consist of either specialized techniques for network traf�c
processing or general purpose algorithms applied to speci�c contexts. In the latter
case, additional details are reported along with the dissertation of the research topic
for which they are applied.

1.3.1 Passive Traf�c Measurement

Passive traf�c collection is a tool aimed at storing network traf�c as it passes through
communication media and devices ideally without any change or interfering the
traf�c. Capturing traf�c needs to setup a tool (i.e., probe) instrumented to sniff raw
packets while they are passing through the network. Probes can capture traf�c either
at packet level or �ow level; in the latter case there is need to process packets as they
capture and extract information about layer-3 or layer-4 �ows. Probes can be either
specialized hardware or be built into already existing network devices.

Passive measurements are the most practical means to analyze the real behavior
of network users. They provide immediate and detailed insights about the actual
usage of the network at the physical layer. Furthermore, when proper processing
is performed on captured data, it can provide higher level metrics to measure, e.g.,
users’ perceived QoE [15], video streaming quality, and etc. The collected data
includes knowledge about the users and services that they are using.

Fig. 1.1 shows a typical deployment of network passive monitoring at ISP level.
A probe seats at ISP level, e.g., a Point of Presence (PoP) where households’ traf�c
is aggregated. All users’ connections behind the probe can be possibly captured and
analyzed by the probe. Moreover, nowadays probes are able to �lter connections or
packets with protocol-based and content-based �ltering rules.

In this thesis, passive measurements are employed to characterize the MBB
networks performance assessment (Chapter 3), to assess users’ QoE in case of using
different applications (Chapter 4), to understand the roaming in Europe (Chapter 5),
and to create traf�c traces to present the behavior of operational MBB networks
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31

Fig. 1.1 Typical network probe deployment at ISP level

(Chapter 6). To this end, we use TCP STatistic and Analysis Tool (Tstat1 [16]) to
get �ow level information, we also exploit tcpdump2 to capture packet level traces.

Tstat

Tstat is an advanced open-source tool for passive network traf�c monitoring and
analysis. Tstat is a high-performing passive probe able to monitor live networks up
to 40 Gb/s speed on off-the-shelf hardware [17]. It also brings traf�c classi�cation
capabilities through behavioral classi�ers [18, 19], high-level visibility on encrypted
traf�c through the analysis of Domain Name System (DNS) queries [20], and a
thorough characterization of activities in the monitored network.

The basic operation performed by Tstat consists of processing the IP packets
passing on the link to rebuild upper network layer �ows. Packets group according
to precise rules that de�ne a �ow identi�er. A conventional choice is to aggregate
packets according to a tuple de�ned by (L4 protocol, source IP address, source port,
destination IP address, destination port). For TCP, the beginning and the end of a
TCP �ow are provided by the identi�cation of the connection set-up and tear-down
messages, i.e., SYN and FIN �ags set in the TCP header, respectively. In case
the connection is unexpectedly interrupted without the FIN messages, the �ow is
considered closed after an idle time. For UDP, a �ow is identi�ed when the �rst
packet matching a new �ow identi�er and considered closed after an idle time.

1http://tstat.polito.it/
2http://www.tcpdump.org/

http://tstat.polito.it/
http://www.tcpdump.org/
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Tstat provides a valuable set of statistics, some of which are common to all �ows,
e.g., source and destination IP addresses, timestamp of the �rst and last packet seen,
number of bytes and packets exchanged, and connection duration. Other statistics
instead depend on the L4 protocol. While for UDP only the source and destination
port numbers are reported, TCP statistics are more than 100 different metrics such
as counters for TCP �ags, i.e., SYN, ACK, FIN, RST, timestamps for �rst and last
packet with payload, and number of retransmitted bytes and packets, etc.

1.3.2 Active Traf�c Measurement

Active traf�c measurement refers to a technique in which we inject traf�c into the
network and study the behavior of the network with respect to the injected traf�c.
Typically, they are used to provide network performance statistics, e.g., checking
connectivity, packet loss, path changes, and etc. Usually, each active tool is designed
to address a speci�c problem and there is possibility for researchers to design their
own customized active tools.

However, these techniques bring extra cost. We need to run an experiment which
means inserting additional traf�c into network. It causes more load on the networks
that can affect the users in the network and create congestion in network. Moreover,
active measurement can be trickier in some cases. For instance, we still pay charges
based on the traf�c volume usage in the MBB networks, thus it calls for ef�cient and
careful use of active measurement in these environments.

In this thesis, active measurements are used to assess MBB networks perfor-
mance (Chapter 3, 4, 5, and 6). To this end, we use several classical tools (e.g.,
traceroute [21], ping [22] and iperf [23]) and customized tools that we will
describe in following chapters.

1.3.3 Optimization Technique

The concept of optimization is rooted in a basis underlying the analysis of a wide
range of allocation problems or complex decisions. It provides a degree of philo-
sophical elegance that is hard to dispute. In complex decision problems, involving
the selection of values for a number of interrelated variables, by concentrating on
a single objective designed to quantify performance and measure the quality of the
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decision. This objective is minimized (or maximized, depending on the problem
or the formulation) subject to the constraints that may narrow the selection of de-
cision variable values. If a proper single aspect of a problem can be isolated and
characterized by an objective, optimization may provide an appropriate framework.

For instance, we present a very simple problem in which the goal is minimizing
the production costs of a company. The company builds B different products and
each item i has cost equal to ci. The company can only build C items in total. We
present a possible formulation as following:

min
B

å
i

cixi (1.1)

B

å
i

xi < C (1.2)

xi � 0 8i 2 [0;B] (1.3)

The objective function in (1.1) presents the total cost, which must be minimized.
In our formulation, xi is the decision variable that we want to �gure out to minimize
the total cost, i.e., the number of items needed to produce from product i. Expressions
(1.2 and 1.3) force constraints in problem. Expression (1.2) states that the sum of
decision variable is less than constant value C, i.e., total number of production of all
products. Expression (1.3) forces the decision variable and can not be negative, i.e.,
the number of items can not be negative.

It is a scarce problem in which it is feasible to fully represent all the complexities
of variable interactions, constraints, and appropriate objectives when dealing with
a sophisticated problem. Therefore, an approximation of a speci�c optimization
formulation should be considered. Ability in modeling, reasonable interpretation
of results, and in getting the important aspects of a problem are needed to acquire
purposeful conclusions. Problem formulation itself involves a trade-off between the
con�icting objectives of building a mathematical model to precisely capturing the
problem speci�cation and building a model that is tractable.

In this thesis, optimization methods are used to create a model for video upload
scheduling in multihomed systems (Chapter 6). To this end, we exploit different kinds
of formulations, e.g., Linear programing, Stochastic optimization, and customized
heuristics that we will describe in the following chapter.
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1.3.4 Statistical Correlation Method

Correlation is a statistical method used to assess a possible linear association between
two variables. It is simple both to calculate and to interpret. There are two major types
of correlation coef�cients: Pearson’s product moment correlation coef�cient [24]
and Spearman’s rank correlation coef�cient [25]. The correct usage of correlation
coef�cient type depends on the types of variables being studied.

The most popular type of correlation coef�cient is Pearson. Informally, it can
be said that the correlation coef�cient demonstrates the extent to which values of
two variables are "proportional" to each other. The value of the correlation (i.e.,
correlation coef�cient) does not depend on the particular measurement units used.
Proportional means linearly related; that is, the correlation is high if it can be
approximated by a straight line (sloped upwards or downwards). This line is called
the regression line or least squares line, because it is determined in such a way that
the sum of the squared distances of all the data points from the line is the lowest
possible. Pearson correlation assumes that the two variables are measured on at least
interval scales.

Pearson’s correlation coef�cient when applied to a sample is commonly repre-
sented by the letter r and may be referred to as the sample correlation coef�cient
or the sample Pearson correlation coef�cient. We can obtain a formula for r by
substituting estimates of the covariances and variances based on a sample into the
formula above. Expression 1.4 illustrates the Pearson product moment correlation
coef�cient calculation, for one dataset x1; :::;xn containing n values and another
dataset y1; :::;yn containing n values.

r = ån
i=0(xi� flx)(yi� fly)p

ån
i=0(xi� flx)2

p
ån

i=0(yi� fly)2 (1.4)

Where: n is the number of samples, xi and yi are the single samples indexed by i,
and flx = ån

i=0 xi
n .

In this thesis, correlation method is used to verify correlation between different
metrics collected at network layer and physical layer in MBB networks (Chapter 3).
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1.3.5 Statistical Distance Measure

There are statistical approaches to compactly quantify the difference between two
distributions. Statistical distance quanti�es the distance between two statistical
objects, which can be two random variables or two probability distributions. In
formal terms, the comparison function has the form F(p;q) : (R;R)! R, while the
quantization function can be de�ned as Q(F(p;q)) : R! N, where p = p(x) and
q = q(x) are two empirical distributions under analysis.

To simplify the discussion, we consider a single statistical distance measure
(SDM) for the sake of illustration, and defer to the Appendix A through discussion
and sensitivity analysis on all related settings (e.g., different metrics, population size,
binning, etc.). As a representative SDM in this class, we take the Jensen-Shannon
divergence (JSdiv), which is de�ned as:

JSdiv = å
i

n1
2

pi ln
� pi

1
2 pi + 1

2 qi

�
+

1
2

qi ln
� qi

1
2 qi + 1

2 pi

�o

where pi and qi are the empirical probabilities of samples taking values in the i-th
bin. JSdiv is a popular statistical measure based on the Kullback-Leibler divergence.
JSdiv adds symmetry, i.e., JSdiv(p;q) = JSdiv(q; p), and bounded image, i.e., JSdiv 2
[0; ln(2)] to the Kullback-Leibler divergence. JSdiv is equal to 0 if p = q, while it
saturates to ln(2) for two completely disjoint distributions.

In our context, we speci�cally look for SDMs with bounded support as it makes
the comparison of the difference between distributions more practical. More im-
portantly, the symmetry property is required as it makes the SDM invariant to the
choice of the distribution considered as reference. While asymmetric metrics can
be used to contrast a suspect population against a well-behaving one, we have no
apriori knowledge on which population should be considered the reference.

While we discuss these issues further in Appendix A, the information provided
in this section allows us to understand the application of the general framework in
users’ QoE comparison, we focus on it in the Chapter 4.

1.4 Thesis Organization

Besides this introduction, the thesis is organized into six chapters.



14 Introduction

Chapter 2 (MONROE) focuses on presentation of MONROE: the �rst open
access hardware-based platform for independent, multihomed, large-scale experi-
mentation in MBB heterogeneous environments. We describe MONROE in detail
and its architecture and capabilities. Most of this work has its roots in the following
papers:

� O. Alay, A. Lutu, R. Garcia, M. Peon Quiros, V. Mancuso, T. Hirsch, T. Dely,
J. Werme, K. Evensen, A. Fosselie Hansen, S. Alfredsson, J. Karlsson, A.
Brunstrom, A. Safari Khatouni, M. Mellia, M. Ajmone Marsan, R. Monno,
H. Lonsethagen, Measuring and Assessing Mobile Broadband Networks with
MONROE, 17th IEEE International Symposium on a World of Wireless,
Mobile and Multimedia Networks, June 21-24, 2016

� O. Alay, A. Lutu, R. Garcia, M. Peon Quiros, V. Mancuso, T. Hirsch, T. Dely,
J. Werme, K. Evensen, A. Fosselie Hansen, S. Alfredsson, J. Karlsson, A.
Brunstrom, A. Safari Khatouni, M. Mellia, M. Ajmone Marsan, R. Monno,
H. Lonsethagen, Demo: MONROE, a distributed platform to measure and
assess mobile broadband networks, ACM WiNTECH, October 3, 2016

� O. Alay, A. Lutu, M. Peon-Quir, V. Mancuso, T. Hirsch, K. Evensen, A.
Hansen, S. Alfredsson, J. Karlsson, A. Brunstrom, A. Safari Khatouni, M.
Mellia, M. Ajmone Marsan, Experience: An Open Platform for Experimen-
tation with Commercial Mobile Broadband Networks, MobiCom, the 23th
Annual International Conference on Mobile Computing and Networking, Oc-
tober 16-20, 2017

Chapter 3 (Speedtest-like Measurements in MBB Networks) concentrates
on "speedtest-like" measurements to evaluate the download speed offered by MBB
networks. We indicate that the benchmarks for the performance assessment of MBB
networks are needed, in order to avoid simplistic, super�cial, wrong, or even biased
studies, which are dif�cult to prove false.

Most of this work has its roots in the following paper:

� A. Safari Khatouni, M. Mellia, M. Ajmone Marsan, S. Alfredsson, J. Karls-
son, A. Brunstrom, O. Alay, A. Lutu, C. Midoglu, V. Mancuso, Speedtest-like
Measurements in 3G/4G Networks: the MONROE Experience, 29th Interna-
tional Teletraf�c Congress, September 4-8, 2017
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Chapter 4 (WebWorks: Experimenting the Mobile Web) focuses on users’
QoE of web on commercial mobile carriers. Our results and further analysis shed
light on the complexity of the cellular networks, where the randomness of the wire-
less access channel coupled with the often unknown operator con�gurations makes
monitoring performance very challenging. We �nd that the overall web performance
is similar across different countries and operators, with only slight variations. In
aggregate per target websitse, our measurements show that the performance improve-
ments HTTP2 promised still remain to be experienced.

Most of this work has its roots in the following paper:

� M. Peon-Quiros, V. Mancuso, V. Comite, A. Lutu, O. Alay, S. Alfredsson, J.
Karlsson, A. Brunstrom, M. Mellia, A. Safari Khatouni, T. Hirsch, Results
from running an experiment as a service platform for mobile networks, The
11th ACM International Workshop on Wireless Network Testbeds, Experimen-
tal Evaluation & Characterization, October 20, 2017

Chapter 5 (Understanding Roaming in Europe) focuses on an profound char-
acterization of the implications of international data roaming within Europe. We
opted for a unique roaming measurements platform using 16 different mobile net-
works deployed in 6 countries across Europe. Using this platform, we measure
different aspects of international roaming in MBB networks, including mobile net-
work con�guration, performance characteristics, and content discrimination. Results
show that operators adopt common approaches to implementing roaming.

Most of this work has its roots in the following paper:

� Submitted: A. M. Mandalari, A. Lutu, A. Custura, A. Safari Khatouni, O.
Alay, M. Bagnulo, V. Bajpai, A. Brunstrom, J. Ott, M. Mellia, G. Fairhurst,
Experience: Implications of Roaming in Europe, the 24th Annual International
Conference on Mobile Computing and Networking

Chapter 6 (Deadline-Constrained Content Upload from Multihomed De-
vices) focuses on the work originating from the practical requirements of video
surveillance in public transport systems, where security cameras store video onboard,
and a central operator occasionally needs to access portions of the recordings. When
this happens, the selected video portions must be uploaded within a given deadline,
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using (multiple) wireless interfaces, with different costs (which correspond to, e.g.,
tariffs). We study this video upload problem as a scheduling problem with deadline,
where our goal is to choose which interfaces to use and when, so as to minimize the
cost of the upload while meeting the given deadline. Our study gives rise to adaptive
schedulers that require only a very coarse knowledge of the wireless interfaces
bandwidth.

Most of this work has its roots in the following papers:

� A. Safari Khatouni, M. Ajmone Marsan, M. Mellia, Video Upload from
Public Transport Vehicles using Multihomed Systems, 2016 IEEE Conference
on Computer Communications Workshops: Student Activities, 10 April 2016

� A. Safari Khatouni, M. Ajmone Marsan, M. Mellia, Delay Tolerant Video
Upload from Public Vehicles, Smart Cities and Urban Computing, April 11,
2016

� A. Safari Khatouni, M. Ajmone Marsan, M. Mellia, R. Rejaie, Adaptive
Schedulers for Deadline-Constrained Content Upload from Mobile Multi-
homed Vehicles, The 23rd IEEE International Symposium on Local and
Metropolitan Area Networks, June 12-14, 2017

� Submitted: A. Safari Khatouni, M. Ajmone Marsan, M. Mellia, R. Rejaie,
Deadline-Constrained Content Upload from Multihomed Devices: Formula-
tions and Algorithms, Computer Networks (COMNET), 2018

Chapter 7 summarizes this work, recaps the collected �ndings, and highlights
the most signi�cant results obtained. In addition, Appendix A presents additional
detail that are kept out of the main �ow of this work to improve readability. Finally,
Appendix B illustrates a short biography of the author.

1.5 Readers’ Guide

I have actively participated in MONROE project during my PhD. Thus, some parts
of this thesis was developed in collaboration with other partners and researchers.
There are several parts of this thesis for which I have developed the main ideas and
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methodologies on my own. In the following, I list the parts whose the main ideas
and methodologies have been done by myself:

� Integration of the Tstat passive probe in the MONROE platform with design,
implementation, and support of corresponding backend systems (Section 2.4)

� The idea, methodology, and analysis developed in Chapter 3

� Methodology and statistical analysis presented in Section 4.4.2

� Besides the experiment coordination, experiment design and analysis of col-
lected data in Section 5.4.1

� The idea, methodology, and analysis developed in Chapter 6

The rest of the work has been done in collaboration with other researchers (see
Appendix B).



Chapter 2

MONROE

2.1 Introduction

MBB networks have become the key infrastructure for people to stay connected
everywhere they go and while on the move. Society’s increased reliance on MBB
networks motivates researchers and engineers to enhance the capabilities of mobile
networks by designing new technologies to cater for a plethora of new applications
and services, growth in traf�c volume and a wide variety of user devices. In this
dynamic ecosystem, there is a strong need for both open objective data about the
performance and reliability of commercial operators, as well as open platforms for
experimentation with operational MBB providers.

In this thesis, we introduce MONROE: the �rst open access hardware-based
platform for independent, multihomed, large-scale experimentation in MBB hetero-
geneous environments. MONROE comprises a large set of custom hardware devices,
both mobile (e.g., via hardware operating aboard public transport vehicles) and
stationary (e.g., volunteers hosting the equipment in their homes), all multihomed to
three operators using commercial grade subscriptions.

Thorough systematic repeatable end-to-end measurements are essential for eval-
uating network performance, assessing the quality experienced by end users and
experimenting with novel protocols. While existing experimental platforms, such
as PlanetLab [3], RIPE Atlas [4] or CAIDA Ark [5], meet these requirements, they
are limited to �xed broadband networks and are not multihomed. MONROE is a
one-of-a-kind platform that enables controlled experimentation with different com-
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mercial mobile carriers. It enables users to run custom experiments and to schedule
experimental campaigns to collect data from operational MBB and WiFi networks,
together with full context information (metadata). For example, MONROE can
accommodate performance evaluation of different applications (e.g., web and video)
over different networks or testing various protocols and solutions under the same
conditions.

Objective performance data is crucial for regulators to ensure transparency and
the general quality level of the basic Internet access service [26]. Several regulators
responded to this need with ongoing nationwide efforts [27]. Often, they do not open
the solutions to the research community to enable custom experimentation, nor do
they grant free access to the measurement results and methodology. MONROE aims
to �ll this gap and offers free access to custom experimentation. The MONROE
project selected different external users to deploy their own custom experiments on
the MONROE system with the purpose of testing and further improving the platform
based on their feedback.

A common alternative to using controlled testbeds such as MONROE is to rely
on end users and their devices to run tests by visiting a website [6] or running a
special application [7]. The main advantage of such crowdsourcing techniques is
scalability: it can collect millions of measurements from different regions, networks
and user equipment types [8]. However, repeatability is challenging and one can only
collect measurements at users’ own will, with no possibility of either monitoring
or controlling the measurement process. Mostly due to privacy reasons, crowd
measurements do not always provide important context information (e.g., location,
type of user equipment, type of subscription, and connection status (2G/3G/4G and
WiFi)). MONROE is complementary to crowdsourcing approaches and the control
over the measurement environment tackles the shortcomings of crowd data, though
at the cost of a smaller geographical footprint [9]. Furthermore, MONROE supports
the deployment of different applications and protocols, and enables benchmarking
tools and methodologies.

In the rest of the chapter, we report on our experience designing, implementing
and using the platform. We detail the design considerations and demonstrate the ver-
satility of our approach (Section 2.2). We explain how we cater for the requirements
of experimenters and enable them to deploy myriad measurements on operational
commercial MBB networks. The MONROE measurement node (hereinafter, the
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node or the MONROE node) sits in the center of the system and is the most impor-
tant element, conditioning the proper functionality of the measurement system. We
describe our experience with the MONROE system implementation and detail the
hardware selection for the MONROE measurement node (Section 2.3). We forged
the node to be �exible and powerful enough to run a wide range of measurement and
experimental tasks, including demanding applications like adaptive video streaming.
In the same time, we ensured that the node software design translates into a robust
implementation (Section 2.4) that is also easily evolved and upgraded in order to
sustain the most recent technological innovations. We further present the user access
and scheduling solution we offer experimenters for exploiting the available resources
of the platform in a fair manner (Section 2.5).

We show that the MONROE system is a �tting solution to conduct a wide range
of experiments over commercial cellular networks. To showcase its capabilities, we
describe different categories of experiments MONROE supports (Section 2.6), which
give an overview of the main categories of experiments MONROE are conducting at
the time of writing. Finally, Section 2.7 concludes the chapter.

2.2 System Design

Throughout the design process of MONROE, we interacted with the users of the
platform (e.g., universities, research centers, industry and SMEs1) and collected
their feedback on requirements for platform functionality. This allowed us to gauge
experimenters’ expectations and use them to sketch the platform speci�cations.

2.2.1 Requirements

We summarize the main requirements as follows.

Large scale and Diversity: To give a representative view of the characteristics
of an entire network, we need to collect measurements from a large number of
vantage points. Furthermore, we should strive to collect measurements under diverse
geographical settings, from major cities to remote islands.

1Small and medium-sized enterprises
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Mobility: Mobility is what makes MBB networks unique compared to other
wireless networks. To provide insight into the mobility dimension of MBB networks,
it is imperative that the platform integrates a deployment under realistic mobility
scenarios.

Fully programmable nodes: To accommodate the wide range of experiments
users contemplate to run on the platform, we should forge measurement devices that
are �exible, powerful and robust.

Multihoming support: To compare different mobile operators and/or different
wireless technologies under the same conditions, the same node should connect
to multiple providers at the same time (multihoming support). This further makes
the platform particularly well suited for experimentation with methods that exploit
aggregation of multiple connections.

Rich context information: While analyzing the measurements, context infor-
mation is crucial. The platform should monitor the network conditions, the time and
location of the experiment, as well as the metadata from the modems, including, for
example, cell ID, signal strength and connection mode.

Easy to use platform: It is crucial to make it easy for users to access the system
and deploy experiments on all or a selected subset of nodes. This requires a user
friendly interface together with a well managed and fair scheduling system.

2.2.2 Design Overview

We shaped the main building blocks of the MONROE platform such that we can
meet the above-mentioned requirements. Note that while implementing different
components of the platform, operational aspects also impacted the design choices,
which we will discuss in detail in Sections 2.4 and 2.5. Next, we give an overview of
the purpose and functionality of the main building blocks of the MONROE system,
which we illustrate in Figure 2.1. All the software components of the MONROE
system are open source [28].

MONROE Node: MONROE operates 150 nodes in 4 countries in Europe (Spain,
Italy, Sweden, and Norway). The measurement node resides at the core of our
platform. Its design comprises two main notions, namely the hardware con�guration,
and the software ecosystem. In terms of hardware, each node has a main board that
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Fig. 2.1 The MONROE platform: MONROE Nodes operate in trains, buses or inside homes
and each connects to three commercial mobile operators in each country with MONROE
presence. Users access the available resources and deploy their experiments via the User
Access and Scheduling. Measurement results synchronize to external repositories operating
in the back-end.

is a small programmable computer and supports (at least) 4 interfaces: three 3G/4G
modems and one WiFi modem. To cover a diverse set of mobility scenarios, we
customize a portion of the nodes (i.e., 95 out of 150 total nodes) to operate on public
transport vehicles (buses and trains) and also in delivery trucks. In Section 2.3, we
detail the choices for the node hardware implementation and our experience with
running two node prototypes.

The node software is based on a Linux Debian �stretch� distribution2 to ensure
compatibility with multiple hardware con�gurations and to enable a large set of
experiments. Furthermore, especially considering the experimentation on protocols,
Linux is the only operating system with suf�cient hardware support for research
and implementation of transport protocols due to the accessibility of the source
code, �exibility and community maintenance to ensure operability with other sys-
tems. On top of the operating system, the nodes run: (i) the management software
that performs the normal jobs expected on any mobile device, (ii) the maintenance
software that monitors the operational status of the nodes and diminishes manual
maintenance intervention, and (iii) the experimentation enablers that enable experi-

2https://wiki.debian.org/DebianStretch

https://wiki.debian.org/DebianStretch
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ment deployment (via the scheduler client) and feed rich context information to the
experiments. To provide agile recon�guration and access for the experimenter to
different software components, the experiments run in the Docker [29] light-weight
virtualized environment. This also ensures containment of external actions in the
node system. We periodically transfer the results of the experiments from the nodes
to a remote repository. We further detail in Section 2.4 the node software ecosystem
and present our evaluation of potential node internal performance overheads.

User access and scheduling: MONROE enables access to platform resources
through a user-friendly web portal [30] that allows authenticated users to use the
MONROE scheduler to deploy their experiments. The MONROE Scheduler facili-
tates exclusive access to the nodes (i.e., no two experiments run on the node at the
same time) while ensuring fairness among users by accounting data quotas. We
provide the details and the implementation choices for the user access and scheduling
policies in Section 2.5.

2.3 Hardware Implementation

Given the requirements we drew from MONROE stakeholders (Section 2.2), the
measurement device needs to be small, able to function in different environments
(buses, trains, and homes), affordable, robust, suf�ciently powerful, and should
support the mainline Linux kernel. The size and price constraints limited us to
evaluate different Single Board Computers (SBCs). There is a large amount of
different SBCs available to the consumer public, with different CPU architectures
and hardware con�gurations. However, most contain hardware requiring the use
of proprietary drivers, thus restricting us to old kernels or making it impossible to
compile custom kernels. We evaluated several options, including popular ones such
as Raspberry Pi [31], Odroid [32], Beaglebone [33] and we selected PC Engines
APU [34]. We chose the APU because it provides suf�cient processing power,
storage and memory for the foreseeable future at a reasonable cost. APUs integrate
a 1Ghz 64 bit quad core processor, 4GB of RAM and a 16GB HDD. APUs have 3
miniPCI express slots, two of which support 3G/4G modems.

Modem Selection: To multihome to three mobile operators and a WiFi hotspot,
we initially equipped the PC Engines APU board with an Yepkit self-powered USB
hub [35], three USB-based CAT4 MF910 MiFis [36] and one WiFi card [37]. The
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reason we chose the MF910 MiFi is because, at the time we selected the hardware, it
was the most modern device sold by operators we measured.

In the prototype validation phase, this implementation presented some major
obstacles. While the APUs proved to be very stable, the MiFis proved more challeng-
ing than expected. First of all, in the last quarter of 2016, the MiFis’ vendor issued a
forced update to the �rmware. The update was applied despite the fact that we took
special care to con�gure the devices not to receive automatic updates. As a result
of the forced update, all our MiFis became inaccessible for the MONROE system.
Furthermore, the MiFis themselves were prone to resets or to enter a working state
(transparent PPP) from which we could only restore them to normal operation by
draining their batteries, or performing a manual reboot by pushing the power button.
Finally, after 6 months of operation, some of the MiFis showed clear signs of swollen
batteries. This problem brought serious safety concerns for the nodes operating in
places other than our own (controlled) premises (e.g., public transport vehicles). We
thus modi�ed the hardware con�guration to use internal modems operating in the
miniPCIe slots of the APU board.

Current Node Con�guration: We decided to increase the control over the
MONROE node and base its implementation on a dual-APU system. One of the
two APUs in each node has two MC7455 miniPCI express (USB 3.0) modems [38],
while the other has one MC7455 modem and a WiFi card. We chose Sierra Wireless
MC7455 3 as our 4G modem since, at the time of the upgrade, it was supporting the
most recent category (CAT6) an industrial grade modem could provide. This design
eliminates the risk brought on by the use of batteries, avoids any forced updates (the
new modems are not routers), simpli�es resets (no draining of battery) and increases
our overall control over the system.

Takeaways: APUs showed very stable performance, while re-purposing the
MiFis to behave as simple modems presented major challenges (e.g., forced updates
and swollen battery problems). We thus bring forward a more compact and robust
node con�guration that relies on internal modems operating in miniPCIe slots. This
also simpli�es the node since we avoid potential NAT and routing issues the MiFis
might trigger.

3https://source.sierrawireless.com/devices/mc-series/mc7455/

https://source.sierrawireless.com/devices/mc-series/mc7455/
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2.4 Node Software Implementation

In this section, we describe in detail the node software ecosystem and present the
justi�cation for our implementation choices.

2.4.1 Software Ecosystem

Fig. 2.2 presents the elements that coexist in the MONROE node software ecosystem,
namely the node management software, the node maintenance software and the
experimentation enablers.

The node management software integrates a set of core components that run
continuously in the background. They perform low-level work in line with the
normal jobs expected on any mobile device or computer. These include (i) a Device
Listener, which detects, con�gures and connects network devices, (ii) a Routing
Daemon, which acquires an IP address through DHCP, sets up routing tables, and
(iii) a Network Monitor, which monitors interface state, checks the connectivity of
the different interfaces and con�gures default routes. The node operates behind a
�rewall, which we con�gure with strict rules to increase node security.

The node maintenance software integrates components that monitor the node
status and trigger actions to repair or reinstall when malfunctioning. A system-
wide watchdog ensures that all core components (node management) are running.
However, during the �rst few months, we experienced loss of connection to nodes
because of problems that watchdogs could not tackle, such as �le system corruptions
which can occur due to frequent sudden power loss in mobile nodes. Thus, we de�ned
and implemented a robust node recovery method, called BootOS, that enables a
hard restart of the node (i.e., a reinstallation of the operating system to a known
working baseline). This method allows us to recover both from �le system errors
that prevent system boot-ups, and software con�gurations that may lead to loss of
connectivity. To achieve this goal, we trigger a two-stage boot loader process at node
start-up. In the �rst stage, we start the BootOS, which resides entirely in RAM and
only uses read-only hard-drive access for its normal operation. The BootOS veri�es
that the �lesystem of the APU is not corrupt, and that no forced reinstallation has
been requested. It then proceeds to boot the MainOS, which contains the MONROE
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Fig. 2.2 Node Software Ecosystem

system software. If the �lesystem is corrupted, or in case of a forced reinstallation,
the BootOS reinstalls an image of a known working installation.

The experimentation enablers include the scheduling client, the default ex-
periments, and the services for external experiments. Within the node software
ecosystem, we differentiate between the user experiments and the management
and maintenance software by con�guring a separate MONROE network namespace
where experiments run. This increases our control over the ecosystem and limits
the impact external users can have on the node. This separation further allows us to
account (as part of the scheduling system) the traf�c volume each user consumes.
We require that each experiment runs inside a virtualized environment (Docker
container) to ensure separation and containment of processes. The Scheduling Client
communicates with the Scheduler to enable experiment deployment per user request.
It periodically checks for new experiment containers to run in the node and deploys
them in advance to their scheduled execution time. Section 2.5 provides more details
on the scheduling system. The metadata broadcasting service runs continuously in
the background and relays metadata through ZeroMQ [39] in JSON [40] format to
experiment containers. The nodes periodically run connectivity measurements (e.g.,
ping), and this together with metadata allow us to monitor the node’s state and the
overall health of the platform. Furthermore, the Tstat [16] passive probe provides
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insights on the traf�c patterns at both the network and the transport levels, offering
additional information on the traf�c each interface exchanged during an experiment.

Takeaways: Containment of users activity in the node is paramount to avoid se-
curity risks, node malfunctioning events, unreliable results and, more severely, node
loss. We prevent foreign unauthorized access to the node with a strict �rewall. Then,
continuous monitoring of the platform is crucial and we enable it by implementing
monitoring functions in the node management software. Node maintenance is expen-
sive, so it is important to forge the node as a self-healing system. We implement this
functionality in the node maintenance software that takes automatic actions when
the node malfunctions.

2.4.2 Experiment Containment

Docker Virtualization: The node design we propose mandates that MONROE users
execute their experiments inside Docker containers, which provide isolation from
the host node. This is true both for default monitoring measurements and external
users experiments. Docker containers are based on a layered �le system, where a
container can reuse layers shared with other containers.

MONROE provides the default base image for the experiment containers, which
integrates the base operating system installation with default tools that are potentially
useful for many experiments. The lightweight containers provide just the contents
that are unique for the particular experiment, signi�cantly reducing the download
and deployment time overhead and accountable traf�c volume. Running experiments
inside a container have access to the experimental network interfaces. They can read
and write on their own �le system, overlaid over that of the base MONROE image.
Finally, there are speci�c paths (e.g., /MONROE/results/) where the experiments can
write their results and that the node automatically transfers to the MONROE servers.
Our public software repositories contain all the �les necessary to build new user
experiments, as well as experiment templates and examples.

Internal NAT Function: To ensure the minimum impact of user experiments
gone wrong, we de�ne the MONROE network namespace where experiment contain-
ers run. For each physical interface that the network-listener detects as available, we
create a virtualized Ethernet, veth, interface pair, and move one end to the MONROE
namespace. We then add routing rules in the network namespace to allow routing
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by interface. In order to allow the network devices in the host namespace to com-
municate with the ones in the MONROE network namespace, we de�ne an internal
NAT function. We use iptables NAT masquerading rules in the host namespace to
con�gure the NAT function. Finally, we add the corresponding routing rules to map
each veth interface to the correct physical interface.

Overhead Quanti�cation: The internal network design introduces two poten-
tial overheads that might impact performance measurements: (i) the internal NAT
function that connects the network devices in the host namespace with their cor-
responding duplicates in the monroe namespace, and (ii) the Docker containers
we use to separate the processes that correspond to a certain experiment that runs
inside the container. Thus, prior to detailing the measurement results of different
commercial MBB operators, we focus here on these two design overheads and aim to
quantify their impact (if any) on performance measurement results. Speci�cally, we
quantify the delay overhead by running ICMP ping measurements, and the impact
on throughput by running HTTP downloads.

To instrument our system benchmarking measurements we use a single APU
node running the Debian �stretch� MONROE image with a local Fast Ethernet
link. Using a local link allows us to minimize the impact of the network on our
measurements, and focus on the impact of the system overheads. We run http
download measurements with curl and ICMP ping measurements with fping to
quantify the impact of the internal NAT function and of the Docker virtualization. We
focus on four con�gurations for our testing setup, namely: no NAT and no Docker
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(experiments run in host namespace), no NAT but Docker (experiments run inside a
Docker container in the host namespace), internal NAT and no Docker (experiments
run in the MONROE namespace) and internal NAT and Docker (experiments run
inside a Docker container in the MONROE namespace).

To quantify the delay overhead, we collect 1,000 RTT samples against the Google
DNS server 8.8.8.8 on the Ethernet connection on all four con�gurations. Fig. 2.3
shows the results of the measurements. We conclude that the overhead of the NAT
function internal to the node is insigni�cant. In average, we see a penalty in the order
of 0.1ms, (i.e., in the range of clock granularity in Linux systems). We note that the
Docker and NAT combination introduces a slight delay, which is not overwhelming.

For the throughput measurements, we download 1GB of data from a server
con�gured in the local network. We collect 30 samples for each testing con�guration.
In Fig. 2.4, we show the Cumulative Distribution Function (CDF) of download speed
per namespace and operator, for each of the different targets. We �nd that there
is a 1% performance penalty that using the internal NAT function and the Docker
virtualization introduces in average. We report no direct impact of using the Docker
containers, which we expected, since the purpose of the Docker virtualization is
purely for experiment containment.

Takeaways: Our priority in the node software implementation phase is keeping
the nodes within normal functioning parameters for as long as possible and limiting
direct maintenance intervention, while allowing external users to run a wide range of
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complex measurements with minimum interference. To achieve this, we separate the
network namespace where users can run their experiments from the host namespace,
where the monitoring and management software runs. This introduces two potential
overheads in the system, which we quantify and show to have little or no impact.

2.5 User Access and Scheduling

We provide access to the MONROE platform through a user-friendly interface con-
sisting of an AngularJS-based web portal [30]. As part of the MONROE federation
with the Fed4FIRE [41] initiative, the user access follows the Fed4FIRE speci�-
cations in terms of authentication and resource provisioning. Through the portal,
experimenters interact with the scheduler and deploy their experiments without
accessing directly the nodes. The scheduler API is accessible to enable experiment
deployment automation. The scheduler prevents con�icts between experiments
(i.e., only one user can run an experiment on a certain node at a time) and assigns
resources to each user based on their requirements and resource availability.

Given the challenging scenarios we aim to cover in our testbed, nodes in MON-
ROE have potentially unreliable connectivity and low bandwidth. This is the norm
for node in buses, trains, and trucks, which follow the schedule of the host vehicle.
Experiment scheduling therefore accounts for two factors: (i) the node may not
have connectivity at the time of the experiment, and (ii) a high lead time when
deploying containers means that experiments should be deployed early. Furthermore,
experimenters may require to run synchronous measurements on multiple nodes. The
common approach to task scheduling and decentralized computing, which deploys
jobs to registered nodes based on their availability, struggles with these constraints.
Therefore, for the MONROE scheduler, we follow a calendar-based approach, as-
signing time slots to experiments. Deployment of experiments takes place up to 24
hours in advance, as soon as the node retrieves information about the assigned task.
It allows both immediate scheduling on nodes that are not otherwise occupied, and
scheduling synchronous experiments on low availability nodes well in advance. It
also allows synchronizing experiment runtime with vehicle schedules when available.

In addition to manage the time resource, the scheduler handles data quotas
assigned by the contracts with the MBB operators. We assign each experimenter
a �x data quota. In addition, we may assign users a quota on computing time (i.e.,
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maximum time the users can run experiments on the node). We designed the quota
system to provide fair usage of the available resources. An important factor to
ensure fairness in day-to-day usage, is that a certain data quota is reserved by the
experimenter in advance, and subtracted from the user quota for the duration of the
experiment. Experimenters may subsequently refund the remaining quota. Hence, it
is not possible to block large quantities of resources without having been assigned
the necessary budget, even if the resources are not actually used.

From March 2016 until March 2017, the MONROE scheduler has been actively
used by 30 users. A total of 75;002 experiments have successfully ran on the
platform, while 7;972 scheduled experiments failed. There are many different
reasons for failed experiments, for example that the container exits unexpectedly or
the data quota is exceeded. Note that these failures are expected especially for the
new users that are trying to familiarize themselves with the platform. We are running
an open conversation with our users, gathering feedback from them and updating the
user access and scheduling policies accordingly.

Takeaways: Resource allocation and experiment scheduling on MONROE are
challenging because nodes have potentially unreliable connectivity (e.g., nodes in
mobility scenarios) and limited data quota due to commercial-grade subscriptions. A
calendar-based approach for scheduling addresses these requirements by taking into
account per user and per node data quota, and synchronized experiment start time.

2.6 Open Experimentation

Starting from the platform design phase, we have been working together with our
stakeholders to understand their requirements from the MONROE system and which
experiments have the highest appeal (Section 2.2).

2.6.1 MONROE Experiments

We present the base experiments deployed by the consortium. We are currently
offering to the community a series of experiments [42], which any external users can
deploy on their own. This goes toward achieving our goal of shaping MONROE into
an Experimentation as a Service (EaaS) platform. We group all these experiments in
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three main categories: MBB Performance, Service Oriented QoE, and Innovative
Protocols and Services. These categories also �t to the range of measurements that
our users are currently curating and have been already actively deploying. The
distribution of experiment runs on the MONROE platform to the time of writing
among these categories is: MBB Performance (19%), Service Oriented QoE (36%)
and Innovative Protocols and Services (45%). The volume of data that experiments
in different categories consume varies, with Service Oriented QoE taking the largest
quota (60%), while Innovative Protocols and Services are the least demanding (10%),
despite registering the largest number of experiment runs. We further detail each
category and provide examples of experiments and analysis one can perform using
MONROE.

MBB Performance

To measure a mobile network in a reliable and fair way, it is important to identify the
metrics that accurately capture its performance. Different stakeholders have different
metrics of interest and we argue that MONROE is able to cater all of them (Chapter
3).

Service Oriented QoE

An important measurement dimension to explore comes from the great interest in
how users perceive individual services and applications over different terminals
(e.g., mobile phones, tablets, and computers). The recent proliferation of user-
centric measurement tools (such as Netalyzr [7]) to complement available network
centric measurements validates the increasing interest in integrating the end user
layer in network performance optimization. MONROE enables experimentation
with essential services and applications, including video streaming, web browsing,
real-time voice and video, and �le transfer services (Chapter 4).

Innovative Protocols and Services

Another signi�cant use case for MONROE is investigating the impact of middleboxes
in the current Internet ecosystem. These range from NATs to security devices to
performance enhancing TCP proxies. Middleboxes are known to introduce a series
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of issues and hinder the evolution of protocols such as TCP. Since middleboxes
are ubiquitous in MBB networks [43�45], in collaboration with the H2020 MAMI
project [46] we aim to observe and characterize middlebox operations in the context
of real-world MBB deployments (Chapter 3). MONROE further enables assessment
of new protocol innovation (Chapter 6).

2.7 Conclusions

In this chapter, we reported on our experience designing an open large-scale mea-
surement platform for experimentation with commercial MBB networks. MONROE
is a completely open system allowing authenticated users to deploy their own cus-
tom experiments and conduct their research in the wild. The platform is crucial to
understand, validate and ultimately improve how current operational MBB networks
perform towards providing guidelines to the design of future 5G architectures. We
described our experience with the MONROE system implementation and detailed
the hardware selection for the MONROE measurement node, its software ecosystem
and the user access and scheduling solution. We emphasized the versatility of the
design we propose, both for the overall platform and, more speci�cally, for the
measurement nodes. In fact, the node software design is compatible with a number
of different hardware implementations, given that it can run on any Linux-compatible
multihomed system. Our current hardware solution is the most �tting for the set of
requirements and the predicted usage of MONROE, which we evaluated based on
our discussions and interaction with the platform’s users.



Chapter 3

Speedtest-like Measurements in
MBB Networks

3.1 Introduction

The society’s increased reliance on MBB networks has made provisioning ubiquitous
coverage and providing high network performance and user QoE the highest priority
goal for mobile network operators. This motivates researchers and engineers to
further enhance the capabilities of MBB networks, by designing new technologies to
cater for a plethora of new applications and services, for the growth in traf�c volume,
and for a wide variety of user devices.

When coming to performance assessment, the picture is much more complicated
in MBB networks than in wired networks. Even the simplest of the tests, i.e., a
�speedtest-like� measurement of the single TCP bulk download speed using HTTP,
may become complicated to interpret in MBB networks, due to the large number of
factors that affect performance. Physical impairments, mobility, variety of devices,
presence of Performance Enhancing Proxies (PEP), different access network con-
�gurations, etc., all possibly impact the measurement results, and complicate the
picture.

When facing performance assessments, a common approach is to rely on end
users, and their devices, to run tests by visiting a website [6], or running a special
application [7]. Federal Communications Commission (FCC) follows a similar
crowdsourcing approach to measure MBB networks in the USA [27]. Network oper-
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ators and independent agencies sometimes perform drive tests to identify coverage
holes or performance problems. These tests are, however, expensive, do not scale
well [47], and little information on methodology is given.

Here, we rely on the MONROE (Chapter 2) open platform, that offers an inde-
pendent, multihomed, large-scale monitoring platform for MBB testing in Europe.
Despite the large dataset, and the scienti�c approach, we �nd that running even a
simple speedtest-like experiment proves to be very complicated, with results that
apparently vary on a large scale, with no obvious correlations, and sometimes in
an unpredictable way. We observe the presence of NAT, and of transparent proxies,
as well as different access network con�gurations, and roaming agreements, each
adding complexity to the already complicated picture. Thanks to the MONROE
platform, we design and run further experiments to corroborate our �ndings, and
better understand the results.

While preliminary, we present our �nding (and make available all raw data) in
the hope to shed some light into the debate about performance assessment in MBB
environments. Indeed, since the issue is far from trivial, we believe there is a need to
de�ne benchmarking principles that allow to fairly compare performance in MBB
(and soon in 5G) networks.

The rest of this chapter is organized as follows. In Section 3.2, we present the
motivation of this work. In Section 3.3, we brie�y discuss the related work. In
Section 3.4, we describe the measurement approach we use to collect and analyze the
collected dataset. Our methodology is discussed in Section 3.5. In Section 3.6, we
present our �nding. Finally, in Section 3.7, we conclude the chapter and we discuss
future research issues.

3.2 Motivation

To take a �rst look into speedtest measurements in commercial MBB networks, we
conducted an initial measurement campaign, and measured different speedtest apps
under the same conditions, using an Android phone as a regular user could do, from
home. There are a number of crowdsourced apps for measuring MBB performance
via end-user devices. Among them, we choose the most popular ones: Speedtest by
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Fig. 3.1 ECDF of reported download rate for different tools in 4G

Ookla [6], OpenSignal by OpenSignal [48], RTR-Nettest by Austrian Regulatory
Authority for Broadcasting and Telecommunications (RTR) [49].

Typical performance measurements by such tools comprise Downlink (DL) and
Uplink (UL) data rate, and latency. Here we focus on download speed only. For our
measurement campaign, we run speedtest measurements with Speedtest (v3.2.29),
OpenSignal (v5.10), and Nettest (v2.2.9). To ensure the fair comparison of the
tools, we run the tools in rounds where each tool is run one after the other and in
randomized order on a stationary measurement device located in Oslo, Norway,
when connected to the same network in 4G.

We ran 320 batches of measurements in total. Fig. 3.1 shows the Empirical
Cumulative Distribution Function (ECDF) of download rate values reported by the
tools. Surprisingly, we observe a large variation in measurements, both within runs
of the same tool (max-min variation of 60 Mb/s, see the Opensignal in Fig. 3.1),
and between tools (max-max variation of 20 Mb/s range, see the difference between
Nettest and Speedtest in Fig. 3.1).

These large differences indicate a signi�cant variation in both measurement
methodology and network condition, which we have con�rmed through the reverse-
analysis of traf�c traces collected during measurements with different tools. Thus
the natural question is "Can we reliably benchmark download speed in MBB net-
works?".
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3.3 Related Work

The analysis of MBB network performance, and its prediction are on the research
agenda of the networking community. There are mainly three approaches for mea-
suring the performance of MBB networks: (i) crowd-sourced results from a large
number of MBB users [50, 51], (ii) measurements based on network-side data such
as [52�54], and (iii) measurements collected using a dedicated infrastructure [55�57].
Network-side and active tests can be combined in the so-called "hybrid measure-
ments" approach, as implemented, e.g., in [58]. In this thesis, we collect data from a
dedicated infrastructure in order to have full control over the measurement nodes,
allowing us to systematically collect a rich and high quality dataset over a long
period of time.

In the literature, some studies take it one step further and focus on the mo-
bile infrastructure (e.g., presence of middleboxes) and its impact on performance.
Performance enhancing middleboxes are widely deployed in the Internet and it is
of great interest to measure and characterize the behavior of them especially in
MBB networks where the resources are scarce. The impact of middleboxes on
measurements was explored in [59] where the authors proposed a methodology for
measurements in MBB networks. Farkas et al. [60] used numerical simulations to
quantify the performance improvements of proxies in LTE networks. In [54], the
authors analyzed LTE data collected in one city, to study the impact of protocol and
application behaviors on network performance, mostly focusing on the utilization of
TCP. Becker et al. [61] worked on analysis of application-level performance of LTE,
and detected middle-boxes deployed on LTE networks, studying their impact on the
measured performance. The most thorough analysis to characterize the behavior and
performance impact of deployed proxies on MBB networks was carried out in [45]
where the authors enumerate the detailed TCP-level behavior of MBB proxies for
various network conditions and Web workloads. Although the common belief is
that proxies provide performance bene�ts, Hui et al. [62] showed that they can actu-
ally hurt performance by revealing that direct server-client connections have lower
retransmission rates and higher throughput. Wang et al. [44] showed how MBB
middlebox settings can impact mobile device energy usage and how middleboxes can
be used to attack or deny service to mobile devices. Taking a different route, Kaup et
al. [63] studied the root causes of MBB network performance variability by means
of measurements in one country, and showed that management and con�guration
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Table 3.1 The number of experiments in the dataset

country City (sites) Operator # Nodes # Experiments

Italy Torino(4)
Pisa(5)

op0 12 1995
op1 14 2184
op2 14 2316

Sweden Karlstad(7) op0 28 3029
op1 28 2644
op2 28 3117

Spain Madrid(6)
Leganes(5)

op0 18 4924
op1 15 3502
op2 7 1888

Norway Fornebu(3)
Oslo(4)

Bergen(4)

op0 13 2437
op1 12 2220

Total 8 11 73 30256

decisions have a considerable impact on performance. We differentiate our work
from these studies by focusing on different countries and operators. Furthermore,
these studies consider a snapshot of the experiments which bound results to the
measured ISP network and to the geographical location of the setup. On the contrary,
our approach and experiments, by using the MONROE platform, allowed us to
collect data through continuous experiments over 4 countries and 11 operators. Our
goal is to understand the mobile ecosystem and whether a simple speedtest can be
run reliably over the current complex mobile networks, rather than measuring the
performance of the mobile networks or the impact of middleboxes.

In closing, we remark that even performance measurements in wired networks can
be a fairly complex task, because of user preferences, of the in�uence of users’ home
networks, of ISP traf�c shaping policies, as noted by Sundaresan et al. in [64], who
studied the performance of wired networks observed from home gateway devices,
and observed counter-intuitive results.

3.4 Measurement Setup

In this section, we brie�y describe the collected dataset.
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Fig. 3.2 Experiment setup

3.4.1 Basic HTTP Test

Fig. 5.3 shows the experiment setup we consider in this chapter. The leftmost
element is the MONROE node. It contains the core components, with containers
that run active experiments. Traf�c generated by the applications passes through the
selected MiFi modem ( initial modem con�guration Section 2.3 ) where a NAT is
in place, then goes through the ISP network, and the Internet, toward the selected
server � on the rightmost part of �gure. Each node runs also Tstat [16], a specialized
passive sniffer. Tstat captures traf�c on each MBB interface and extracts statistics
by passively observing packets exchanged with the network. Another instance of
Tstat runs on the server side, thus capturing and processing traf�c at the other end of
the path.
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As previously mentioned, each MONROE node regularly runs a basic set of
experiments. Among these, the HTTP download experiment uses single thread
curl to download a 40 MB �le for a maximum of 10 seconds from dedicated and
not-congested servers in two countries, one in Italy, one in Sweden1. Network
con�guration may change from country to country, and from operator to operator as
depicted in Fig. 5.3. Beside the NAT at the MiFi router, the ISP can provide a public
IP address to the modem (e.g., Operator 0) and no other NAT or middlebox on the
path. Alternatively, the ISP might use some kind of PEP (e.g., Operator 1), or it can
use Carrier Grade NAT to do NAT/NAPT (e.g., Operator 2).

In this chapter, we consider measurements that were run during September and
October 2016 in four countries and different sites. We consider only stationary nodes.
The experiment ran every 3 hours in synchronized fashion. Table 3.1 reports the
total number of nodes and the number of experiments for each operator. Overall,
we collected more than 30 000 experiments from 11 operators. ISPs were subjected
to different numbers of experiments. The reason can be coverage holes, exhausted
data quota on subscriptions, or rare failures inside the nodes. The name of the ISP
is speci�ed by a number, to avoid exposing the operator name � our goal is not to
provide a ranking among ISPs but rather to observe if it would be possible to reliably
measure performance. During experiments, all networks were in normal operating
conditions (and unaware of our tests).

The active application and passive �ow-level traces on the client and server
sides cannot give us information about the technology and signal strength at the
MBB channel during the experiment. Therefore, we use the metadata collected by
the MONROE platform to augment the information about the access link status.
The MONROE metadata are event-based data collected by passively monitoring
the statistics exposed directly from the MiFi modems through their management
interface. This data is transmitted and stored in the project database for analysis, and
can be easily correlated to each node and interface.

1During the HTTP test no other experiment can run. The 3 h periodicity and 10 s limit are imposed
to avoid booking the platform for long time. The 40 MB �le size limits the total volume of data to
less than 9.6 GB/month and avoids to erode the limited data quota of each subscription.
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Fig. 3.3 Packet timeline in case of PEP in the path

3.4.2 Additional Tests

To verify some of the hypotheses about the presence of NAT or PEP in the ISP
network, we additionally instrumented a subset of nodes to run HTTP tests, but
against HTTP servers running on different TCP ports. In particular, we checked
possible HTTP-related ports (80, 8080), HTTPS port (443), and random ports (4981,
19563). Again, Tstat runs on both client and server, and lets us verify the presence
of middle-boxes by contrasting the measurements on both sides.
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3.5 Methodology

Here we detail the methodology we used to process the collected data. Let us �rst
start describing in more details the available information at our disposal.

3.5.1 Measurement De�nition

Fig. 3.3 reports the possible setup during an experiment. The client (on the left)
opens a TCP connection, and fetches the �le via HTTP. Tstat on the client side
sniffs packets, and extracts measurements by correlating the sent and received
segments. For instance, it extracts the Round Trip Time (RTT) of each TCP seg-
ment/acknowledgement pair, the Time to complete the Three Way Handshake Time
(TWHT), the Time To receive the First Byte from the server (TTFB), and the down-
load speed. In the example, there is a PEP, which terminates the TCP connection
from the client side, while opening another one toward the server. The second Tstat
instance running on the server observes the segments being exchanged between
the PEP and the server, and collects statistics that we can later contrast with those
collected on the client side.

We now de�ne the most important measurements we use in this work. We
indicate measurements collected on the client side or server side with subscript C or
S, respectively.

Goodput � bG

bG is the most important measurement, and is de�ned as the average rate at which
the client receives information at the application layer. Let �TResponseC and �TLastC (see
Fig. 3.3) be the timestamps of the �rst and the last data packet at the client side, and
let D be the size of the application payload size sent by the server. We de�ne the
client-side goodput as:

bGC =
D

�TLastC � �TResponseC

Since Tstat is co-located at the client, this measurement is actually the same as the
measure computed directly by the curl application.
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Round Trip Time � RT T

Tstat measures the RTT by matching the data segment and the corresponding ac-
knowledgement in a �ow (as depicted in Fig. 3.3). For each segment/ack pair, Tstat
obtains a RTT sample. It then computes the average, standard deviation, minimum
and maximum among all RTT samples seen in the same TCP connection. On the
client side, Tstat gets a reliable measurement of the RTT between the TCP client and
the TCP server (or PEP) nodes. On the HTTP server, Tstat measures the RTT from
the server to the client (or PEP).

Time To Live � T T L

For each packet, Tstat extracts the TTL values from IP packets, and tracks minimum,
maximum, and average values seen in all packets of the same TCP �ow. On the
client side, we consider the maximum TTL observed in packets transmitted by the
server (or PEP). This is linked to the number of hops that the packets in the �ow
have traversed before reaching their destination.

TCP Options

For each TCP connection, Tstat logs information about TCP options such as Times-
tamps, Maximum Segment Size (MSS) [65], and negotiated window scale factor [66].
In the MONROE platform, all nodes run the same software and hardware. Since we
have also control on the server side, we know exactly which options are declared and
supported by both endpoints. If the ISP does L4 mangling, or a PEP is present on the
path, Tstat could observe different TCP options on the client side and server side.

Received Signal Strength Indicator � RSSI

Among the information the MONROE node collects from the modem, we use the
RSSI reported in dBm (logarithmic scale) as indicator of the quality of the channel.
The RSSI indicates the total received signal power and typically, -100 dBm and -
60 dBm indicate low signal level and very strong signal level, respectively. Recall that
all nodes use the same MiFi modems, so this information is measured consistently
by the platform. We use the RSSI value reported at the time �TSY NC .
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3.5.2 Joining Client with Server Data

All connections go through at least the �rst NAT at the MONROE node. This implies
that Tstat at the client side sees the client private IP address provided by the MiFi
modem, while Tstat at the server would observe the client public IP address.2 If
there is a middle-box in the ISP network, it could further change the IP address, and
the port numbers. Thus, matching the connection observed at the server side to the
one seen at the client side is not trivial. The MONROE metadata exposes the actual
IP address provided by the operator (either private or public) to the MiFi modem,
so that we can use this to map connections on the client and server side. We call it
�client IP� for simplicity in the following.

Let the client IP provided by operator to the MiFi modem at the node and seen
by Tstat at the HTTP server side be indicated by IPC and IPS, respectively. Similarly,
the client port at the node and HTTP server sides are denoted by PortC and PortS,
respectively.

In case of NAT, NAPT, or in presence of a PEP, IPC 6= IPS, and it becomes
complicated to associate the �ows seen in each single experiment (since we lose
the information about the originating node). In this case, we associate the �ow to
the operator by resolving the IPS address into its owner. We use the MAXMIND
database [67], and, in case of a miss, we default to whois [68].

In more details, we match the �ow associated with a certain experiment’s TCP
connection on the node side and HTTP server side if they start within a 1 second
time window ( �TSY NS� �TSY NC < 1 s), as follows:

1. If IPC = IPS and PortC = PortS, we claim there is no NAT or PEP in the ISP
network.

2. If PortC = PortS; IPC 6= IPS, and IPC is a private IP address, we claim there is
NAT in the ISP network. We can still associate each single �ow by matching
PortC to PortS.

3. If IPC 6= IPS; PortC 6= PortS, we claim there is NAPT in the ISP network. We
match the operator by looking at the IPS as above.

2The MiFi does not change the TCP port number, but only the client IP address.
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Hence, we de�ne a �ow at the node and HTTP server sides when the connections
start in a 1-second time window, have the same client IP address, the same server
port number, and the same client port number (considering the port number is not
changed by NAPT or PEP). If this is not possible, we simply assign data collected on
the server side to the operator (but we cannot match the single �ows). Our analysis
shows that the �rst case can cover most of the operators.

3.5.3 bG Mismatch

Given the i-th �ow, let bGC(i) and bGS(i) be the goodput recorded by Tstat at the node
and HTTP server, respectively. By comparing the observed values, we can show the
existence of a PEP in the ISP network:

� bGC(i) � bGS(i), illustrates the node experiences almost the same goodput as
seen on the HTTP server. In this case, no PEP is present.3

� bGC(i) < bGS(i), shows a mismatch. In this case, there is a PEP able to download
the �le from the server with considerably higher bG than the capacity on the
path from the PEP to the client.

In case we cannot match the single �ows, we can still compare statistics of f bGC(i)g
and f bGS(i)g for all �ows seen for a given operator.

3.6 Results

In this section we present the results obtained with the experiment setup described in
the previous section.

3.6.1 Download Goodput

As a �rst observation, Fig. 3.4 reports the goodput observed on three of the considered
operators during a week, each point presenting the average bGC of a set of experiments

3We do not consider exact equality because some packets are in �ight, and delay would make
bGS(i) > bGC(i) in general.




































































































































































































































