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Guest Editorial: Special Issue on Advances in Big Data Analytics for Management

Giuliano Casale, Member, IEEE, Yixin Diao, Fellow, IEEE, Marco Mellia, Senior Member, IEEE, Rajiv Ranjan, Senior Member, IEEE, Nur Zincir-Heywood, Member, IEEE

I. INTRODUCTION

Cloud and network analytics can harness the immense stream of operational data from clouds and networks, and can perform analytics processing to improve reliability, automated configuration, performance, and optimized network management in general. In this area, we have witnessed a growing trend towards using statistical analysis and machine learning techniques to improve operations and management of IT systems and networks.

Research is therefore needed to understand and improve the potential and suitability of Big Data analytics in the context of systems and network management. This will not only provide deeper understanding and better decision making based on largely collected and available operational data, but present opportunities for improving data analytics algorithms and methods on aspects such as accuracy and scalability. Moreover, there is an opportunity to define novel platforms that can harness the vast operational data and advanced data analysis algorithms to drive management decisions in networks, data centers, and clouds.

This special issue of IEEE Transactions on Network and Service Management deals with Advances in Big Data Analytics for Management. It is a second special issue, after the success of last year edition [1]. It presents recent, emerging approaches and technical solutions that can exploit Big Data and analytics in management solutions, as well as platform improvements and specific designs to speed up the processing of large amounts of data that a network typically generates.

We have accepted 10 papers from 36 papers submitted to the open call in this special issue that address the underlying challenges of Big Data Analytics for Management and present novel theoretical and experimentation results.

II. SPECIAL ISSUE OVERVIEW

The ten accepted papers in this special issue cover three important areas of Big Data Analytics for Management: analytics for network management, anomaly detection and security, and analytics platforms and applications.

A. Analytics for Network Management

Four papers in this special issue focus on Analytics for Network management, considering data centers and SDN networks.

In “AWESoME: Big Data for Automatic Web Service Management in SDN”, Trevisan et al. [item 1) in the Appendix] present a comprehensive web traffic management approach based on a “per service” management concept to identify and prioritize all traffic of important web services. It leverages big data algorithms to automatically build models describing the traffic of web services, and uses the models to install rules in SDN switches to steer all flows related to the originating services. Extensive experimental results are shown using various available traffic traces.

In “Big Data Analysis-based Secure Cluster Management for Optimized Control Plane in Software-Defined Networks”, Wu et al. [item 2) in the Appendix] explore a big data analysis-based security cluster management architecture for an optimized control plane. To achieve this, the authors propose an ant colony based optimization scheme and a security authentication scheme. Simulations and evaluations show the feasibility and the efficiency of the proposed cluster management architecture.

In “Spatial-Temporal Prediction Models for Active Ticket Managing in Data Centers”, Xue et al. [item 3) in the Appendix] present a methodology for active ticket managing to achieve efficient time series prediction and capacity planning. In doing so, their goal is to reduce virtual machine and box usage tickets that are issued in production data centers. They evaluate their methodology on a large number of data center production traces as well as on a cluster running MediaWiki.

In “Mining Causality of Network Events in Log Data”, Kobayashi et al. [item 4) in the Appendix] propose a method to mine causality of network events from large size of heterogeneous network log messages. The proposal leverages a causal inference algorithm that reconstructs causal structures from a set of time series of events. The authors evaluate their method on 15 months of network syslog data obtained in a nation-wide academic network.

B. Anomaly Detection and Security

Three papers in this special issue focus on Anomaly Detection and Security, using Big Data approaches.

In “Detecting Botclouds at Large Scale: a Decentralized and Robust Detection Method for Multi-Tenant Virtualized Environments”, Cogranne et al. [item 5) in the Appendix] propose a two-step approach based on Principle Component Analysis and statistical hypothesis theory for the detection of malicious activities perpetrated by virtual hosts infected by botnets. They validate their approach on a large scale dataset providing real container traces as well as simulated ones. This enables them to reach to public cloud context in their evaluations.
In “Anomaly Detection in Complex Real World Application Systems”, Gow et al. [item 6] in the Appendix present a Whole of Service Anomaly Detection (WoSAD) methodology that is based on a mix of data driven and model based methods for service profiling and measurement. The authors examine anomaly detection efficiency in two case studies using six detection models in a large Australian Financial Services Organisational. The proposed WoSAD methodology is demonstrated to be more efficient than alternative individual transactions and service models.

In “Social Plane for Recommenders in Network Performance Expectation Management”, Zhang et al. [item 7] in the Appendix propose a “social plane” that relies on recommended measurements based on “content-based filtering” to run similarity analysis and subscribe to useful measurements, and “collaborative filtering” to share knowledge on anomaly symptoms. The authors show the effectiveness of the social plane approach within a SoyKB Big Data application case study using social network creation and mingling of experts.

C. Analytics Platforms and Applications

Three papers in this special issue focus on Analytics Platforms and Applications, leveraging network properties to improve performance.

In “Efficient Deep Neural Network Serving: Fast and Furious”, Yan et al. [item 8] in the Appendix present a dynamic scheduling framework powered by an interference-aware queueing-based analytical model. It identifies and switches to the optimal parallel configuration of the serving system to minimize response latency for deep neural network serving. The benchmark based evaluation demonstrates its good latency prediction accuracy and efficiency as well as its abilities to identify optimal parallel configurations and to adapt to changing load conditions.

In “Group Mobility Detection and User Connectivity Models for Evaluation of Mobile Network Functions”, Suzuki et al. [item 9] in the Appendix present a group mobility detection method based solely on signaling data. Then, using this method, the authors build connected/idle duration models for users to characterize network utilization. The simulation results show that the group mobility detection and the connection/idle duration models based on control plane data analytics are useful for the development of mobility-aware functions in base stations.

In “Automatic Generation of Workload Profiles using Unsupervised Learning Pipelines”, Prats et al. [item 10] in the Appendix introduce a methodology for discovery of resource consumption phases in data center applications. The authors propose to combine Conditional Restricted Boltzmann Machines and Hidden Markov Models to deliver an unsupervised phase detection method. The technique is shown to be effective in identifying workload phases in Apache Hadoop and Spark workloads, among others.
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