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Complex Dynamics in Arrays of Memristor
Oscillators via the Flux–Charge Method

Fernando Corinto, Senior Member, IEEE, and Mauro Forti

Abstract—The key intent of the work is to analyze complex dy-
namics and synchronization phenomena in a one–dimensional ar-
ray of N diffusively–coupled memristor–based oscillatory/chaotic
circuits, i.e., each uncoupled oscillator is a 3rd–order memristor–
based Chua’s circuit obtained by replacing the nonlinear resistor
with an ideal flux–controlled memristor. It is shown that the
state space R4N in the voltage–current domain of the array
can be decomposed in ∞N 3N–dimensional manifolds which
are positively invariant for the nonlinear dynamics. Moreover,
on each manifold the array obeys a different reduced–order
dynamics in the flux–charge domain. These basic properties
imply that two main types of bifurcations can occur, i.e., standard
bifurcations on a fixed invariant manifold induced by changing
the circuit parameters and bifurcations due to the variation of
initial conditions and invariant manifold, but for fixed circuit
parameters. The latter bifurcation phenomena are referred to
as bifurcations without parameters. The reduced dynamics on
invariant manifolds, and their analytic expressions, are the key
tools for a comprehensive analysis of synchronization phenomena
in the array of memristor–based Chua’s circuits. The main results
are proved via a recently introduced technique for studying
memristor–based circuits in the flux–charge domain.

Index Terms—Memristor, spatio–temporal patterns, nonlinear
oscillatory arrays, flux–charge analysis, invariant manifolds,
synchronization.

I. INTRODUCTION

A large deal of efforts has been traditionally devoted in
circuit theory to the analysis of non–stationary steady–state
behaviors in networks obtained by locally coupled arrays
of simple dynamic circuits (also named cells, oscillators,
units, etc.) [1]. Such dynamic arrays can be thought of as
a bio–inspired circuit model of complex nonlinear phenomena
observable in nature with potential applications in signal pro-
cessing and computing systems. Indeed, on one hand they are
a mean for reproducing, analyzing and understanding spatio–
temporal nonlinear phenomena displayed by spatially extended
networks found in such diverse fields as electrical engineering,
computer science, biology and physics. On the other hand,
complex spatio–temporal dynamics including chaos are also
potentially useful for developing future analogue computing
systems. Recent studies have shown that chaos can play a
crucial role in searching for the global solution of combinato-
rial optimization problems, and chaotic relaxation oscillators
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with memristors [2] have been used to boots efficiency and
accuracy of Hopfield–like computing networks [3].
One of the most important aspects of these research en-
deavors includes bifurcations and synchronization phenomena
[4], [5], i.e., a scenario where all the oscillators adjust their
dynamic behavior so that the whole array acts in unison and
spatio–temporal patterns emerge. Synchronization phenomena
in one–dimensional (1D) and bi–dimensional (2D) dynamic
arrays using Chua’s oscillators as building block, with various
types of uni–directional, bi–directional, static and dynamic
diffusive interactions, have been considered and analyzed by
numerical simulations and analytic tools [6]–[8]. By extension,
the influence of the network topology properties and their
link with complex dynamic periodic/chaotic attractors in large
biological and artificial systems have been studied in details
in several works [9]–[14]. All in all, arrays of periodic/chaotic
memristor–based oscillators with a wide gamut of complex at-
tractors and including synchronization phenomena may be cru-
cial in the next generation of brain–like computing platforms.
The challenge going forward is to reproduce the modulation of
the synaptic weights in neural networks in order to implement
various biological phenomena such as the learning process
[15]. In this regards memristor devices provide an accurate
and power efficient emulator of neural synapses and biological
neural codes [16]–[18]. In particular, recent works have shown
the use of memristors as adaptive couplings for connecting
simple Chua’s oscillators in a crossbar architectures that is well
suited for implementation in nanotechnology [19]–[21]. On the
other hand, the works [22]–[25] consider arrays of diffusively
coupled Chua’s oscillators where the nonlinear resistor in each
oscillator is replaced by a memristor. By numerical analysis
and experiments, it is demonstrated that, due to the nonlinear
dynamics of memristors, such arrays are endowed with a
large variety of complex spatio–temporal phenomena [26],
[27]. Interestingly, several form of synchronization can be ob-
served by modifying, not only circuit parameters and coupling
strengths, but also initial conditions of dynamic elements and,
especially, of memristors. Considering that locally–connected
regular architectures are especially well–suited for nanoscale
implementation, and that emerging dynamic phenomena due
to the presence of memristor devices are observed, it is
crucial to develop analytical and numerical tools to investigate
complex dynamics including synchronization phenomena in
bio–inspired networks of memristor–based oscillatory cells.
In this paper we consider a 1D array of N diffusively–coupled
memristor oscillators, where each memristor oscillatory circuit
(MOC) is obtained by replacing the nonlinear resistor of a
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Chua’s oscillator with a flux-controlled memristor.1 The goal
is to analyze the complex dynamics, bifurcations and synchro-
nization phenomena in NMOCs by using a recently introduced
method, named flux-charge analysis method (FCAM), for
the study of memristor circuits in the flux-charge (ϕ, q)-
domain. The main results obtained in this manuscript can be
summarized as follows:
• it is shown that the state space in the voltage–current

(v, i)–domain can be decomposed in infinitely many
manifolds that are invariant for the dynamics. Moreover,
it it possible to explicitly find the state equations (SEs)
describing the reduced dynamics on each invariant mani-
fold. Respect to the result reported in [28]–[30], this step
is obtained via a newly developed circuit technique based
on writing suitable sets of Kirchhoff laws for the NMOC
in the flux–charge (ϕ, q)–domain;

• via the concept of invariant manifolds, it is analytically
shown that for the NMOCs there coexist infinitely many
different complex attractors and dynamics, and that bi-
furcations without parameters, i.e., bifurcations due to
changes of initial conditions for a fixed set of circuit
parameters, occur. Such findings make clear initial–
condition dependent nonlinear phenomena experimentally
observed and reported in several publications (see for
instance [22], [23], [26], [27]);

• it is shown how the explicit knowledge of invariant
manifolds and the reduced dynamics on each manifold
make possible to exploit results available in the literature
for analyzing some relevant features of the complex
nonlinear dynamics in the NMOCs. The application of
such theoretic results permits to choose initial condi-
tions such that the nonlinear dynamics in the NMOCs
take place on a selected manifold (namely, the “zero–
manifold”, see Section IV for details), and relaying on
previous analytic results in [31]–[33], various types of
synchronization phenomena, including in–phase and/or
anti–phase synchronization of periodic/chaotic attractors
are investigated.

Although the manuscript focuses on a 1D array of N
diffusively–coupled memristor oscillators, all the results re-
ported above can be extended, mutatis mutandis, to any
network of MOCs with dynamic diffusive couplings arranged
in bi– or three–dimensional structures.

II. MEMRISTOR–BASED OSCILLATORY CIRCUIT

Let us consider the memristor oscillatory circuit (MOC)
in Fig. 1, which is obtained from the well-known Chua’s
circuit [34], by replacing the nonlinear locally–active resistor
(Chua’s diode) with an ideal locally–active flux–controlled
memristor M having constitutive relation qM (t) = f(ϕM (t)),
where ϕM (t) (resp., qM (t)) is the memristor flux (resp.,
charge) and f : R → R is a smooth function which will
be defined later. The remaining ideal two–terminal elements
C1, C2, L and R are assumed to be passive. Such a MOC
has been considered in literature as a prototypical circuit for

1We will use the acronym NMOC for the considered array of N intercon-
nected MOCs.

studying the nonlinear dynamics, bifurcations and complex
oscillatory/chaotic phenomena emerging in memristor–based
bioinspired networks [35]–[38].

In the remaining part of this section we briefly recall some
chief properties of the dynamics of the MOC obtained in
[29], [39]. Moreover, we introduce an novel circuit technique
for finding invariant manifolds in a MOC, which is effective
also to study the nonlinear dynamics and synchronization
properties in arrays of diffusively–coupled MOCs (see Section
IV). Let us:
• introduce the state variables corresponding to the four

dynamic elements, i.e., C1, C2, L and M , in the (v, i)–
domain

w(t) = (vC1
(t), vC2

(t), iL(t), ϕM (t))T ∈ R4

• assume −∞ < t0 < +∞ to be a given finite instant
and let vC1(t0), vC2(t0), iL(t0), ϕM (t0) be the initial
conditions (ICs) at t0 for the state variables. Moreover, let
qC1

(t0) = C1vC1
(t0), qC2

(t0) = C2vC2
(t0), ϕL(t0) =

LiL(t0) and qM (t0) = f(ϕM (t0));
• define, in addition to the voltage v(t) and current i(t) for

each two–terminal element in the MOC, the flux ϕ(t),
the charge q(t) and also the incremental flux and charge
(t ≥ t0)

ϕ(t; t0) = ϕ(t)− ϕ(t0) =

∫ t

t0

v(τ)d τ

q(t; t0) = q(t)− q(t0) =

∫ t

t0

i(τ)d τ

Given the ICs in the (v, i)–domain, FCAM [28] permits to
associate the MOC in Fig. 1 with the reduced–order circuit
in the (ϕ, q)–domain reported in Fig. 2. Each two–terminal
element is represented by its equivalent circuit in the (ϕ, q)–
domain and the circuit can be analyzed by Kirchhoff flux
law (KϕL) and Kirchhoff charge law (KqL) for incremental
charges and fluxes. Note that the reduction of order for
the associated circuit is simply due to the fact that in the
(ϕ, q)–domain the ideal memristor results to be a memoryless
nonlinear element.

By using KϕLs and KqLs, the following SEs describing the
MOC in the (ϕ, q)–domain are obtained

C1
dϕC1

(t; t0)

dt
=− 1

R
(ϕC1

(t; t0)− ϕC2
(t; t0)) + qC1

(t0)

− f(ϕC1(t; t0) + ϕM (t0)) + f(ϕM (t0))
(1a)

C2
dϕC2

(t; t0)

dt
=− 1

R
(ϕC2

(t; t0)− ϕC1
(t; t0)) + qC2

(t0)

− qL(t; t0) (1b)

L
dqL(t; t0)

dt
=ϕC2

(t; t0) + ϕL(t0) (1c)

ϕC1(t0; t0) =0

ϕC2(t0; t0) =0

qL(t0; t0) =0

for all t ≥ t0, where we have taken into account that
ϕC1

(t; t0) = ϕM (t; t0). It is apparent that (1) is an initial value



3
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Figure 1: Memristor Oscillatory Circuit (MOC) obtained from
the Chua’s circuit by replacing the nonlinear locally–active
resistor with an ideal locally–active flux–controlled memristor
(G(ϕM ) = f ′(ϕM )).
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Figure 2: MOC of Fig. 1 in the (ϕ, q)–domain where qC10
=

qC1(t0), qC20
= qC2(t0), ϕL0 = ϕL(t0) and ϕM0 = ϕM (t0).

problem (IVP) for a third–order system of ODEs in the three
state variables (ϕC1

(t; t0), ϕC2
(t; t0), qL(t; t0)) in the (ϕ, q)–

domain. Note that the right-hand side of (1) contains constant
terms depending on the ICs for the state variables in the (v, i)–
domain.

On the basis of FCAM [28], the time differentiation of (1)
produces the SEs of the MOC in the (v, i)–domain

C1
dvC1

(t)

dt
=− 1

R
(vC1(t)− vC2(t))− f ′(ϕM (t))vC1(t)

(2a)

C2
dvC2

(t)

dt
=− 1

R
(vC2

(t)− vC1
(t))− iL(t) (2b)

L
diL(t)

dt
=vC2(t) (2c)

dϕM (t)

dt
=vC1

(t) (2d)

for all t ≥ t0, with ICs w(t0) = (vC1(t0), vC2(t0), iL(t0),
ϕM (t0))T (the prime means the derivative with respect to the
argument of f(·)). Here, we noted that ϕC1

(t; t0)+ϕM (t0) =
ϕM (t; t0) + ϕM (t0) = ϕM (t). The SEs (2) result to be an
IVP for a fourth–order system of ODEs in the state variables
w(t).

The order reduction of the dynamics of the MOC in the
(ϕ, q)–domain, with respect to the (v, i)–domain, can be
better understood when noting that the state space in the
(v, i)–domain can be decomposed in infinitely many invariant
manifolds. To make clear such concept, let us consider the
function Q : R4 → R of the state variables in the (v, i)–
domain

Q(w) = f(ϕM ) +
1

R
ϕM + C1vC1

− L

R
iL (3)

and, for any Q0 ∈ R, let

M(Q0) = {w ∈ R4 : Q(w) = Q0}. (4)

Note that M(Q0) is a three–dimensional manifold in R4 that
coincides with the Q0–level set of function Q(·). Also note
that, for any w ∈ R4, we have w ∈M(Q(w)).

Property 1: The state space R4 of the MOC in the
(v, i)–domain can be decomposed in ∞1 three–dimensional
manifolds M(Q0) by varying Q0 ∈ R. Manifolds are
nonintersecting and they span the whole state space R4.
Each manifold is positively invariant for the dynamics
of the MOC in the (v, i)–domain, i.e., if the ICs
w(t0) = (vC1

(t0), vC2
(t0), iL(t0), ϕM (t0))T ∈ M(Q0),

where Q0 = Q(w(t0)), then the solution
(vC1

(t), vC2
(t), iL(t), ϕM (t)) of the IVP (2) belongs to

M(Q0) for any t ≥ t0. On each manifold M(Q0) the
dynamics of the MOC is described in the (ϕ, q)-domain by
the third–order system of ODEs (1).

Proof: Suppose for contradiction that there exists x ∈ R4

such that w ∈M(Q1)∩M(Q2), with Q1 6= Q2. This implies
Q(w) = Q1 and Q(w) = Q2, which is a contradiction. This
shows that the manifolds are nonintersecting. To see that they
cover the whole space R4 it is enough to recall that, for any
w ∈ R4, we have w ∈M(Q(w)).

Let us show that each manifold is positively invariant by
analyzing the associated circuit of the MOC in the (ϕ, q)-
domain. We have from KqL at the cutset made of nodes A
and B (see Fig. 2)

qM (t; t0) + qC1(t; t0) + qC2(t; t0) + qL(t; t0) = 0

for any t ≥ t0. From KqL at node B

qR(t; t0) + qC2
(t; t0) + qL(t; t0) = 0

and from KϕL at the loop Γ (see again Fig. 2)

ϕM (t; t0) = ϕR(t; t0) + ϕL(t; t0).

These two last equations yield

qL(t; t0) =
ϕM (t; t0)− ϕL(t; t0)

R
− qC2

(t; t0)

and substituting in the first equation we obtain

qM (t; t0) + qC1
(t; t0) +

ϕM (t; t0)− ϕL(t; t0)

R
= 0.

Since qM (t) = f(ϕM (t)), we have

f(ϕM )+
1

R
ϕM +C1vC1−

L

R
iL = f(ϕM (t0)) +

1

R
ϕM (t0)

+ C1vC1
(t0)− L

R
iL(t0)

for any t ≥ t0.

Remark 1: The technique for proving invariance ofM(Q0)
in Property 1 is based on KϕLs and KqLs of the associated
circuit and, as such, it differs from that given in [29], that
is instead based on algebraic manipulations of SEs in the
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(ϕ, q)-domain. This new proof, in addition to being simpler
and based on circuit theoretic ideas, has also the advantage of
lending itself to an extension to arrays of coupled MOCs (cf.
Property 2 in Section III). We also note that the invariance of
manifold M(Q0) is equivalent to saying that Q(·) as in (3)
is an invariant of motion for the dynamics of the MOC in the
(v, i)–domain.

A. Complex Dynamics in the single MOC

The previous section has pointed out how the dynamic
behavior of the MOC in Fig. 2 takes place on invariant
manifolds and on each manifold the nonlinear dynamics is
described by (1). It is convenient to cast the SEs (1) in a more
compact normal form. To this end, let us define the parameters
(see also Table I in [29] for more details)

α =
C1

C2
, β =

R2C2

L
(5)

introduce the normalized time t → t/(RC2) and the change
of variables

x(t) = ϕC1(t; t0) + ϕM (t0) = ϕM (t) (6a)
y(t) = ϕC2(t; t0) + ϕL(t0) (6b)
z(t) = −RqL(t; t0) + ϕL(t0)− ϕM (t0) +RqC2(t0). (6c)

The following SEs in adimensional form for t ≥ t0 follow

dx(t)

dt
= α(−x(t) + y(t)− n(x(t))) +X0 (7a)

dy(t)

dt
= x(t)− y(t) + z(t) (7b)

dz(t)

dt
= −βy(t) (7c)

x(t0) = ϕM (t0)

y(t0) = ϕL(t0) = LiL(t0)

z(t0) = ϕL(t0)− ϕM (t0) +RqC2(t0) (7d)
= LiL(t0)− ϕM (t0) +RC2vC2(t0)

where n(x(t)) = Rf(x(t)) and

X0 = αRQ(w(t0)) (8a)
= α(n(ϕM (t0)) + ϕM (t0) +RC1vC1

(t0)− LiL(t0))

which is a term depending on the ICs for the state variables
in the (v, i)–domain.

It is worth noting that, when the ICs vC1(t0), iL(t0) and
ϕM (t0) are such that X0 = 0, i.e., Q(w(t0)) = 0, and the
nonlinear dynamics of the MOC is on the invariant zero–
manifold M(0), the SEs (7) formally coincide with those
of the classical Chua’s circuit [34]. It follows that MOC can
undergo standard bifurcations on the fixed manifold M(0) by
varying the circuit parameters α and β. On the other hand, due
to the term X0 at the right–hand side of (7), on each manifold
M(Q0) MOC exhibits a rich variety of dynamic behaviors
and different coexisting attractors. The dynamic behavior of a
nonlinear system (number and stability of equilibrium points
and limit cycles, etc.) is indeed heavily dependent also on
constant terms in the vector field [40], [41]. We can thus
envisage an alternative mechanism to induce bifurcations,

i.e., bifurcations due to the change of ICs for fixed circuit
parameters. Such bifurcations are also named bifurcations
without parameters.
Nonlinear dynamics and bifurcations in the MOCs have been
also investigated in [29], [39], where, in particular, the mem-
ristor constitutive relation is chosen as

f(ϕM ) = −8

7
ϕM +

4

63
ϕ3
M (9)

which is a good smooth approximation of the nonlinear
Chua’s diode characteristic [42]. An accurate characterization
of the bifurcation diagram in memristor–based Chua’s circuits,
including the analysis of co–existing hyperchaotic attractors,
is reported in [26], [27]. For the sake of completeness, and
to make the manuscript self–consistent, we briefly summarize
the Hopf and period–doubling bifurcations without parameters
leading to a scenario where complex dynamics depending
on the choice of ICs and invariant manifold is observed.
In particular, some selected numerical simulations of (7)
by varying Q0 (and, hence, X0), for suitable fixed sets of
circuit parameters (L,C1, C2, R) are reported. Figures 3 and
5 present the simulations of (7) with the different sets of ICs
ϕM (t0) ∈ {0, 0.25, 0.5}, qC1

(t0) = ϕL(t0) = 0, qC2
(t0) = 1

and the fixed parameters, C1 = 1, R = 1, α = 9.5 and β = 15.
It follows that:
• Q0 = 0 when ϕM (t0) = 0
• Q0 = −0.0347 when ϕM (t0) = 0.25
• Q0 = −0.0635 when ϕM (t0) = 0.5.
The projection on the (x, y)–plane of the chaotic attractor

obtained for Q0 = 0 (resp., Q0 = −0.0347) is reported in Fig.
3 (resp., Fig. 5). The period–4 attractor obtained for Q0 =
−0.0635 is shown in Figure 6. Clearly, the MOC in Fig. 2
undergoes a period–doubling bifurcation with a change from
the periodic attractor to the single–scroll chaotic attractor and
successively to the double–scroll chaotic attractor. Lyapunov
exponents associated to the double–scroll chaotic attractor for
different values of X0 are shown in Fig. 4.

It is apparent that such bifurcations are induced by changing
the ICs (i.e., the constant Q0) whereas the circuit parameters
(L,C1, C2, R) are not varied, i.e., we are dealing with a
bifurcation without parameters scenario with coexistence of
different attractors for the same set of parameters.

III. ONE–DIMENSIONAL ARRAYS OF MOCS

Numerous biological and physical systems are described as
a collection of interacting cells (e.g., neurons, oscillators, etc.)
and the emergence of a common complex dynamical behavior,
which might differ significantly from those of each individual
subsystem, is due to the interaction effects. Synchronization
phenomena represent one of the chief aspect of dynamical
processes in non–trivial complex network topologies. Roughly
speaking, synchronization can be considered as the “adjust-
ment of rhythms of self–sustained periodic/chaotic oscillators
due to their weak interaction (coupling)” and it is considered
one of the best way to explore the collective behavior of
networks.

In order to study synchronization phenomena in a 1D array
of N diffusively–coupled identical MOCs (hereinafter denoted
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Figure 3: Double–scroll chaotic attractor of the third–order
memristor–based oscillator in Fig. 2 with Q0 = 0. The ICs
and the circuit parameters are given in the text.
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Figure 4: Lyapunov exponents as function of X0 in the third–
order memristor–based oscillator in Fig. 2. The ICs and the
circuit parameters are given in the text.

by NMOCs, for short), we consider their description in the
flux–charge domain given by the following SEs

C1

dϕC1,i
(t; t0)

dt
= − 1

R
(ϕC1,i(t; t0)− ϕC2,i(t; t0))

− f(ϕC1,i
(t; t0)+ϕM0,i

)+f(ϕM0,i
)+qC1,i

(t0)

+
∑
k∈Ni

1

Rik
(ϕC1,k

(t; t0)− ϕC1,i(t; t0))

(10a)

C2

dϕC2,i
(t; t0)

dt
= − 1

R
(ϕC2,i

(t; t0)− ϕC1,i
(t; t0))

− qL,i(t; t0) + qC2,i(t0) (10b)

L
dqL,i(t; t0)

dt
= ϕC2,i

(t; t0) + ϕL,i(t0) (10c)

ϕC1,i
(t0; t0) = 0

ϕC2,i
(t0; t0) = 0

qL,i(t0; t0) = 0

where i = 1, . . . , N identifies the ith MOC, whereas k as-
sumes values in the set Ni = {i−r, . . . , i, . . . , i+r} and spec-
ifies the 2r+1 (r ≥ 1) MOCs in the neighbor the ith MOC and
connected to it. Let us denote by Rik the resistor connecting
the ith and kth MOCs through ϕC1,i(t; t0) and ϕC1,k

(t; t0).
Hereinafter, we also suppose that the boundary conditions be
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Figure 5: Single–scroll chaotic attractor of the third–order
memristor–based oscillator in Fig. 2 with Q0 = −0.0347. The
ICs and the circuit parameters are given in the text.
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Figure 6: Periodic attractor of the third–order memristor–based
oscillator in Fig. 2 with Q0 = −0.0635. The ICs and the
circuit parameters are given in the text.

of Dirichlet type (i.e., ϕC1,0
(t; t0) = ϕC1,N+1

(t; t0) = 0). Such
SEs define an IVP for a system of 3N coupled first-order
ODEs. The structure of the NMOC is reported in Fig. 7.

The SEs in the (v, i)–domain of the the NMOCs are readily
obtained by time differentiation of (10)

C1

dvC1,i
(t)

dt
= − 1

R
(vC1,i

(t)− vC2,i
(t))− f ′(ϕM,i(t))vC1,i

(t)

+
∑
k∈Ni

1

Rik
(vC1,k

(t)− vC1,i(t)) (11a)

C2

dvC2,i
(t)

dt
= − 1

R
(vC2,i(t)− vC1,i(t))− iL,i(t) (11b)

L
diL,i(t)

dt
= vC2,i

(t) (11c)

dϕM,i(t)

dt
= vC1,i

(t) (11d)

vC1,i(t0) = vC1,i(t0)

vC2,i(t0) = vC2,i(t0)

iL,i(t0) = iL,i(t0)

ϕM,i(t0) = ϕM,i(t0).

The SEs in the (v, i)–domain are an IVP for a system of 4N
coupled first–order ODEs in the state variables

wc(t) = (vC1,1
, vC2,1

, iL,1, ϕM,1,

. . . , vC1,N
, vC2,N

, iL,N , ϕM,N )T ∈ R4N .
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MOCi−1

ϕC1,i−1

Gi,i−1

MOCi
ϕC1,i

MOCi+1

ϕC1,i+i
Gi,i+1

Figure 7: One–dimensional array of N diffusively–coupled
identical MOCs.

Most importantly, manifolds in the state space R4N in the
(v, i)-domain of (11) can be identified. To this end, let us
define functions Qi : R4N → R, i = 1, 2, . . . , N , as follows

Qi(wc) = f(ϕM,i) +
1

R
ϕM,i + C1vC1,i

− L

R
iL,i

−
∑
k∈Ni

1

Rik
(ϕM,k − ϕM,i). (12)

For any Q0 = (Q0,1, . . . , Q0,N )T ∈ RN , let

Mc(Q0) = {wc ∈ R4N : Qi(wc) = Q0,i, i = 1, 2, . . . , N}.

Note that Mc(Q0) is a 3N–dimensional manifold in
R4N that coincides with the Q0–level set of function
Q(·) = (Q1(·), Q2(·), . . . , Qn(·))T .

Property 2: The state space R4N of the NMOCs in the
(v, i)–domain can be decomposed in ∞N 3N -dimensional
manifolds Mc(Q0) by varying Q0 ∈ RN . Manifolds are
nonintersecting and they span the whole state space R4N . Each
manifold is positively invariant for the dynamics of NMOC in
the (v, i)-domain, i.e., if the ICs w(t0) ∈ Mc(Q0), where
Q0 = Q(wc(t0)), then the solution of the IVP (11) belongs
to Mc(Q0) for any t ≥ t0. On each manifold Mc(Q0) the
dynamics of the MOC is described in the (ϕ, q)-domain by
the system of ODEs (10), whose order is 3N .

Proof: The first part of the proof is analogous to that of
Property 1 and is omitted for brevity. Let us show that each
manifold is positively invariant. We have from KqL at the
cutset with nodes A, B and Rik, k ∈ Ni, of the ith MOC

qM,i(t; t0) + qC1,i
(t; t0) + qC2,i

(t; t0) + qL,i(t; t0)

−
∑
k∈Ni

1

Rik
(ϕM,k(t; t0)− ϕM,i(t; t0)) = 0

for any t ≥ t0. Arguing as in the proof of Property 1, KqL at
node B and KϕL at loop Γ of the ith MOC yield

qL,i(t; t0) =
ϕM,i(t; t0)− ϕL,i(t; t0)

R
− qC2,i

(t; t0)

and substituting in the first equation we obtain

qM,i(t; t0) + qC1,i
(t; t0) +

ϕM,i(t; t0)− ϕL,i(t; t0)

R

−
∑
k∈Ni

1

Rik
(ϕM,k(t; t0)− ϕM,i(t; t0)) = 0.

Then we have

f(ϕM,i(t)) +
1

R
ϕM,i(t) + C1vC1,i

(t)

−L
R
iL,i(t) +

∑
k∈Ni

1

Rik
(ϕM,k(t)− ϕM,i(t))

= f(ϕM,i(t0)) +
1

R
ϕM,i(t0) + C1vC1,i(t0)

−L
R
iL,i(t0)−

∑
k∈Ni

1

Rik
(ϕM0,k

− ϕM0,i
)

for any t ≥ t0 and i = 1, 2, . . . , N .

Remark 2: Note that Qi(wc) (i = 1, 2, . . . , N ) provide N
invariants of motion for the dynamics of the NMOCs in the
(v, i)–domain.

A. Adimensional Normal Form of SEs in the (ϕ, q)-domain

Using the parameters in (5) and the change of variables in
(6) for each MOC, the adimensional SEs of the whole NMOCs
result to be (for all i = 1, . . . , N )

dxi(t)

dt
= α(−xi(t) + yi(t)− n(xi(t))) +X0,i

+
( ∑

k∈Ni

dik(xk(t)− xi(t))

−
∑
k∈Ni

dik(ϕM,k(t0)− ϕM,i(t0))
)

(13a)

dyi(t)

dt
= xi(t)− yi(t) + zi(t) (13b)

dzi(t)

dt
= −βyi(t) (13c)

xi(t0) = ϕM,i(t0)

yi(t0) = ϕL,i(t0) = LiL,i(t0)

zi(t0) = ϕL,i(t0)− ϕM,i(t0) +RqC2,i
(t0) (13d)

= LiL,i(t0)− ϕM,i(t0) +RC2vC2,i
(t0)

where dik = αR/Rik and

X0,i = αRQ(vC1,i
(t0), vC2,i

(t0), iL,i(t0), ϕM,i(t0))

= α(n(ϕM,i(t0)) + ϕM,i(t0) +RC1vC1,i
(t0)

− LiL,i(t0)) (14)

with Q(·) is as in (3). Introducing the parameters

Xc0,i = X0,i −
∑
k∈Ni

dik(ϕM,k(t0)− ϕM,i(t0)) (15)
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the SEs (13) can be written in the form (when r = 1 and
Ni = {i− 1, i, i+ 1}, then)

dxi(t)

dt
= α(−xi(t) + yi(t)− n(xi(t)))

+
∑
k∈Ni

dik (xk(t)− xi(t)) +Xc0,i (16a)

dyi(t)

dt
= xi(t)− yi(t) + zi(t) (16b)

dzi(t)

dt
= −βyi(t). (16c)

This shows that the NMOCs result to be analogous to
an array of diffusively coupled Chua’s circuits. A relevant
difference is however due to the additional constants terms
Xc0,i at the right–hand side of (16), depending on the ICs for
the state variables in the (v, i)–domain, which need to be care-
fully taken into account in the investigation of synchronization
phenomena.

IV. SYNCHRONIZATION PHENOMENA IN THE NMOCS

The analytical results on invariant manifolds for the single
MOC and the whole NMOCs are instrumental in analyzing
synchronization phenomena and in exploiting the theory of
weakly–connected oscillatory networks [43]. In particular, in
order to demonstrate the role of invariant manifolds on the
occurrence of synchronization in the NMOCs, let us introduce
the synchronization manifold of the whole NMOCs in the
(ϕ, q)–domain

MS = {(x1, y1, z1, . . . , xN , yN , zN ) ∈ R3N :

x1 = · · · = xN ;

y1 = · · · = yN ;

z1 = · · · = zN} ⊂ R3N

and define the synchronization errors

eij =

 xi − xj
yi − yj
zi − zj


for i, j = 1, 2 . . . , N . The manifoldMS is positively invariant
for the dynamics of (16) if and only if wc(t) ∈ MS implies
d eij(t)/dt = 0, t ≥ t0. Since for wc(t) ∈MS

d eij(t)

dt
=

 Xc0,i −Xc0,j

0
0


then MS is positively invariant for the dynamics of (16) if
and only if

Xc0,i = Xc0 (17)

for any i = 1, 2, . . . , N , and means that the uncoupled MOCs
are identical (same set of equations (7)). Note that (17) is
equivalent to

X0,i −
∑
k∈Ni

dik(ϕM,k(t0)− ϕM,i(t0)) = Xc0 (18)

for any i = 1, 2, . . . , N .

If the NMOCs reach the state of complete synchronization
(CS), that is

lim
t→+∞

eij(t) = 0

for any i, j = 1, 2, . . . , N , it can be seen that ∀i = 1, 2, . . . , N

lim
t→+∞

Q(vC1,i
(t), vC2,i

(t), iL,i(t), ϕM,i(t)) =
Xc0

αR
.

In other words, under the condition of CS each uncoupled
MOC asymptotically evolves on the same manifold defined
by  xi(t)

yi(t)
zi(t)

→M(
Xc0

αR

)
(19)

as t→ +∞, for any i = 1, 2, . . . , N , whereM(·) is as in (4).
A sketch of the proof of this result is obtained considering

that Qi(·) as in (12) are invariants of motion for NMOCs in
the (v, i)–domain (cf. Property 2), hence

αRQi(wc(t)) = αRQi(wc(t0)) = Xc0

for any t ≥ t0 and i = 1, . . . , N . Then, (12) implies

αR
[
Q(vC1,i

(t), vC2,i
(t), iL,i(t), ϕM,i(t))

−
∑
k∈Ni

1

Rik
(ϕM,k(t)− ϕM,i(t))

]
= Xc0

for t ≥ t0. The result follows by taking the limit as t→ +∞ in
the previous expression and considering that xi(t) = ϕM,i(t)
and that in the case of CS we have

∑
k∈Ni

dik(ϕM,k(t) −
ϕM,i(t))→ 0 as t→ +∞.

Remark 3: Since xi(t) = ϕM (t), it can be immediately
checked that, in the case of CS of (16) in the (ϕ, q)–domain,
the state variables wc(t) in the (v, i)–domain also achieve CS.

A. Numerical Simulations

This section reports numerical simulations of 1D arrays
with N = 4 identical MOCs. For the sake of simplicity,
and following the analysis in the previous sections, let us
assume homogeneous ICs on the fluxes of memristors (i.e.,
ϕM,i(t0) = ϕ0) and vC1,i

(t0) = iL,i(t0)) = 0 for all
i = 1, . . . , N . It follows that condition (18) is satisfied and
reduces to (see also (14))

Xc0 = X0,i = α(n(ϕ0) + ϕ0) (20)

for i = 1, . . . , 4. In addition, it is assumed that ϕ0 is such
that Xc0 = 0, that is, the values ϕ0 ∈ {−1.5, 0, 1.5} are
derived by using the expression (9). Under such assumptions,
each uncoupled MOC evolves on the zero–manifold M(0)
on which its nonlinear dynamics is the same of the classical
Chua’s circuit.

The evolution of NMOCs is described by (16) with ICs

xi(t0) = ϕ0 (21a)
yi(t0) = 0 (21b)
zi(t0) = −ϕ0 + ϕ̄0,i (21c)
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where2 R = 1 and RC2vC2,i
(t0) = ϕ̄0,i. Finally, it

is considered a uniform space–invariant weak coupling
among the MOCs, i.e., dik = d for all i = 1, . . . , 4. As
a consequence the dynamics of the whole NMOC takes
place on the 3N–dimensional zero–manifold M(0) and the
same periodic/chaotic attractors and bifurcations occurring
in locally–connected networks of Chua’s circuits can be
observed.

Remark 4: Following the approach presented in this
section, a comprehensive numerical study can be carried
out to make clear the influence of the initial conditions and
coupling strength in the synchronization phenomena. Some
preliminary results confirm the presence of the co-existing
chaotic attractors reported in the literature (see in particular
[26], [27]). A systematic analysis can be also extended to
networks (e.g., bi–dimensional arrays) of memristor–based
Chua’s circuit with complex topology.

For the sake of completeness a brief summary of the nonlinear
dynamics in cellular nonlinear networks of Chua’s circuits [31]
is described by the following scenario:
• for the single uncoupled Chua’s circuit (or equivalently

for the uncoupled MOC on M(0)) with

α = 8, β = 15

there are:
– two stable asymmetric limit cycles A+ and A−

surrounding the unstable equilibria (+1.5, 0,−1.5)
and (−1.5, 0,+1.5), respectively

– one stable symmetric limit cycle Ss surrounding the
unstable equilibrium point (0, 0, 0)

– one unstable symmetric limit cycle Su

• for a network composed by an arbitrary number (N )
of oscillatory Chua’s circuits and small coupling d it is
derived that (see [31, p. 953]):
a) there are 2N stable asymmetric limit cycles with all

the phase shifts equal to π;
b) the other 2N × (2N−1 − 1) asymmetric limit cycles

are unstable
c) there is only one stable symmetric limit cycle with

all the phase shifts equal to zero
d) the other (2N − 1) symmetric limit cycles are unsta-

ble.
The cases a) and c), referred to as phase–locking in oscil-

latory arrays, are reported in the next subsection, whereas the
final subsection shows how the four MOCs array splits into
periodic and chaotic clusters.

1) Phase–locking in oscillatory NMOCs: Let us focus on
the simple array made of four MOCs (N = 4) with uniform
space–invariant weak coupling d = 0.05 and the ICs given in
(21) with ϕ0 = 0, ϕ̄0,1 = 10 and ϕ̄0,2 = ϕ̄0,3 = ϕ̄0,4 − 10.
It follows that Xc0 = 0, xi(t0) = 0 and yi(t0) = 0 for all
i = 1, . . . , 4, whereas −z1(t0) = z2(t0) = z3(t0) = z4(t0) =
10. The analysis on synchronization manifolds reported before

2See also the normalization values in [29, Table I].
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Figure 8: In–phase synchronization among the four MOCs
with d = 0.05. Waveforms over the time period [0, 200] are
shown in the upper part, whereas the phase shifts equal to zero
(among the variables xi(t) for t→∞) are represented by the
red curves in the bottom part of the figure.

permits to conclude that for each MOC the parameter Q0 =
Q(w(t0)) = 0 and then Q0 = 0 for the NMOCs described by
(16). As a consequence, the nonlinear dynamics of the NMOCs
takes place on the manifold Mc(0) for t ≥ t0. In addition,
it is apparent that the necessary condition for CS (in–phase
synchronization), i.e., Xc0,i are equal for all i (cf. (18)), is
satisfied. The numerical simulation shown in Fig. 8 confirms
the analysis and the scenario reported in c), that is each MOC
oscillates according to the symmetric limit cycle (only the
variables xi(t) are reported in Fig. 8). In particular, Fig. 9
presents the waveforms xi(t) over the time intervals [0, 25]
and [60, 100]. It is readily derived that, after a transient lasting
almost until t = 60, an in–phase oscillatory synchronized state
emerges due to the weak coupling.

ICs can be changed in such a way that each uncoupled MOC
would evolve on an asymmetric limit cycle. In particular the
ICs in (21) with ϕ0 = 0, ϕ̄0,1 = 1.1 and ϕ̄0,2 = ϕ̄0,3 = ϕ̄0,4 =
−1 have been used (all the other parameters are the same
as in the previous case) in the numerical simulation reported
in Fig. 10. In such a case, referred to as scenario a) in the
summary above, the weak coupling d = 0.005 gives rise to
a global periodic oscillation in the NMOCs such that there
exist π phase shifts among the asymmetric limit cycles of
each MOC (note the oscillations of xi(t), for i = 1, . . . , 4,
around −1.5). Such anti–phase synchronized state is shown
in the bottom part of Fig. 10 over a time interval [450, 500],
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Figure 9: Zoom of the waveforms in Fig. 8 over time intervals
[0, 25] (upper part) and [60, 100] (bottom part).

whereas the middle part of Fig. 10 presents the initial transient
for t ∈ [0, 50].

2) Periodic and chaotic clusters in NMOCs: Let us keep
ICs as in the previous case (i.e., ϕ0 = 0, ϕ̄0,1 = 1.1 and
ϕ̄0,2 = ϕ̄0,3 = ϕ̄0,4 = −1), but α = 8 changes over to
α = 9.5, thus each uncoupled MOC exhibits on the zero–
manifold M(0) a double–scroll chaotic attractor (see Fig. 3
in section II-A). In such a case the change of the parameter
α induces a (standard) bifurcation and the complex dynamic
scenario is reported in Fig. 11 and Fig. 12 for d = 0.005
and Fig. 13 for d = 0.05. It is apparent from Fig. 12 that
when d = 0.05 the whole NMOCs exhibit a chaotic attractors
such that the external 1st and 4th MOCs have a periodic
synchronized behavior whereas the internal 2nd and 3rd MOCs
are chaotic. If the coupling strength d is reduced to 0.005 the
whole NMOCs present a chaotic behavior (see Fig. 13).
An extensive numerical analysis has revealed that a wide range
of complex dynamical phenomena and bifurcations (standard
and without parameters) occur on the zero–manifold of such
NMOCs. The invariant manifold analysis presented in Sections
II and IV permits to control the manifolds, on which the
nonlinear dynamics takes place, via a suitable choice of ICs.
Additional results are not included in this manuscript for the
lack of space and will be reported in a further publication.

V. CONCLUSION

The manuscript has analyzed complex dynamics, bifur-
cations, and synchronization phenomena in 1D arrays of
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Figure 10: Anti–phase synchronized state in the NMOCs such
that there exists a π phase shifts among the periodic oscillation
of each MOC. The middle part is the initial transient for t ∈
[0, 50]. In the bottom part it is apparent the π phase shifts
among xi(t) (i = 1, . . . , 4) over the time interval [450, 500].

diffusively–coupled MOCs. The chief outcome is the descrip-
tion of NMOCs’ nonlinear dynamics via an order–reduced
dynamical circuits, namely, the state space in the (v, i)–domain
has been decomposed in invariant manifolds where NMOCs
obey a reduced–order dynamics, depending on the manifold,
that is explicitly known in the (ϕ, q)–domain. In particular,
ICs for the state variables in the (v, i)–domain appear as
constant inputs in the vector field defining the dynamics in
the (ϕ, q)–domain on each manifold (see the terms Xc0,i in
the SEs (16) of NMOCs in the (ϕ, q)–domain). An additional
key contribution in the paper is the explicit knowledge of
Xc0,i , which is demonstrated to be crucial for addressing
synchronization of NMOCs. Indeed, in order to have complete
synchronization it is needed that all Xc0,i are the same, which
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Figure 11: Chaotic behavior in the NMOCs with d = 0.05.
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Figure 12: Zoom of the waveforms in Fig. 11.

can be guaranteed by choosing uniformly distributed ICs for
memristor fluxes in the uncoupled MOCs. We stress that this
necessary condition for synchronization of NMOCs is clearly
identifiable via FCAM in the (ϕ, q)–domain, but it would to
be very difficult to identify by a standard analysis of NMOCs
in the (v, i)–domain or a daunting task by means of numerical
approach. In addition to complete synchronization, the study
has also focused on other types of synchronization, such as
anti–phase synchronization between limit cycles, and complex
chaotic behavior in NMOCs.
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