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Comparison of Probabilistically Shaped 64QAM
with Lower-Cardinality Uniform Constellations in

Long-Haul Optical Systems
Dario Pilori, Student Member, OSA, Luca Bertignono, Student Member, OSA, Antonino Nespola,

Fabrizio Forghieri and Gabriella Bosco, Fellow, OSA

(Top Scored)

Abstract—In this paper, we compare the performance of
probabilistically-shaped 64QAM with uniform 16QAM and
32QAM modulation formats at the same net data rate in long-
haul coherent optical communications systems. Experimental
results at 16 GBaud are shown, with off-line post-processing of
the data performed using either an ideal or a realistic carrier
phase estimation (CPE) scheme. We show that the choice of CPE
algorithm at the receiver is crucial, since, as predicted by current
models, most of the additional nonlinear noise introduced by the
shaping is non-linear phase noise (NLPN). Thanks to the use of
probabilistic shaping (PS), maximum reach gains ranging from
15.5% and 34% are obtained over pure silica-core fiber (PSCF),
where the NLPN can be efficiently compensated for by standard
CPE algorithms, whilst over non-zero dispersion-shifted fiber
(NZDSF) the gain of PS is drastically reduced, due to residual
short-correlated NLPN.

Index Terms—Probabilistic shaping, optical fibers, coherent
optical communications, quadrature amplitude modulation

I. INTRODUCTION

RECENTLY, the use of Probabilistic Shaping (PS) tech-
niques applied to high-order modulation formats has

been proposed in coherent optical communication systems, as
a means of increasing both the sensitivity and the flexibility of
the transceivers [1]–[7]. The PS technique allows to approach
the optimum Gaussian constellation in an Additive White
Gaussian Noise (AWGN) channel by changing the a-priori
probability of the symbols, thus reducing the shaping loss of
standard QAM constellations.

In the past year, several works have been published, re-
porting maximum-reach gains with respect to standard QAM
constellations ranging from 7% [2] to 40% [3]. In fact, the
potential gain can be significantly different depending on
several factors, such as reference modulation format, target
transmission rate and the system scenario. In many cases,
the comparison has been carried out between schemes with
different asymptotic Mutual Information (MI) and consider-
ing Forward Error Correction (FEC) schemes with different
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overheads, making it difficult to assess the real gains achieved
by constellation shaping.

Moreover, while performance of probabilistically-shaped
constellations have been extensively studied over pure AWGN
channels (e.g. [8], [9]), its performance over the non-linear
fiber-optic channel is still under active investigation [6],
[10], [11]. One of the most important differences between
an AWGN channel and the coherent fiber-optic channel is
the presence of Non-Linear Phase Noise (NLPN), which is
constellation-dependent and may reduce the AWGN benefit
of probabilistic shaping. Since NLPN is (at least partially)
compensated by standard Carrier Phase Estimator (CPE) algo-
rithms, it is not trivial to predict performance of PS constel-
lations with standard Non-Linear Interference Noise (NLIN)
models, such as the EGN-model [12]. Therefore, the amount
of residual (after-CPE) NLPN strongly depends on the choice
of CPE algorithm and on the kind of optical fiber.

Consequently, this work expands the results presented
in [13], reporting a thorough experimental investigation of
the maximum-reach gain that can be achieved by switch-
ing from standard QAM constellations to higher cardinality
probabilistically-shaped constellations, keeping the same net
(i.e. post-FEC) data rate. While in [13] we compared their
performances over a single kind of fiber (PSCF) and with
an ideal CPE algorithm, this work extends it over a different
kind of fiber with a more realistic CPE to create conditions
where the impact of NLPN may be different. This gain was
measured using standard Digital Signal Processing (DSP)
algorithms (either data-aided or decision-directed), without
any specific NLIN compensation technique (e.g. DBP). In
particular, we compared uniformly-shaped 16 and 32QAM
with PS-64QAM, either at the same constellation entropy
(which requires different FEC) or at the same FEC rate (which
implies different entropy). In all of these cases, in order to
have a fair comparison, we kept constant the net data rate.
Afterwards, the experimental results are compared with two
different NLIN models to find the more suitable model to
accurately predict performance of PS constellations.

This paper is structured as follows. In section II we describe
in detail the probabilistic shaping scheme and the adopted PS-
64QAM constellations, showing their theoretical advantage in
a pure AWGN channel. Then, in section III, we present the
experimental setup and its results. In section IV we conclude
the paper, summarizing the key results.
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II. BASICS OF PROBABILISTIC SHAPING

The basic idea of probabilistic shaping is the transmission of
standard QAM constellations points with different probabili-
ties. This is done because QAM constellations are not optimal
in an AWGN channel [14], since the optimal (i.e. capacity-
achieving) constellation is the Gaussian constellation itself,
which is not practical to implement in realistic communica-
tions systems.

In particular, uniform QAM constellations have, in the high-
SNR regime, an asymptotic gap of πe/6 ≈ 1.53 dB from
the Gaussian constellation [14, Fig. 1], which represents the
maximum SNR gain that can be achieved by constellation
shaping. In this section, we will review the basic concepts of
probabilistic shaping that have been applied to our analysis.

A. Performance metric

Instead of the popular pre-FEC BER, for this work we
used the Mutual Information (MI) as performance metric [15].
Since in this work we did not consider any particular FEC
implementation, we used the metric that gives the performance
of the optimal receiver, the AWGN-channel MI. The MI has
been calculated over an AWGN auxiliary channel with a
Monte-Carlo method [16].

B. Constellation probability

It can be proven that the optimal probability distribution
for a standard QAM constellation in AWGN is the so-
called Maxwell-Boltzmann distribution [8], in which each
constellation point ai is transmitted with probability P(ai) ∝
exp(−λ|ai|2). An increase of λ increases the amount of
“shaping” applied to the constellation, reducing its entropy
H[A] = −

∑
i P(ai) log2 P(ai) and increasing its efficiency

in a specific SNR region [17].
However, the Maxwell-Boltzmann distribution, although op-

timal, presents some implementation issues with large values
of λ. For instance, let us consider a PS-64QAM constella-
tion with entropy H[A] = 4 bit/symbol, which is obtained
with λ = 0.1334 assuming a minimum distance between
adjacent symbols dmin = 2. In this case, the ratio between
the probability of the innermost and the outermost points
of the constellation is exp[λ(98 − 2)] ≈ 3.7 × 105. This
means that one point in the inner-most ring of 64QAM is
∼ 3.7 × 105 times more likely to be transmitted than a
point in the outer-most ring, and the number of symbols
required to accurately approximate the desired distribution is
extremely high. Therefore, since our DAC limits the length
of the transmit sequence to 216 symbols at 16 GBaud, it is
very difficult to construct a transmit sequence with the given
Maxwell-Boltzmann distribution.

To overcome this limitation we tried to slightly modify
the Maxwell-Boltzmann distribution in order to reduce the
ratio between the probabilities of inner and outer constellation
points without compromising its optimality, significantly. A
good compromise was obtained by removing the square in the
modulus of the constellation, i.e.

P(ai) ∝ e−λ|ai| (1)
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Fig. 1. Comparison between PS-64QAM constellations with entropy H[A] =
4, 4.5, 5, 5.5 bit/symbol over an AWGN channel with Maxwell-Boltzmann
distribution (dashed lines) and the distribution we employed (1) (solid lines).
Channel capacity is indicated as black dashed-dotted line.

Considering the same example (PS-64QAM with H[A] = 4
bit/symbol), with this distribution the outermost points of the
constellations are just ∼ 1700 more likely to be transmit-
ted than innermost points. Therefore, it is now feasible to
accurately generate a transmit sequence with this probability
distribution that can fit in a DAC’s memory.

Obviously, this distribution is not optimal anymore. The per-
formance difference, in terms of MI over an AWGN channel
for different values of SNR, is shown in Fig. 1. The maximum
difference between the Maxwell-Boltzmann distribution and
(1) happens with H[A] = 4 bit/symbol, where it reaches
∆MI = 0.046 bit/symbol for Es/N0 = 8 dB, which is a
quite low value of SNR. At a reasonable target MI of 3.33
bit/symbol (corresponding to the operating point of an ideal
FEC with rate r = 5/6), the SNR penalty is 0.17 dB.

However, as it will be shown later, this distribution still
allows significant gains in maximum reach. Moreover, con-
sidering again PS-64QAM with H[A] = 4 bit/symb, the Peak-
to-Average Power Ratio (PAPR) of the Maxwell-Boltzmann
distribution is 11.17 dB, while for the distribution of (1) is
10.96 dB, which is a 0.21-dB improvement that can mitigate
the performance loss with a realistic DAC.

While a theoretical comparison between the Maxwell-
Boltzmann distribution and other probability distributions is
out of the scope of this paper, further investigations are needed
to address this issue, since almost all current high-speed DACs
have a strongly limited memory.

C. Probabilistic Amplitude Shaping (PAS)

While there are several methods to implement probabilistic
constellation shaping, we chose to use the Constant Compo-
sition Distribution Matching (CCDM) algorithm [18], which
allows a fixed-to-fixed length matching between random input
bits to a probabilistically-shaped output constellation. Since
the CCDM algorithm must be applied before FEC encoding,
it is important that the FEC encoder does not change symbol
probabilities. In [9] the authors propose a scheme called
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TABLE I
PARAMETERS OF PS-64QAM CONSTELLATIONS

Comparison H[A] FEC SNR MI th.
with (bit/symb) rate gain (dB) (bit/symb)

16QAM 4 8/9 0.85 3.6

16QAM 13/3 ≈ 4.33 5/6 1.29 3.6

32QAM 5 31/36 0.80 4.5

32QAM 31/6 ≈ 5.17 5/6 1.02 4.5

Probabilistic Amplitude Shaping (PAS) to achieve this result;
the interested reader can refer to [3], [9] for details on PAS.

The net transmission rate with this scheme in bit/symbol is

R = H[A]− (1− r)m (2)

where m is the cardinality (in bit) of the constellation (e.g.
m = 6 for 64QAM) and r the FEC code rate.

This equation is different than the same equation for uni-
form QAM constellations:

R = mUrU (3)

where rU is FEC code rate and mU the cardinality of the
uniform constellation.

It is trivial to see that, given the differences between (2)
and (3), it is not easy to find adequate conditions to fairly
compare uniform-shaped constellations and probabilistically-
shaped constellations. Therefore, to perform a fair comparison,
for this work we decided to compare one PS constellation with
uniform lower-cardinality constellations at the same net data
rate (i.e. R). By imposing equality between (2) and (3), there
are two different conditions over which the net data rate is the
same:

1) Same-entropy condition: We can force the entropy of
the probabilistically-shaped constellation to be equal to the
cardinality of the uniformly-shaped constellation (which cor-
responds to its entropy): H[A] = mU. In this case, the PS
constellation requires a FEC rate lower than the FEC rate used
for the uniform constellation

r = 1− mU

m
(1− rU) (4)

2) Same-FEC-rate condition: By imposing the use of the
same FEC r = rU, the entropy of the PS constellation is larger
than the cardinality of the uniform constellation

H[A] = m− r(m−mU) (5)

D. Employed PS constellations

In this work, we compared PS-64QAM with 16QAM and
32QAM, at the same net data rate, in the two conditions men-
tioned before. The FEC code rate for uniform constellations
was 5/6, which corresponds to the standard 20% overhead.
The parameters of the four PS-64QAM constellations are
detailed in table I.

A plot of the AWGN performances of those four constel-
lations is shown in Fig. 2. Considering the two PS-64QAM
constellations with the same entropy as 16 and 32QAM, for
large values of SNR they saturate at their entropy, similarly to
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Fig. 2. Performance over an AWGN channels of the four PS-64QAM
constellations detailed in table I. These constellations are compared with
16QAM and 32QAM (dashed lines), and channel capacity (dash-dot line).

standard QAM constellations. However, for medium values of
SNR, they are closer to Shannon’s limit than standard QAM
constellation, exhibiting a sensitivity gain of approximately 1
dB.

To perform comparisons at the same net data rate, the
constellations have to be compared at the same mutual infor-
mation. Assuming an infinite block-length ideal FEC with 20%
overhead, the minimum MI to achieve error-free transmission
is 10/3 ≈ 3.33 bit/symb for 16QAM and 25/6 ≈ 4.17
bit/symb for 32QAM. To take into account the implementation
penalties of realistic FEC, in this paper we compared those
constellations at larger values of MI, namely 3.6 and 4.5
bit/symbol for respectively 16QAM and 32QAM, correspond-
ing to a FEC implementation penalty of approximately 1.3 dB.
Note that the exact MI threshold depends on the specific FEC
scheme.

The SNR gain at the given MI thresholds of PS-64QAM
compared with 16 and 32QAM is detailed in the last column
of table I.

III. PROPAGATION PERFORMANCE

A. Introduction

In the previous section, the performance of PS constella-
tions was evaluated in an ideal AWGN channel, which is a
good approximation [19] of the optical channel with coherent
detection.

However, more sophisticated models of the impact of fiber
Kerr non-linearities on optical communications [12], [20],
[21] have found a dependence on the modulation format and
its statistics on the generation of NLIN. Moreover, recent
investigations have found that NLIN can be subdivided in
two main categories: additive short-correlated Gaussian-noise-
like interference and long-correlated Phase and Polarization-
Rotation Noise (PPRN) [22]–[24]. While the first category
of NLIN is very well approximated as AWGN, the sec-
ond interference is quite different than AWGN. Additionally,
NLPN can be (at least partially) compensated using standard
phase-recovery algorithms. Therefore, it is quite difficult to
predict the performance of PS in realistic long-haul optical
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Fig. 3. Experimental setup.

TABLE II
FIBER PARAMETERS

Fiber α Dλ γ Lspan

(dB/km) (ps/nm km) (1/W km) (km)

PSCF 0.17 20.17 0.75 108

NZDSF 0.23 2.65 2 80

communications scenarios using standard models (such as the
EGN model [12] or NLIN wizard [25]).

In [24], the authors performed a detailed analysis (using
the theoretical model of [21]) of PPRN in fully-loaded C-
band WDM systems, showing its dependence on main system
parameters. In particular, they showed that PPRN increases
with the increase of number of points of the constellation, and
showed the maximum SNR gain obtainable with ideal PPRN
mitigation. In [23], the authors performed split-step simula-
tions to measure the magnitude and auto-correlation of NLPN.
They also showed the maximum-reach gain obtainable with
an ideal CPE, which approximately corresponds to the EGN
model with QPSK correction factor for all modulation formats.
This remarkable result has been experimentally validated in
[26].

In this section, we evaluate the maximum-reach gain that
can be obtained by switching from uniform-shaped 16 and
32QAM constellations to PS-64QAM at the same net data
rate. Instead of focusing on the non-linear modeling (or the
information-theoretical) implications, the goal of this section
is finding the gain that can be achieved by standard receivers
in realistic systems scenarios.

To understand the impact of main system parameters on the
amount of residual NLPN, the comparison will be performed
over two different kinds of optical fiber (PSCF and NZDSF),
and two different CPE algorithms. The results will be then
compared with the GN [19] and EGN [12] models predictions.

B. Experimental Setup

A scheme of the experimental setup is shown in Fig. 3. At
the transmitter, 31 16-GBaud WDM channels are generated
with 25 GHz spacing. The central Channel Under Test (CUT)
is generated with a < 100 kHz External Cavity Laser (ECL),
modulated with a dual-polarization lithium-niobate Mach-
Zehnder Modulator (MZM) driven by four 64 GS/s DACs. The
30 interfering channels are generated with Distributed Feed-
back Lasers (DFBs), modulated by two single-polarization
MZMs followed by a Polarization Multiplexing Emulator

(PME), then added to the CUT. The 16 GBaud electrical
signals were digitally pre-filtered to overcome components
bandwidth limitations and shaped with a 15%-rolloff Root
Raised Cosine (RRC) filter.

The WDM comb is then transmitted using a recirculating
loop, made either by 4 × 108-km spans of Pure-Silica Core
Fiber (PSCF) or 2 × 80-km spans of Non-Zero Dispersion-
Shifted Fiber (NZDSF). The span length of both fibers has
been chosen to have approximately the same span loss (18.4
dB). The main parameters of the fibers used in this experiment
are reported in table II.

At the end of each span an Erbium-Doped Fiber Amplifier
(EDFA) with a noise factor of 5.2 dB recovers span loss. An
additional EDFA is used to compensate the extra losses of
the Acousto-Optic Modulators (AOMs) and the Programmable
Optical Filter (GEQ) used to compensate for non-flat EDFA
gain. A Polarization Scrambler is adopted to randomize the
state of polarization at the beginning of each loop.

At the receiver, a Tunable Optical Filter (TOF) selects the
central CUT, which is mixed with a < 100 kHz ECL in an
integrated coherent receiver. The four electrical signals at the
output of the coherent receiver are sampled and digitized by
a 50 GS/s real-time oscilloscope, then offline processed.

C. Receiver DSP

At the receiver, the signal is re-sampled at 2 samples
per symbol and compensated for chromatic dispersion; the
frequency offset is coarsely detected and removed using the
standard periodogram method. Then, it is equalized with a 30-
tap 4 × 4 real-valued MIMO LMS-based adaptive equalizer
[27], with a modification to remove phase noise in the error
computation [28].

After adaptive equalization, the CPE estimates and com-
pensates for phase noise, which is a combination of laser
phase noise and non-linear phase-noise. Therefore, the choice
of the CPE algorithm strongly influences the performance
after propagation. In this work, we implemented two different
phase recovery schemes: fully-data-aided (genie-aided) CPE
and a combination of Blind Phase Search (BPS) and Maximum
Likelihood (ML) with pilot symbols.

1) Ideal CPE: This scheme, also called Phase Noise Re-
ceiver [29], tries to obtain the performance of a “perfect”
blind CPE. Phase error is estimated using the transmitted
data, then it is averaged with a moving average to avoid
compensation of short-correlated noise (like ASE noise). The
choice of the moving average length is crucial: a too small
length may compensate part of ASE noise, while a too large
length may not compensate for all phase noise. Therefore, we
measured the Non-Circularity Index (NCI) of the constellation
for different moving average lengths. The NCI, described in
details in [23], is defined as the ratio between the variances
of the radial and the tangent part of noise affecting the
constellation. We then chose the moving average length as
the value that makes the NCI as close as possible to 0 dB,
i.e. the constellation points are as close as possible to circles.
Since this value depends on the OSNR, we performed this
operation for every received waveform.
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Fig. 4. Pilot-aided BPS-ML Carrier Phase Estimator (CPE). First, a
coarse Blind Phase Search (BPS) [30] estimates carrier phase in the range
[−π/4,+π/4). Pilot blocks are extracted from the received signal, and
phase between each block is unwrapped and linearly interpolated. A Pilot-
Aided Phase Unwrapper (PAPU) unwraps the output phase of the BPS [33].
Afterwards, a Maximum Likelihood (ML) phase estimator obtains a fine
estimation of the carrier phase [31].

2) BPS-ML: This scheme is a realistic pilot-symbol-based
feed-forward CPE algorithm. It is based on a coarse BPS
[30] algorithm followed by a fine ML phase estimator [31].
While these algorithms are completely blind, BPS gives an
estimation of the phase in a quadrant, therefore it needs a
phase unwrapping algorithm to get the “actual” phase. For
high OSNRs, phase unwrapping can be performed blindly,
but for our target OSNRs this is not possible. Therefore,
following [32] [33], we periodically inserted short blocks
of pilot symbols to perform a correct phase unwrapping
procedure. Since the inserted pilot symbols were used only
for phase unwrapping, the pilot overhead depends only on the
amount of phase noise, and it can be kept low. Additionally, the
choice of pilot overhead does not influence the performance
of the receiver without cycle slips, but changes only the cycle
slip probability. A high-level scheme of this CPE is shown in
Fig. 4.

For this work, we used BPS with 18 test angles in the
range [−π/4,+π/4), and a 10-symbol pilot block every 502
data symbols, which approximately correspond to a 2% pilot
overhead. This pilot overhead is larger than needed but, as
previously stated, a larger pilot overhead influences only the
cycle slip probability. As for the ideal CPE, we optimized the
moving average length for every received waveform. Since this
scheme is not genie-aided, we chose the length that maximizes
the overall MI.

D. Optical back-to-back

In order to characterize the setup and measure the penalty
introduced by the transmitter and receiver, we performed a set
of measurements with an optical back-to-back setup, shown
in Fig. 5. The Optical Signal-to-Noise Ratio (OSNR) has
been normalized to the symbol rate (16 GBaud). Comparing
these results with the AWGN performances (Fig. 2), uniform
constellations have ∼ 0.9 dB of penalty, while PS-64QAM,
due to its larger cardinality, has a penalty of ∼ 1.05 dB.

E. Propagation over PSCF

Results after propagation over PSCF (see Fig. 3) are shown
in Fig. 6, as maximum reach (expressed in kilometers) for
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Fig. 5. Optical back-to-back results. The OSNR has been normalized to the
symbol rate (16 GBaud). Average penalty with respect to theory (Fig. 2)
is ∼ 0.9 dB. These results have been used to calibrate the NLIN models
described in section III-F.

different launch powers per WDM channel (Pch). The max-
imum reach values have been calculated at the target MIs
described in section II-D, namely 3.6 bit/symb (Fig. 6a) and
4.5 bit/symb (Fig. 6b). To obtain intermediate results, the MI
has been linearly interpolated between different recirculating
loops (4× 108 km).

In the low-power region, where performance is ASE-noise
limited, max-reach results achieved with the ideal CPE (solid
lines) and BPS-ML CPE (markers) are almost identical. This
suggests that, with laser phase noise only, the BPS-ML CPE
can reach the performance of a perfect CPE.

Considering the ideal-CPE curves, the PS gain, which is the
difference (in maximum reach) between uniform constellations
and PS constellations, is the same both in the linear region and
at the optimal power (maximum-reach region). This suggests
that an ideal CPE is able to fully compensate the additional
NLPN caused by “Gaussian-like” constellations. Using this
ideal CPE, PS gains of PS-64QAM with respect to 16QAM
are +17.1% and +34.4%, respectively for 4 and 4.33 bit/symb
of entropy, and +15.5% and +24.9% of PS-64QAM over
32QAM.

Looking at the results with BPS-ML CPE, they exhibit some
penalty in the presence of NLPN, which translates into a slight
reduction of maximum reach (and optimal power). 16QAM,
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Fig. 6. Maximum-reach for different launch power Pch over 108-km spans
of PSCF. Maximum reach has been calculated at a target MI of 3.6 bit/symb
(a) and 4.5 bit/symb (b). Solid lines are obtained with an ideal (genie-aided)
CPE, while markers have been obtained with a realistic CPE (BPS-ML).

as predicted by the theoretical models, has less constellation-
dependent NLIN, therefore keeps approximately the same
performance with both CPEs. With BPS-ML, PS gains become
+11.3% and +24.4% with respect to 16QAM and +17.8%
and +27.5% with respect to 32QAM.

F. Comparison with NLIN models

In order to compare the experimental results with the NLIN
models, we calculated the MI at the optimal launch power at
the end of each loop, collecting the results in Fig. 7. Since
the NLIN models output an equivalent Signal-to-Noise Ratio,
we converted it to MI using the back-to-back measurements
of Fig. 5. With this procedure, NLIN models predictions
automatically take into account transceiver penalties.

We used two NLIN models: the well-known incoherent GN-
model [19] (dashed lines), and the (coherent) EGN-model
[12] (solid lines) with the correction factor for constant-
amplitude (e.g. QPSK) modulation. Since the EGN model is
computationally intensive to calculate, we used an analytical
approximation [34], which, in this scenario, gives results quite
close to the predictions of the complete EGN model.

From the results of Fig. 7, it can be seen that the EGN
with QPSK correction factor predicts with great accuracy the
performance of all the modulation formats with the ideal

CPE, except for very short distances. However, performance
reduces with the realistic BPS-ML CPE, becoming very close
to the predictions of the incoherent GN-model. As shown in
the previous section (Fig. 6), the impact of NLIN is weakly
constellation-dependent with BPS-ML. In fact, the incoherent
GN-model (iGN) slightly underestimates the performance of
16QAM, and slightly overestimates the performance of (for
instance) PS-64QAM 4.33-bit. Nevertheless, the error (in
maximum reach) at the target MIs is very small. For instance,
the iGN-model underestimates the maximum reach of 16QAM
by ∼ 3.2%, while it overestimates the maximum reach of PS-
64QAM 4.33-bit by ∼ 2.5%. This result is consistent with
past analyses with uniform-shaped constellations [35].

G. Propagation over NZDSF

In the previous section, we showed that impact of residual
NLPN after a BPS-ML CPE on PS-64QAM constellations
over PSCF, is approximately the same as in lower-cardinality
uniform constellations. Therefore, propagation performance
can be accurately predicted by the GN-model using the back-
to-back sensitivities.

However, this result holds only when the memory of
NLPN is long enough to be almost completely compensated
by the CPE algorithm, and this hypothesis holds only for
high-dispersion optical fibers (such as PSCF). To test this
hypothesis, we measured the performance of the same PS
constellations considered over NZDSF. While this may seem
an unrealistic scenario, NZDSF is still widely installed in long-
haul networks of some countries, such as Italy [36, p. 37].

The experimental setup is the same as Fig. 3, where we
replaced the 4×108-km spans of PSCF with 2×80-km spans
of NZDSF, whose parameters are summarized in table II. The
span length was reduced to 80 km to keep the same total span
loss (approximately 18.4 dB).

Results are shown in Fig. 8 in terms of maximum reach
for different launch powers per WDM channel (Pch). As
opposed to PSCF, with NZDSF constellation-dependent NLIN
is strong, heavily reducing PS gain. In the case of 16QAM, PS
gain is negative, i.e. 16QAM performs better than PS-64QAM.
The gain of the ideal CPE with respect to BPS-ML is grater
than the result of PSCF and more constellation dependent,
which suggests that the additional NLIN is mostly short-
correlated NLPN. Due to its short correlation, the estimation of
NLPN by the CPE, especially the BPS-ML, is more difficult.

To validate this hypothesis, we set up a numerical simulation
using the Split-Step Fourier method [37] to measure the
correlation of NLPN without ASE noise nor laser phase noise.
To perform a fair comparison with the experimental results,
simulations have been carried out with the same number of
WDM channels (31 at 16 GBaud with 25 GHz spacing).
For PSCF, we simulated propagation over 70× 108 km with
Pch = −1.7 dBm, while for NZDSF we propagated over
24 × 80 km with Pch = −6.5 dBm. We then measured,
following [23], the auto-correlation (in symbols) of the phase
component of NLIN, which is shown in Fig. 9. Over PSCF,
the auto-correlation of NLPN is much longer than NZDSF.
For instance, the normalized auto-correlation reaches 0.1 after
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Fig. 7. Maximum reach at the optimal power measured at the end of each loop of 4 × 108 km of PSCF (markers), using two different phase recovery
schemes: ideal (circles) and BPS-ML (diamonds). Moving average length of each CPE has been optimized in every point. Results are compared with the
incoherent GN-model [19] (dashed lines) and EGN model with correction factor for QPSK [34] (solid lines).

950 samples with PSCF and 45 samples with NZDSF, which
explains why the CPE is less effective over NZDSF.

While a theoretical analysis of NLPN with probabilistic
shaping is out of the scope of this work, we can conclude
that the incoherent GN-model well predicts PS performance
in scenarios where constellation-dependent NLPN has a suffi-
ciently long auto-correlation to be compensated with standard
CPE algorithms. This is the case in the PSCF propagation
experiments. On the contrary, on low-dispersion fibers (e.g.
NZDSF), the auto-correlation is significantly shorter, strongly
reducing the gain of probabilistic shaping over standard QAM
constellations.

We remark that those results have been obtained with a
relatively low symbol rate (16 GBaud). A possible mitigation
of this effect would be an increase of symbol rate. While it
increases the overall NLIN [38], it also increases the auto-
correlation length of NLPN [24], potentially increasing the
gain of probabilistic shaping over NZDSF.

IV. CONCLUSION

In this paper, we experimentally compared PS-64QAM with
uniform 16QAM and 32QAM at the same net data rate in
long-haul optical communications systems. Using the PAS
algorithm, we imposed a modified Maxwell-Boltzmann proba-
bility distribution (1) which allowed to transmit shorter PRBS
sequences at the expense of a slight back-to-back penalty.

After propagation over PSCF and NZDSF, we found that
the choice of CPE algorithm at the receiver is crucial, since,

as predicted by current models, most of the additional NLIN
introduced by PS is Non-Linear Phase Noise (NLPN).

Over PSCF, using both realistic and ideal CPE algo-
rithms, we found that residual NLIN is weakly constellation-
dependent due to its long auto-correlation. Therefore, the
gain of PS-64QAM over 16 and 32QAM matches the gains
measured in back-to-back. In particular, with a realistic CPE
(such as BPS-ML with pilot tones), we found that the maxi-
mum reach of all the considered modulation formats is very
well approximated by the incoherent GN-model. The gains
(in maximum reach) were ranging between 15.5% and 34%.
Moreover, the incoherent accumulation of NLIN allows the
inclusion of probabilistic shaping in optical networking tools
[39], [40], enabling the evaluation of its network benefits [41].

However, using low-dispersion fibers, such as NZDSF,
we found that the performance of PS becomes worse than
expected from the back-to-back results. This is due to the
short auto-correlation of NLPN, that cannot be compensated
by standard CPE algorithms. We remark that those results
have been obtained at a (relatively low) 16 GBaud with a
modified Maxwell-Boltzmann distribution. Future work should
address a comparison at a higher symbol rate with the correct
Maxwell-Boltzmann distribution, which may lead to different
conclusions.
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