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Abstract

In the last decade a large scientific community has focused on the study of the memristor. The memristor is thought to be by many the best alternative to CMOS technology, which is gradually showing its flaws. Transistor technology has developed fast both under a research and an industrial point of view, reducing the size of its elements to the nano-scale. It has been possible to generate more and more complex machinery and to communicate with that same machinery thanks to the development of programming languages based on combinations of boolean operands. Alas as shown by Moore’s law, the steep curve of implementation and of development of CMOS is gradually reaching a plateau. It is clear the need of studying new elements that can combine the efficiency of transistors and at the same time increase the complexity of the operations.

Memristors can be described as non-linear resistors capable of maintaining memory of the resistance state that they reached. From their first theoretical treatment by Professor Leon O. Chua in 1971, different research groups have devoted their expertise in studying the both the fabrication and the implementation of this new promising technology. In the following thesis a complete study on memristors and memristive elements is presented. The road map that characterizes this study departs from a deep understanding of the physics that govern memristors, focusing on the HP model by Dr. Stanley Williams. Other devices such as phase change memories (PCMs) and memristive biosensors made with Si nano-wires have been studied, developing emulators and equivalent circuitry, in order to describe their complex dynamics. This part sets the first milestone of a pathway that passes trough more complex implementations such as neuromorphic systems and neural networks based on memristors proving their computing efficiency. Finally it will be presented a memristor-based technology, covered by patent, demonstrating its efficacy for clinical applications. The presented system has been designed for detecting and assessing automatically chronic wounds, a syndrome that affects roughly 2% of
the world population, through a Cellular Automaton which analyzes and processes digital images of ulcers. Thanks to its precision in measuring the lesions the proposed solution promises not only to increase healing rates, but also to prevent the worsening of the wounds that usually lead to amputation and death.
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Chapter 1

Introduction

The memristor as a circuit element was first theoretically treated by professor Leon O. Chua in 1971, where he defined it as the fourth and missing circuit element [1]. Memristors where defined this way since they represent the missing link between the integral of the current named charge ($q$), and the integral of the voltage named flux ($\phi$) as shown in Figure 1.1, which also introduces its circuit symbol. Although Professor Chua introduced and deeply described the basis of this new element he also stated that, at that time, the discovery of the physical device was yet to be done. In 2008, at the Hp Laboratories, Dr. Stanley Williams was able to produce a first prototype of memristor [2] opening a new path for scientific development and discovery around the element, from device modeling and building, to implementation and application in complex systems.

One example of scientific community that was created from these discoveries is the EU COST Action IC1401, which has the scope to provide means of easy communication to researchers that are geographically dispersed around the world in order to reach ambitious and multidisciplinary goals. Recently the COST Action IC1401 has presented and interesting work of review, summarizing the most recent and significant advances in memristor theory and applications [3].

The applications for which memristors are intended are various, mostly focused on non-volatile memory, neuromorphic engineering and mixed-signal processing due to their properties. However, mostly in the field of non-volatile memories given that research has been predominantly driven towards that kind of industry, the majority of memristive devices explored exhibit non-volatile resistance states that can be
Introduction

Fig. 1.1 Comparison of the memristor with the other three fundamental two-terminal circuit elements, respectively related to their descriptive variables. Through this figure it is possible to note the appropriateness of the missing element definition given by Professor Leon Chua in 1971. In the bottom right corner it is shown the circuit symbol of the memristor. This figure has been taken from the work of Strukov et al. [2].

increased or decreased electrically in an analog or digital manner. In particular, proposed memristive devices in the literature are based on physical concepts such as phase-change in chalcogenides, ferroelectricity, ferromagnetism, anion- or cation-based nano-ionic transport [4]. Much of them exhibit a two-step resistance type behaviour such as PCMs, ferroelectric memory (FeRAM, magnetic memory (MRAM) and resisting switching memory (ReRAM). All these have intrinsic properties that bound them to the concept of memristor. As so in literature it is possible to find works related to their equivalence and their classification as memristive devices [5]. Moreover their applications are similar to the ones proposed for memristors concerning neuromorphic engineering [6–8] and mixed-signal processing [9–11]. Finally a large number of nano-devices that exploit purely electronic effects has shown memristive behaviour such as ferroelectric and spin-torque memristors, where the resistance changes are obtained through electron mediated phenomena at the interfaces [12, 13].

In order to exploit memristors in more complex systems, such as devices that can exploit a wide range of applications it is crucial to obtain reliable circuit models that can be used in circuit design. In memristor theory, the basic fingerprint that was associated to memristors is the "pinched hysteresis loop" which will be deeply described later in this work. The pinched loop shows the nonlinear dynamics of memristors in the $v - i$ domain when excited with a zero-mean periodic signal [14]. This consideration extended the definition of memristors to a wide range of
elements and devices. One noteworthy example, that will be exhaustively treated in the following chapters, are memristive biosensors described in [15]. These devices, composed essentially by a silicon nano-wire clamped between two SiNi electrodes, exploit the classical pinched loop $v-i$ to sense the presence (or the absence) of a given antigen of a sampled solution or its pH variations.

The particular memristive $v-i$ curve has been the starting point to study a standardized modeling method for memristors. Proceeding with the discovery and the development of new memristive elements it was clear that not all of them had the same behaviour in the $v-i$ domain (i.e. the pinched loop presented different dynamics). Various mathematical models were investigated with the scope of providing developers with reliable tools to simulate memristive behaviour in circuit design and their applications. Biolek et al. developed a mathematical model which is descriptive of memristor dynamics based on the pinched hysteresis loop [16]. The same group recently described the charge-controlled memristance ($R_{M}(q)$) map of all orders within the working intervals of $q$ [17] and developing a novel fingerprint of generic ideal memristors [18], yielding to a new knowledge on frequency dependance of memristive devices’ behaviour. As it will be described subsequently in this work, the pinched hysteresis loop derived from the response of memristive devices strongly depends on the frequency of the input signal changing the shape of the curve.

Exquisitely based on circuit design, the Pickett model serves as a SPICE modeling tool to simulate memristor non-linear dynamics [19]. This model has been improved based on the emerging technologies regarding this particular field and most of all the need to cope with greater simulation tasks required by the larger complexity of the studied applications. Noteworthy examples are given by the behavioural S-model and the modified Pickett model [20]. Finally Ascoli et al. developed the Generalized Boundary Condition Memristor (GBCM) model [21]. Though the GBCM it is possible to model a broad range of memristor and memristive devices by setting the suitable parameters. The equivalent circuit of this model is reported in Figure 1.2. Considering the figure the on and off boundary state cells act as commutated switches that let or close the current flow at the terminals $A$ and $B$. The capacitance $C$ is the responsible of the memory of the device keeping the state cells in their state depending on the volatility of the modeled memristor. The actual memristance is given by the series of $R_{off}$ and $R(v_{x})$ which is an appropriately modeled non-linear resistor. Through the correct calibration of the switches, also the different frequency responses can be modulated to resemble more the desired
device to model. A practical example of extended use of the GBCM, other than a more precise insight of the model will be delivered in the next chapters of this work.

Fig. 1.2 Equivalent circuit of the Generalized Boundary Condition Memristor (GBCM) developed by Ascoli et al. The circuit presented is taken directly from [21]. From the manipulation of the on and off state cells it is possible to modulate the effective resistance given by the series of $R_{off}$ and $R(v_x)$, which is a non-linear resistor that depends on the voltage drop on the capacitor $C$. $C$, on the other hand expresses the volatility of the desired modeled device.

The broad range of memristors that were created and developed in the past years led to a variety of physical interactions between the elements used to build the devices. Considering the $TaO$ devices, of which in [2] is reported the first example, the $Ag/SiO_2/Pt$ devices treated by Valov et al. [22], the memristors based on $NiTi$ smart alloys [23, 24], and the other elements that show memristive behaviour (such as PCMs, ReRAMS, MRAMS and FeRAMS), it is possible to notice from literature that all present different $v - i$ curves resulting in pinched loops of different shape. Moreover the frequency response, as afore mentioned, of these elements is different and the reactions to the input signals changes accordingly. When a memristor is excited with a zero-mean periodic signal, higher is the frequency more the element will act as a linear resistor. The frequency dependance of the response of these devices is to be considered the direct consequence of the physical phenomena that occur amongst the devices’ elements.
Through a deeper analysis of all the models reported in literature it is possible to note that a series of physical variables may interfere or have a great resonance on the behaviour of the different elements. Broader is the range of phenomena and electrochemical interactions that can give rise to memristive effects, broader must be the must be the descriptive properties of the model that might summarize them all. It is possible to state that the \(v - i\) response of a memristor is to be considered input dependant and so it cannot be considered as a descriptive model for a memristive device. For this reason Corinto and Forti introduced a novel analysis method based on the electrical variables of flux and charge (\(q\) and \(\phi\) respectively) instead on the canonic voltage and current (\(v\) and \(i\)) [25].

Flux-charge analysis (\(\phi - q\) models) have the scope to have two main advantages with respect to non-linear circuit theory:

1. more simple analysis of non-linear dynamics and bifurcations by means of smaller ordinary differential equations (ODEs);
2. a clear understanding of the effects of initial conditions.

In [25], it is demonstrated the effectiveness of exploiting the **integral of Kirchoff’s current and voltage law** (KqL and K\(\phi\)L respectively) in a large class of memristor circuits. The need for this analytical method rises from the incremented development of hybrid circuits that contain memristors and CMOS. The design of programming of such devices resulted difficult for several reasons related mostly to the non-linear behaviour of memristors acting as volatile memories and the low programming resolution of memristors acting as non-volatile memories.

Most importantly the \(\phi - q\) analysis led to a greater classification of memristors and memristive devices. As afore mentioned the broad variety of devices and elements that show memristive effects leads to a great difficulty in standardizing the devices. Knowing how the various physical variables and the physical phenomena taking place in the elements interact with the overall dynamics is of key importance in the attempt of implementing memristors in larger and more complex systems. Recently it has been proposed to classify memristors in three major groups depending on the governing equations of the different devices [26]. Considering an internal vector \(\mathbf{x}\) composed of \(n\) state variables such that \(\mathbf{x} = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n\) it is possible to state that the dynamics of these variables, in general electrical and non-electrical, can be described as \(\dot{\mathbf{x}} = g(u, \dot{u}, \mathbf{x})\). Considering \(u\) as an input, in memristor
theory as it will be explained in details in the following chapters, \( x \) can represent the flux \( \varphi \) or the charge \( q \). From this consideration in [26] it has been proposed to classify memristors in the following three categories (over here reported as charge controlled, but is always intended law of duality for flux controlled devices):

1. **ideal memristors** \( \Rightarrow \) \( v = f(q)i \);
2. **generic memristors** \( \Rightarrow \) \( v = f(q,x)i \);
3. **extended memristors** \( \Rightarrow \) \( v = f(q,i,x)i \).

A detailed description of the \( \varphi - q \) analysis method and memristor classification will be delivered in the following chapters as well as their use in modeling different memristive devices such as: the HP \( Pt/TaO/Pt \) device [2], PCMs [27] and the aforementioned memristive bio-sensors based on silicon nano-wires [15]. In the first case it will be provided a mathematical demonstration based on experimental results on how flux plays an important role in the formation and in the rupturing of the conductive filament.

Regarding PCMs, Sebastian et al. provided an important study on the physical and chemical phenomena regarding their behaviour [28]. As a matter of fact these devices have the capability of keeping and maintaining a given memory state by increasing and decreasing the size of a chalcogenide bulb exploiting its phase transition from crystalline to amorphous. Based on the experimental data of from the IBM Lab in Zurich (CH) it was possible to derive a mathematical model based on \( \varphi \) and \( q \) that is able to describe the particular behaviour of these elements. Similarly it has been done with silicon nano-wire bio-sensors, with the addition of a reliable circuit model for sensing reading and implementation.

The scope for this kind of analysis is to achieve a possible generalized memristor model able to implement memristive devices in more complex systems. Chua and Yang in 1987 and 1988, proposed a novel class of information processing systems called Cellular Neural Networks (CNNs) [29]. Their work took inspiration form Hopfield’s Networks (regarding Neural Networks) [30] and regarding Cellular Automata, CAs) [31]. CNNs take the best features form both worlds. As neural networks, CNNs are a large scale system for real time signal processing, thanks to their continuous time features. As CAs the consist of a cellular nature, since they represent a mass aggregate of regularly spaced operands denominated cells.
CNNs, CAs and neural networks are part of a wider class of platforms that take inspiration from the computing capabilities and "strategies" of human brain: biologically-inspired systems. Biologically inspired systems and algorithms are widely studied in the fields of computation and signal processing thanks to their advantages regarding canonic computing. The most important feature of biologically-inspired computing is machine learning, since it renders the possibility of treating and classifying massive numbers of data avoiding coding exploiting the interactions and the evolution of the internal state of the cells composing the network, simulating bio-inspired synapses.

One explicative example of bio-inspired algorithms for pattern classification [32] is the perceptron, a system composed of a given number of single arrays of elements, working in parallel, that evolve at each iteration and at each input presentation, rendering a combination of desired operands [33]. The perceptron and perceptron-like networks were developed in the years and increased their learning and classification efficiency. The stochastic belief propagation inspired algorithm (SBPI) represents a good example of this kind of algorithm. The SBPI consists on a single array of cells that may have a range of possible internal states \( K \in [2, \infty) \), setting threshold to the output current of each element obtaining binary synapses, avoiding therefore disturbing noise effects [34]. In the following chapters of this work a detailed description of the SBPI will be provided, parallel to the study of a dedicated memristor circuitry proving its classification efficacy.

The introduction of memristors in dedicated circuitry and systems implementing this kind of algorithms, especially the SBPI, well renders the needed dynamics of the cells and the synapses that occur for their design and functioning. The combination of memristor theory with bio-inspired computing for machine learning set the path for neuromorphic engineering leading to [3]:

1. the utilization of brain-like, spike-based information encoding, computing and communication;

2. taking advantage of such spike-based information encoding to perform neuroscience-inspired spike based learning rules such as Spike-Timing-Dependent-Plasticity [35] and all their variants;

3. assemble arbitrary scale hierarchical systems by intercommunicating spike-driven computing modules (or local neuron populations) such as multi-layer
Deep Neural Networks structures [36] either in their purely feed-forward version or allowing weak or strong feedback interaction.

Several systems have been also developed through circuits non-memristive devices, especially CMOS technology, such as the SpiNNaker system [37]. The trend in any case is leading towards the development of hybrid CMOS/memristive and purely memristive devices [38, 39]. As a general overview from a physical hardware implementation point of view, boards and chips that exploit memristor technology are built with schemes similar to one reported in Figure 1.3.

![Fig. 1.3 Example of physical deployment of memristors in a PCB architecture. PCB boards contain many functional elements. The implementation of memristor crossbar arrays permits an agile computing and selection of the desired element. In figure is reported a typical example taken from the work of Serrano-Gotarredona et al. [40].](image)

Memristive systems that implement bio-inspired algorithms may find various applications, as afore mentioned, for their high efficiency in processing big amounts of data. One field in which the these devices can find a high use is bio-medicine and biomedical engineering. Itoh and Chua described an important equivalence between CAs ad discrete time cellular neural networks (DTCNNs), which are assimilable to classic CNNs with the exceptions that the evolutive iterations of the cells in the network are processed at fixed discrete time points [41]. In their work they proved the possibility to use memritor-based circuitry in this kind of systems. The common
use of CAs resides in image processing, which in biomedical engineering is of central importance for the recognition of sane and pathological tissues.

Taking inspiration form the work of Itoh and Chua it was possible to determine a further equivalence between memritor CAs and memristive perceptrons exploiting SBPI. Taking the characteristics of both systems it is possible to perform image processing tasks. A device capable of taking pictures and processing them though the scheme here presented was developed for the analysis and assessment of chronic cutaneous lesions such as ulcers, wounds and escarae. Proceeding with the chapters of this work the device will be presented proving the SBPI-CA equivalence and the high efficiency of classification given by the system through pre-clinical trials.

1.1 Description of the Work

This work presents a deep insight on memristors and memristive systems, based on a solid scientific background. From the here presented introduction it is possible to note that each step of the work leads to the next with the goal of developing a fruitful and realistic application of these systems proving that memristors can provide off the shelf solutions for up-to-date problems regarding core fields such as biomedical engineering.

1.1.1 Contributions to the Work

From an organization point of view the this work will begin with Chapter 2 where it is introduced the memristor theory starting from the one presented by Professor Leon Chua in 1971 and following, a deep insight on $\varphi - q$ analysis of memristors and memristive devices other that the afore mentioned memristor classification. Subsequently in the chapter is reported the use of $\varphi - q$ models to better comprehend the rupturing and formation dynamics of the conductive filament of the HP memristor model (with an insight of the element’s physical behaviour), and to obtain a equivalent circuit models for PCMs and silicon nano-wires for memristive bio-sensing.

Chapter 3 provides a complete explanation of CNNs and bio-inspired algorithms for machine learning. Moreover a complete description on the SBPI algorithm is provided with a comparison with other existing procedures. In this chapter is
introduced the design of a dedicated memritor-based system implementing the SBPI. To prove that the use of memristors for its implementation the system was coded in SPICE for circuit simulations. Several efficiency essays were performed to tune the elements of the system and to prove its learning capability and efficacy. As it will be deeply described in the chapter the GBCM model was used to emulate memristors in the perceptron.

Concluding in Chapter 4 is reported an introduction to CAs and DTCNNs and their equivalence in order to demonstrate the obtaining of the equivalence of CAs and SBPI. The design of an innovative device is provided based on the merge of the two reported analysis schemes for automatic recognition, classification and assessment of cutaneous ulcers. Parallel, is reported the need for such systems based on medical literature and the proof of the actual classification and detection capability based on pre-clinical trials on more than 200 patients.

1.1.2 Author’s Contribution to Papers


5. Jacopo Secco, Alessandro Vinassa, Valentina Pontrandolfo, Carlo Baldassi, and Fernando Corinto. Binary synapse circuitry for high efficiency learning al-
1.1 Description of the Work


Chapter 2

Memristor Theory: Device Modeling and Simulations

Memristors are became a widely studied technology since their theorization given in [1]. In the years a variety of models and devices have been developed with different characteristics given by their different intrinsic properties and the different fabrication ways and materials. Moreover a vast series of devices have been proved to show memristive effects such as ReRAMs, FeRAMs, MRAMS and most of all PCMs. In order to achieve the required know-how on memristors for their use and implementation in wider and more complex system it is necessary to develop a generalized simplified analysis model for their insertion in common circuit theory. One of the models that provides this capability is the $\phi - q$ analysis method [25] thanks to which it has been possible to arrive with a clear memristice device classification [26].

In the following sections of this chapter it will be presented the state of the art involving memristors, starting from Section 2.1 which introduces the original description given by Professor Chua in his 1971 paper. Following, a clear and complete description of the $\phi - q$ analysis method is provided with its relation regarding memristor classification. Concluding it will be presented the use of the $\phi - q$ analysis for the modeling of the behaviour of the HP memristor [2, 42] regarding the formation and rupturing of the conductive filament with a detailed insight of the device. Moreover the same kind of analysis has been performed for modeling and obtaining off-the-shelf equivalent circuit models of PCMs [28] and of
memristive bio-sensors based on silicon nano-wires (SiNW) [15], other than their classification regarding memristor theory.

2.1 Original Description

Resistors, Capacitors and Inductors are well known as the three fundamental two-terminal circuit elements. The equations that describe their behaviour represent the relationship between the four fundamental circuit variables: the current \( i \), the voltage \( v \), the charge \( q \) and the flux \( \varphi \). More precisely, resistors define the relationship between \( v \) and \( i \), capacitors the one between \( q \) and \( v \) and inductors the one between \( \varphi \) and \( q \). Moreover other two relationships out of the six possible reside in the definition of charge and flux [43] as:

\[
q(t) = \int_{-\infty}^{t} i(\tau) d\tau, \quad (2.1)
\]

\[
\varphi(t) = \int_{-\infty}^{t} v(\tau) d\tau. \quad (2.2)
\]

The memristor is the two terminal circuit element which describes the relationship between charge and flux and can be characterized by a \( \varphi - q \) curve. The name \textit{memristor} derives from the contraction of \textit{memroy} and \textit{resistor} since as it will be shown later, the memristor can be described as a two-terminal non-linear resistor with memory. By definition these elements can be described by a relation \( g(\varphi, q) = 0 \) and can be divided in two groups: charged controlled and flux controlled. In the first case the voltage across the memristor can be given by

\[
v(t) = M(q(t))i(t), \quad (2.3)
\]

where

\[
M(q) = \frac{d\varphi(q)}{dq}. \quad (2.4)
\]

On the other hand the current flowing through a charge controlled memristor can be computed as
\[ i(t) = W(\varphi(t))v(t), \]  

(2.5)

where

\[ W(\varphi) = \frac{dq(\varphi)}{d\varphi}. \]  

(2.6)

Comparing Equations (2.3) and (2.5) to Ohm’s law it is possible to notice that \( M(\cdot) \) has the unit of resistance and \( W(\cdot) \) has the unit of conductance. As so henceforth they will be associated respectively to the names of memristance and menductance. Observing the previous equations it is possible to note that the memristance (menductance) depends at any time on the flux and charge which are respectively the time integrals of the voltage applied to, and the current flowing through the element. Though the memristor acts as an ordinary resistance at any time instant \( t_0 \), its resistance value depends on the complete history of the voltage and of the current, justifying the name memristor (as memory-resistor).

Five theorems and two definitions were postulated by Professor Chua in order to define the memristor and to prove the existence of the element. Here, for the maintenance the correct mathematical dialectics, will be reported the theorems and the definitions regarding memristors as written in [1].

**Theorem 1: Passivity Criterion.** A memristor characterized by a differentiable charge controlled \( \varphi - q \) curve is passive if, and only if, its incremental memristance \( M(q) \) is nonnegative; i.e., \( M(q) > O \).

**Proof:** The instantaneous power dissipated by a memristor is given by

\[ p(t) = v(t)i(t) = M(q(t))[i(t)]^2. \]  

(2.7)

Hence, if the incremental memristance \( M(q) > O \), then \( p(t) > 0 \) and the memristor is obviously passive. To prove the converse, suppose that there exists a point \( q \), such that \( M(q_0) < 0 \). Then the differentiability of the \( \varphi - q \) curve implies that there exists an \( \varepsilon > 0 \) such that \( M(q_0 + \Delta q) < 0, \ |\Delta q| < \varepsilon \). Now let us drive the memristor with a current \( i(t) \) which is zero for \( t < \hat{t} \) and such that \( q(t) = q_0 + \Delta q(t) \) for \( t \geq t_0 > \hat{t} \) where \( |\Delta q(t)| < \varepsilon \); then \( \int_{-\infty}^{\hat{t}} p(\tau)d\tau < 0 \) for sufficiently large \( \hat{t} \), and hence the memristor is active. ■
Theorem 2: Closure Theorem. A one-port containing a memristor is equivalent to a memristor.

Proof: Letting $i_j$, $v_j$, $q_j$, and $\varphi_j$ denote the current, voltage, charge, and flux-linkage of the $j$-th memristor, where $j = 1, 2, \ldots, b$, and letting $i$ and $v$ denote the port current and port voltage of the one-port, then we can write $(n - 1)$ independent KCL (Kirchhoff current law) equations (assuming the network is connected); namely,

$$\alpha_{j0}i + \sum_{k=1}^{b} \alpha_{jk}i_k = 0 \quad j = 1, 2, \ldots, n - 1$$

(2.8)

where $\alpha_{jk}$ is either 1, $-1$, or 0, $b$ is the total number of memristors, and $n$ is the total number of nodes. Similarly, we can write a system of $(b - n + 2)$ independent KVL (Kirchhoff voltage law) equations:

$$\beta_{j0}v + \sum_{k=1}^{b} \beta_{jk}v_k = 0 \quad j = 1, 2, \ldots, b - n + 2$$

(2.9)

where $\beta_{jk}$ is either 1, $-1$, or 0. If we integrate each equation in (2.8) and (2.9) with respect to time and then substitute $\varphi_k = \varphi_k(q_k)$ for $\varphi_k$ in the resulting expressions, we obtain

$$\sum_{k=1}^{b} \alpha_{jk}q_k = Q_j - \alpha_{j0}q \quad j = 1, 2, \ldots, n - 1$$

(2.10)

$$\beta_{j0}\varphi + \sum_{k=1}^{b} \beta_{jk}\varphi_k(q_k) = \Phi_j \quad j = 1, 2, \ldots, b - n + 2$$

(2.11)

where $Q_j$ and $\Phi_j$ are arbitrary constants of integration. Equations (2.10) and (2.11) together constitute a system of $(b + 1)$ independent nonlinear functional equations in $(b + 1)$ unknowns. Hence, solving for $\varphi$, we obtain a relation $f(q, \varphi) = 0$.

Theorem 3: Existence and Uniqueness Theorem. Any network containing only memristors with positive incremental memristances has one, and only one, solution.

Proof: Since the governing equations of a network containing only memristors are identical in form to the governing equations of a network containing only non-linear resistors, the proof follows mutatis mutandis the well-known proof given in [44, 45].
**Definition 1:** it is defined the action (coaction) associated with a charge-controlled (flux-controlled) memristor to be the integral

\[
A(q) \equiv \int_0^q \varphi(q) dq \quad \left( \hat{A}(\varphi) \equiv \int_0^\varphi q(\varphi) d\varphi \right).
\] (2.12)

Consider now a pure memristor network \( N \) containing \( n \) nodes and \( b \) branches. Let \( T \) be a tree of \( N \) and \( L \) its associated cotree. Let us label the branches consecutively starting with the tree elements and define \( \varphi = (\varphi_1, \varphi_2, \ldots, \varphi_n)^t \), \( q = (q_1, q_2, \ldots, q_b)^t \), \( \varphi_T = (\varphi_1, \varphi_2, \ldots, \varphi_{n-1})^t \), and \( q_L = (q_n, q_{n+1}, \ldots, q_b)^t \). It is well known that either \( \varphi_T \) or \( q_L \) constitutes a complete set of variables in the sense that \( \varphi = D^t \varphi_T \) and \( q = B^t q_L \), where \( D \) and \( B \) are the fundamental cut-set matrix and the fundamental loop matrix, respectively [46].

**Definition 2:** it is defined the total action \( \Lambda(q_L) \) [total coaction \( \hat{\Lambda}(\varphi_T) \)] associated with a network \( N \) containing charge-controlled (flux-controlled) memristors to be the scalar function

\[
\Lambda(q_L) = A \circ (B^t q_L) \quad \hat{\Lambda}(\varphi_T) = \hat{A} \circ D^t \varphi_T
\] (2.13)

where

\[
A = A(q) = \sum_{j=1}^b A_j(q_j) = \sum_{j=1}^b \int_0^{q_j} \varphi_j(q_j) dq_j
\] (2.14)

\[
\hat{A} = \hat{A}(\varphi) = \sum_{j=1}^b \hat{A}_j(q_j) = \sum_{j=1}^b \int_0^{\varphi_j} q_j(\varphi_j) d\varphi_j
\] (2.15)

and where \( \circ \) denotes the "composition" operator.

**Theorem 4: Principle of Stationary Action (Coaction):** A vector \( q_L = Q_L(\varphi_T = \Phi_T) \) is a solution of a network \( N \) containing only charge-controlled (flux-controlled) memristors if, and only if, it is a stationary point of the total action \( \Lambda(q_L) \) [total coaction \( \hat{\Lambda}(\varphi_T) \)] associated with \( N \); i.e., the gradient of \( \Lambda(q_L)(\hat{\Lambda}(\varphi_T)) \) evaluated in \( Q_L(\Phi_T) \) is zero:

\[
\frac{\partial \Lambda(q_L)}{\partial q_L} |_{q_L = Q_L} = 0 \quad \frac{\partial \hat{\Lambda}(\varphi_T)}{\partial \varphi_T} |_{\varphi_T = \Phi_T} = 0.
\] (2.16)
Proof: It suffices to prove the charge-controlled case since the flux-controlled case will then follow by duality. Taking the gradient of $\Lambda(q_L)$ and applying the chain rule for differentiating composite functions, we obtain

$$
\frac{\partial \Lambda(q_L)}{\partial q_L} = \partial A \circ (B'q_L) / \partial q_L = B \partial A(q) / \partial q |_{q=B'q_L} = B \phi \circ (B'q_L). \quad (2.17)
$$

But the expression $B \phi \circ (B'q_L) = 0$ since this is simply the set of KVL equations written in terms of $L$. Consequently, any vector $Q_L$ is a solution of $N$ if, and only if, it is a stationary point of $\Lambda(q_L)$. ■

Theorem 5: Order of Complexity: Let $N$ be a network containing resistors, inductors, capacitors, memristors, independent voltage sources, and independent current sources. Then the order of complexity $m$ of $N$ is given by

$$
m = (b_L + b_C + b_M) - (n - M + n_{CE} + n_{LM}) - (\hat{n}_M + \hat{n}_{LM} + \hat{n}_{CM}) \quad (2.18)
$$

where $b_L$ is the total number of inductors; $b_C$ is the total number of capacitors; $b_M$ is the total number of memristors; $n_M$ is the number of independent loops containing only memristors; $n_{CE}$ is the number of independent loops containing only capacitors and voltage sources; $n_{LM}$ is the number of independent loops containing only inductors and memristors; $\hat{n}_M$ is the number of independent cut sets containing only memristors; $\hat{n}_{LM}$ is the number of independent cut sets containing only inductors and current sources; $\hat{n}_{CM}$ is the number of independent cut sets containing only capacitors and memristors.

Proof: It is well known that the order of complexity of an RLC network is given by $m = (b_L + b_C) - n_{CE} - \hat{n}_{LM}$. It follows, therefore that for an RLC-memristor network with $n_m = n_{LM} = \hat{n}_M = \hat{n}_{CM} = 0$, each memristor introduces a new state variable and we have $m = (b_L + b_C + b_M) - n_{CE} - \hat{n}_{LM}$. Observe that a constraint among the state variables occurs whenever an independent loop consisting of elements corresponding to those specified in the definition of $n_M$ and $n_{LM}$ is present in the network. It is assumed that the algebraic sum of charges around any loop (flux linkages in any cut set) is zero. Similarly, a constraint among the state variables occurs whenever an independent cut set consisting of elements corresponding to those specified in the definition of $\hat{n}_M$ and $\hat{n}_{CM}$ is present in the network. Since
each constraint removes one degree of freedom each time this situation occurs, the maximum order of complexity $(b_L + b_C + b_M)$ must be reduced by one.

Thanks to the above reported theorems and definitions, it was possible to state the possibility of existence of memristors. Chua was able to demonstrate their coherence with conventional circuit theory and most of all their adhesion to canonic physics. For the sake of completeness it is an obligation to report that the first memristor, intended as singular physical device, was developed more than thirty years later than the postulation of these theorems by L.O. Chua. He was able to go over this absence using mutators [47]. Through mutators it was possible for him to realize a memristor with any prescribed $\varphi - q \left( f(\varphi, q) = 0 \right)$ curve connecting an appropriate non-linear resistor, capacitor or inductor by transforming the respective $v_R - i_R \left( f(v_R, i_R) = 0 \right)$, $\varphi_L - i_L \left( f(\varphi_L, i_L) = 0 \right)$ and $v_C - q_C \left( f(v_C, q_C) = 0 \right)$ curves. The complete list of the mutators used by Professor Chua are represented in Figure 2.1.

As it will be demonstrated in the next sections of this work, $v - i$ curves are not to be considered fully descriptive for memristors and memristive devices. Considering equations (2.3) and (2.5) the menductance and the memristance depend on the incremental charge and flux which are respectively the time integrals of the current flowing through the device and of the voltage applied. Due to this fact memristors are to be considered as non-linear resistors (in the $\varphi - q$ domain), that behave responding not to the single voltage applied or to the single current value at any instant $t_0$ (case in which the device acts like a passive linear resistor, as afore mentioned), but to all their previous values related to time. Though this is clear, memristors show a common peculiar dynamic described by a common family of $v - i$ curves named "pinched hysteresis loop" [14]. Commonly the loop is pinched in the origin when considering ideal memristor, but in some cases such as in recently built memristive devices based on $Ag/SiO_2/Pt$ may show non-zero pinched phenomenon, therefore showing nano-battery effect [22]. Figure 2.2 shows an example of a typical memristor hysteresis pinched in the origin. It can be seen from the figure that the curve changes according to the frequency of the input waveform. This particular phenomenon is very common in a series of memristors and memristive devices due to physical effects of the materials of which they are built [23, 24, 48–51], which typically leads them to behave more and more similarly to a generic resistor rather that to a memristor.
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Memristors and memristive devices show a particular fingerprint named pinched hysteresis loop (Figure 2.2). This particular curve is used to assess if a particular device can be classified as a memristor or if it shows particular memristive behaviour.
Fig. 2.2 Example of a typical memristor pinched loop $v-i$. It is possible to note from the given example that the loop decreases, as so the memristor acted more and more as a generic resistor rather than a memristor. This phenomenon is given by the physical properties of the materials of which some memristive devices are built with.

[14]. The pinched loop describes the typical non-linear behaviour if a memristor in the $v-i$ domain. As can be noted from the figure, though the hysteresis is affected by a series of factors that can modify the form of the curve itself. The example here reported shows that the loop changes its shape increasing the frequency if the input signal waveform. This is a typical phenomenon presented by memristive devices and it is given by a series of physical effects due to the technological realization of the elements. One example (that will be presented in details in the following section of this chapter) is the HP memristor [2]. The conductive filament is created by the migration of oxygen vacancies in the TiO$_2$ bulk that acts as a solid electrolyte. The migration of the vacancies suffers from a tau effect given by the material. Increasing the frequency of the waveform, it is not provided the sufficient time for the filament to reach the other electrode and therefore the memristor acts more and more as a linear passive resistor.

Moreover the pinched loop is also affected by the amplitude of the input signal. Higher or lower voltages (currents) in flux (charge) controlled devices generate different responses leading to a change of the shape of the $v-i$ curve. At the end the constitutive materials of the various elements have a great effect on the resulting
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curve. A broad range of fabrication techniques and materials lead to an equal broad range of behavioural curves [17, 18].

The trend in recent years led to the use of memristors and memristor-based circuits are widely exploited, for example to render novel classes of amplifiers, filters, oscillators, logic gates and artificial synapses in neuromorphic engineering [52–54]. This developing trend in memristive systems led to the necessity to find ease-of-use analytical methods that permit a more rapid circuit implementation of these elements. From what is mentioned above, it is clear that an analysis of these systems in the $v-i$ domain results incomplete for the proper understanding of the on-linear dynamics that characterize memristive devices.

Fernando Corinto and Mauro Forti introduced the use of Kirchoff’s Flux and Charge Laws ($K_\varphi L$ and $KqL$) for the analysis of memristor-based circuits instead of the common Kirchoff’s Voltage and Current Laws ($KVL$ and $KCL$) [25]. As mentioned in Chapter 1 the analysis of the dynamics in the $\varphi-q$ domain leads to the following advantages with respect to the $v-i$ models:

1. more simple anlysis of non-linear dynamics and bifurcations by means of smaller ordinary differentia equations (ODEs);
2. a clear understanding of the effects of initial conditions.

The work presented in [25] serves as a support of the introduction of the complete classification of memristors and memristive devices provided in [26], which will be explained in details forward in the chapter and introduced in Chapter 1. The classification given by Corinto, Civalleri and Chua is based in terms of pairs of electronic variables $(v(t), i(t))$ and $(\varphi(t), q(t))$ and is the latest noteworthy example of a unified description of memristors, or in other words, without any regard of the technological provenance of the various elements. In addition it is proven in the same work (and will be subsequently shown) that the same memristor can return a variety of responses, conducing to a family of $v-i$ curves depending on the different input waveforms given to the device.

The scope of the work by Corinto and Forti is to provide a standardized tool for circuit design of memristor-based systems. Memristors, as afore mentioned, have found a wide use as programmable memories due to their properties, and it is clear that systems that implement them are designed to provide a fine resolution
of the programming. Even in the case in which memristors that are used as volatile memories (exception of programming means) it results of high importance the deep comprehension of their non-linear dynamics. In the first case memristors are subject to pulse programming. Low voltages are used during their operations and high voltages are induced for setting the desired memristance. To do so hybrid CMOS/memristor circuits have been developed though their compatibility is still under investigation. On the other hand their nonlinear dynamic behaviour is highly exploited in oscillatory and chaotic circuits [55–57]. Classic analysis of these circuits leads to large systems of Differential Algebric Equations (DAEs), whose solution requires powerful and efficient computation tools.

To best explain $\varphi - q$ analysis, in the following paragraph will be introduced the class of non-linear circuits noted as $\mathcal{L} \mathcal{M}$ and a circuit analysis example on one specimen of this class taken from [25].

### 2.2.1 $\mathcal{L} \mathcal{M}$ Circuit Class Introduction and Analysis

Circuits in the $\mathcal{L} \mathcal{M}$ class are constituted by ideal capacitors, inductors, resistors, current and voltage sources and memristors that can be either flux or charge controlled [25]. The application of these circuits starts at a fixed time point $-\infty < t_0 \infty$. The goal of the analysis here reported is to understand the behaviour of these circuits for $t \geq t_0$. One of the simplest example of circuit of this class is the one reported in Figure 2.3. When the the switches $S_1$ and $S_3$ are open and $S_2$ is closed the proposed circuit results in a simple memristor-capacitor (M-C) circuit. In figure the blocks $\mathcal{L}_a$ and $\mathcal{L}_b$ represent any linear network composed by resistors, inductors, capacitors, voltage and current sources.

For the correct analysis of the proposed circuit it is necessary to set proper initial conditions for the state variables $\varphi_M(t)$ and $v_C(t)$ that will be noted as $\varphi_M(t_0) = \varphi_{M_0}$ and $v_C(t_0) = v_{C_0}$ respectively. It has been already explained the conditions by which the circuit is equivalent to a standard M-C circuit. On the other hand when $S_1$ and $S_3$ are closed and $S_2$ is open it describes the evolution of the state variables $\varphi_M(t)$ and $v_C(t)$ for $t < t_0$. By means of the opening and closing of the switches in the two described fashions, it is clear that the initial conditions are set independently between the obtained circuits $\mathcal{L}_a - M$ and $\mathcal{L}_b - C$. For the proposed example we consider the elements M and C not energized at $t = -\infty$. 
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Fig. 2.3 Example of an $\mathcal{LM}$ circuit. $S_1, S_2$ and $S_3$ are switches that connect (or disconnect) the memristor $M$ and the capacitor $C$ with the linear networks $\mathcal{L}_a$ and $\mathcal{L}_b$. By closing $S_2$ and opening the rest of the switches, the reported circuit becomes an M-C circuit. The figure is taken from [25].

From the considerations made it is possible to derive that $\varphi_M(t)$ and $v_C(t)$ obey the Initial Value Problem (IVP) for a second order ODE:

$$C \frac{dv_C(t)}{dt} = -G(\varphi_M(t))v_C(t); \quad (2.19)$$

$$\frac{d\varphi_M(t)}{dt} = v_C(t); \quad (2.20)$$

resulting in (taking into account the initial conditions described before and the considerations regarding them):

$$-G(\varphi_M(t))v_C(t) = -\frac{df(\varphi_M(t))}{d\varphi_M} \frac{d\varphi_M(t)}{dt} = -\frac{d\varphi_M(t)}{dt}. \quad (2.21)$$

As a result of integrating (2.19) over $(t_0, t)$, where $t \geq t_0$ it is obtained

$$C(v_C(t) - v_{C_0}) = -(f(\varphi_M(t)) - f(\varphi_{M_0})) = -(q_M(t) - q_M(t_0)) \quad (2.22)$$

which is a twofold.

The non-linearity of the $\mathcal{LM}$ circuit can be derived from equations (2.19) and (2.22) from which it can be written an IVP for a first order ODE:

$$\frac{d\varphi_M(t)}{dt} = -\frac{f(\varphi_M(t)) + f(\varphi_{M_0})}{C} + v_{C_0} \quad (2.23)$$

where the state variable $\varphi_M(t)$ and the initial conditions of the system appear as constant inputs. From this result it is clear that an IVP for a second order ODE in the $v - i$ domain can be easily transformed do an IVP for a first order ODE in the
\( \phi - q \) domain. In addition the key electrical variable in equation (2.23) is \( \phi_M(t) \) concluding that the sole variables that are necessary for the analysis of this class of circuits are \((\phi_M, q_M)\).

Moreover equation (2.22) is the result of the integration of equation (2.19), in other words integrating the behavioural relation computed through the KCL analysis of the circuit obtaining the KqL. The KqL states that the algebraic sum of the incremental charge in a closed circuit is zero. For the property of duality the same considerations can be done amongst the KVL and K\( \phi \)L. From this analysis it is clear that the main pillars of the \( \phi - q \) analysis are:

1. the use of K\( \phi \)L and KqL in terms of incrementa flux and charge \( \phi_k(t; t_0) = \phi_k(t) - \phi_k(t_0) \) and \( q_k(t; t_0) = q_k(t) - q_k(t_0) \) for any \( t \geq t_0 \), where the flux \( \phi_k \) and the charge \( q_k \) are obtained from the integration voltage and the current \((v_k \text{ and } i_k \text{ respectively})\) in \((t_0, t)\) flowing through a generic \( L.M \) circuit;

2. the use of constitutive relations expressed according to the same electrical variables.

The difference between the incremental flux (charge) and the flux (charge) defined in (2.2) ( (2.1)) are the integration extremes of integration. They result in being equivalent if and only if \( t_0 \to -\infty \) [25] and the circuit topology results in being invariant for any \( t \in (-\infty, \infty) \).

2.2.2 Insight on Kirchoff’s Incremental Laws

Considering a circuit that can be included in the \( L.M \) class with a number of two-terminal elements equal to \( l \) and \( n \) nodes, it is possible to write \( n - 1 \) fundamental cutset equation and \( l - n + 1 \) fundamental loop equations as

\[
A_i(t) = 0 \quad \text{where} \quad A \in \mathbb{R}^{(n-1) \times l}; \quad (2.24)
\]

\[
B \nu(t) = 0 \quad \text{where} \quad B \in \mathbb{R}^{(l-n+1) \times l}. \quad (2.25)
\]
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Where $A$ and $B$ are the reduced incidence and the reduced loop matrices respectively. By integrating (2.24) and (2.25) between $t_0$ and $t \geq t_0$ it is obtained

$$Aq(t) = Aq_{t_0};$$ \hspace{1cm} (2.26)

$$B\phi(t) = B\phi_{t_0}.$$ \hspace{1cm} (2.27)

Equations (2.26) and (2.27) in order to be computed require all the initial conditions $q_{C_k}(t_0)$ and $\phi_{L_k}(t_0)$. Amongst them are required the initial conditions $q_{C_k}(t_0) = C_k v_{C_k}(t_0)$ and $\phi_{L_k}(t_0) = L_k i_{L_k}(t_0)$. These variables are easy to be measured via voltmeter or ammeter in a. On the other hand the initial conditions $q_{L_k}(t_0) = \int_{t_0}^{0} i_{L_k}(t)dt$ and $\phi_{C_k}(t_0) = \int_{t_0}^{0} v_{C_k}(t)dt$ cannot be measured by the same means. The only way to have knowledge of $q_{L_k}$ and of $\phi_{C_k}$ is by having knowledge about the system’s history beginning from $t = -\infty$.

For this reason the $K\phi L$ and $Kq L$ can be made independent from the initial conditions utilizing the incremental charges and fluxes regarding the circuit. $Kq L$ can be reduced to a simpler form as:

$$Aq(t; t_0) = 0,$$ \hspace{1cm} (2.28)

and in the same way $K\phi L$:

$$B\phi(t; t_0) = 0.$$ \hspace{1cm} (2.29)

It is known that these equations ( (2.28) and (2.29)) give in overall $l$ independent topological constraints on $q(t; t_0)$ and $\phi(t; t_0)$ in the $\phi - q$ domain. The condition that has to be met when using Kirchoff’s incremental laws is that it is necessary to have the incremental charge and flux description of all the elements in the circuit. A complete overview of Kirchoff’s incremental flux and charge laws is provided in [25].

2.2.3 Memristor Classification Based on $\varphi$ and $q$

As explained in paragraph 2.2.1, memristors and memristor-based circuits are better described by models that reside in the $\varphi - q$ domain rather than with $v - i$ based models. In the same paragraph were explained the actual advantages of such models. Related to the same theory Corinto, Civalleri and Chua described an accurate classi-
ification of memristors and memristive devices that is regardless of the technological procedures that brought to the development of the variety of devices introduced in the above chapters of this work [26].

As afore explained the classical fingerprint used to recognize memristors and devices that show memristive behaviour is the pinched hysteresis loop (Figure 2.2). These particular kinds of $v - i$ curves though present several difficulties if used to classify devices since their shape is strongly dependant on the on the amplitude and the frequency of the input signal given to the device (both for charge and flux controlled memristors). Moreover this fingerprint does not impose further conditions to the actual behaviour of the analyzed devices; as a matter of fact Chua reported in [14]: «Pinched loops are the hallmarks of all memristors, ideal or otherwise». All in all the pinched hysteresis loop can be considered as a useful tool for identifying weather a given element can or cannot be considered a memristor, but due to its variability based on the technological configuration (i.e. the physical phenomena that give rise to the memristive behaviour) of the element and the input signal’s amplitude/frequency dependance it is required an alternative method of classification.

The equation $\dot{x} = g(u, \dot{u}, x)$ introduced in Chapter 1, introduces the ODE governing the internal vector $x$ which contains the state variables, and the non-state variables that depend form them, of a generic memristor element [26]. As afore mentioned $u$ is the input to the element, that for memristors is represented by $\varphi$ for flux controlled or $q$ for charge controlled devices. Exploiting the considerations made in [1, 14, 58] it is possible to state the following two definitions regarding the static and the dynamic characteristics of a current controlled extended memristor.

**Definition 3:** considering a current controlled extended memritor, which is a two-terminal element defined thorugh current and voltage momentum (i.e. $q$ and $\varphi$ respectively) by the following equations:

$$F(\varphi, q, i, x) = 0; \quad (2.30)$$
$$\dot{x} = g(q, i, x); \quad (2.31)$$
$$\dot{q} = i; \quad (2.32)$$

where $F(\cdot, \cdot, \cdot, \cdot) = 0$ is the static characteristic equation, with the constraint $i = 0 \rightarrow v = 0, \forall x$, it is possible to define the static characteristic $\mathcal{F}$ which is the collection
of points that satisfies equation (2.30) as:

$$\mathcal{F} = \{(\varphi, q, i, x) \in \mathbb{R}^{(n+3)} : F(\varphi, q, i, x) = 0\}. \quad (2.33)$$

It is possible, moreover from equation (2.30), to redefine the static characteristic equation in terms of $\varphi$ as:

$$\varphi = f(q, i, x), \quad (2.34)$$

with the same ODEs as the ones reported in equations (2.31) and (2.32) so that the static characteristic turns out to be:

$$\mathcal{F} = \{(\varphi, q, i, x) \in \mathbb{R}^{(n+3)} : \varphi = f(q, i, x)\}. \quad (2.35)$$

**Definition 4**: an extended memristor can be described in terms voltage $v$ and current $i$ by equations (2.31), (2.32), and the following:

$$v = R(q, i, x)i, \quad (2.36)$$

if and only if $\forall x$ (taking into account equation (2.34))

$$\frac{\partial f}{\partial i} i + \sum_{k=1}^{n} \frac{\partial f}{\partial x_k} \dot{x}_k = L(q, i, x)i + J(q, i, x) \dot{x} = 0, \quad (2.37)$$

where

$$R(q, i, x) = \frac{\partial f(q, i, x)}{\partial q}; \quad (2.38)$$

$$L(q, i, x) = \frac{\partial f(q, i, x)}{\partial i}; \quad (2.39)$$

$$J(q, i, x) = \left( \frac{\partial f(q, i, x)}{\partial x_1}, \ldots, \frac{\partial f(q, i, x)}{\partial x_n} \right); \quad (2.40)$$

$$J_f(q, i, x) = (R(q, i, x), L(q, i, x), J(q, i, x)). \quad (2.41)$$

In (2.41) $J_f$ is the Jacobian of the static characteristic equation (2.34), and $J$ is the part of $J_f$ with only the partial derivatives of the elements of the internal vector $x$. The term $Jx$ can be also seen as an external voltage source in series with the extended memristor which shows a pinched hysteresis loop in the origin. On the other hand $R$ is the memristance and $L$ is to be considered as a parasitic inductive term in
series with the extended memristance which also presents a pinched hysteresis loop at the origin.

From equations (2.37), (2.38), (2.39), (2.40), and (2.41), it is possible to define the dynamic characteristic \( \mathcal{C} \) i.e.,

\[
\mathcal{C} = \{(v(t),i(t)) \in \mathbb{R}^2 : v = R(q,i,x)i, \dot{x} = g(q,i,x), \dot{q} = i \}. \tag{2.42}
\]

Regarding Definitions 1 and 2, introducing the concepts of internal state vector and parasitic effect, it is possible to define three classes of memristors [26]:

1. a extended memristor is a memristor that presents parasitic and has an internal state vector;
2. a generic memristor is a memristor with no parasitic effect;
3. an ideal memristor is a memristor with no parasitic effect and no state vector.

Tables 2.1, 2.2 and 2.3 summarize the above reported classes in terms of voltage and current compared with charge and flux.

Table 2.1 Extended Memristor

<table>
<thead>
<tr>
<th>( (\varphi, q) )</th>
<th>( (v, i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi = f(q,i,x) )</td>
<td>( v = R(q,i,x)i )</td>
</tr>
<tr>
<td>( x = g(q,i,x) )</td>
<td>( \dot{x} = g(q,i,x) )</td>
</tr>
<tr>
<td>( \dot{q} = i )</td>
<td>( \dot{q} = i )</td>
</tr>
<tr>
<td>( L(q,i,x)i + J(q,i,x)\dot{x} = 0 )</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2 Generic Memristor

<table>
<thead>
<tr>
<th>( (\varphi, q) )</th>
<th>( (v, i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi = f(q,x) )</td>
<td>( v = R(q,x)i )</td>
</tr>
<tr>
<td>( x = g(q,i,x) )</td>
<td>( x = g(q,i,x) )</td>
</tr>
<tr>
<td>( \dot{q} = i )</td>
<td>( \dot{q} = i )</td>
</tr>
<tr>
<td>( J(q,i,x)\dot{x} = 0 )</td>
<td></td>
</tr>
</tbody>
</table>
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Table 2.3 Ideal Memristor

<table>
<thead>
<tr>
<th>(ϕ, q)</th>
<th>(v, i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ϕ = f(q)</td>
<td>v = R(q)i</td>
</tr>
<tr>
<td>q = i</td>
<td>q = i</td>
</tr>
</tbody>
</table>

Considering the above mentioned classification of memristors it is possible to note that ϕ − q models take into account also the behaviour of the device according to the state vector x. This provides to the models a wider range of possible dynamics in the v − i domain. In other words for generic and extended memristors it is possible to describe through these models a family of curves in the flux-charge that lead to a family of curves in a voltage-current based approach. In [26] are shown simple examples of ϕ − q plains that generate from various values of the elements of x.

2.3 Conductive Filament Formation and Rupturing in the HP Device

In this section Chua’s constitutive memristor relations are constructed explicitly for Williams’ famous TiO$_2$ device [2] in terms of $q = q(ϕ)$. It is shown that this kind of model describes correctly the prevalent physical phenomena at the metal-oxide interfaces and is able to predict without any further parameters or assumptions, the dependence of $V_{set}$ and $V_{reset}$ voltages (i.e. the necessary voltages for the conductive filament formation and rupturing on the particular input voltage wave form. The impact of thermal (memory) effects on device performance has been explored and will be here shown through numerical simulations, other than the basic physical relations that describe the dynamics of the HP model.

2.3.1 General Overview of Memristor Models and HP Model Introduction

Since the 2008-dated sensational discovery of memristor behavior at the nano-scale, Hewlett Packard is credited for, a large deal of efforts have been spent in the research community to derive a suitable model able to capture the nonlinear dynamics of the nano-scale structures. The memristor was theoretically envisioned by Prof. Leon
O. Chua back in 1971 [1]. In Chua’s description, a memristor is characterized by a nonlinear relation between charge and flux, i.e. the time integrals of current and voltage. It follows that the resistance of the memristor depends on the time time evolution of the current flowing through the device or the voltage dropping across it, in case of charge or flux control, respectively. The memristor exhibits a set of unique fingerprints [5, 59, 60] among them a current–voltage pinched hysteretic loop under periodic bipolar excitation. However, as shown in [59], the current–voltage representation does not uniquely define a memristor. It is the charge–flux relation which does it instead [60].

A few years after the 1971 breakthrough the memristor was classified as the simplest element within a larger class of dynamical systems, namely the memristive systems [58]. It was recently proved [61] that although a classical purely passive electronic circuit made up of a nonlinearly-resistive two-port cascaded with a linear dynamic one-port acts as a volatile memristive system, a non-volatile memristive behavior may not be observed in any circuit employing conventional (i.e. non–memristive) circuit components. However, a sensational discovery, which took place at Hewlett Packard (HP) Labs [2] in 2008, demonstrated the existence of non-volatile memristive behavior in nature, specifically in a titanium dioxide-based nano-film. Since then, the industry has been engaged in the search for novel materials and technologies for the manufacture of memristive nano-structures [62]. In parallel, a considerable amount of work has been devoted to the development of mathematical models capable of reproducing the complex dynamics exhibited by the nano-devices. The availability of accurate, general and simple models is crucial for the investigation of the nonlinear dynamics of memristor–based circuits [55, 63], for the development of novel hybrid hardware architectures combining memory storage [64], for data processing in the same physical location and at the same time [65], and for explanation of the memristive behavior of biological systems [66, 67]. Many mathematical models of memristor nano-structures are reported in the literature (Pickett model [19], Joglekar’s [68], Biolek’s [16], Prodomakis’ [69], the Boundary Condition Model (BCM) [70] and the Threshold Adaptive Memristor (TEAM) model [71]). The comparison between the memristor mathematical models and the Pickett’s model is investigated in [72] through an optimization procedure based upon a smart combination of Simulated Annealing and Gradient Descent algorithms. The optimization strategy reveals that Biolek’s model, the BCM and the TEAM model reproduce the memristive dynamics of the reference models more accurately than the other models.
The advantage of the first two models lies in their simplicity, although they are not based on Simmons’ electric tunnel effect [73]. Moreover, the BCM is the only model for which a closed-form expression for the memristor state–flux relationship may be given under any input and initial condition combination [70]. The TEAM model reflects Simmons’ physical model, but has a more complex mathematical formulation.

Windows–based memristor models have been very useful and versatile in describing memristor nano-structures regardless of the technological implementations [74]. As a memristor within a memristive circuit is subject to an unknown input, any useful memristive model has to be formulated independently of any particular current or voltage input. The only theoretically established way is to formulate a memristor model in terms of the charge and voltage flux [5, 25, 26].

Although a great amount of experimental and device modeling works has been produced, the limited repeatability of memristor devices has damped the technological advance in this field. Research community has mainly focused on switching memristor device in order to better understand the physical phenomena (e.g. the conductive filament forming and rupturing). Yang et al. [75] have investigated the critical role of Joule heating in the electro–forming of the filament based on oxygen vacancies. Alternative viewpoints of the Poole–Frenkel effect have been provided exploiting an energy trap–assisted tunneling memristor model [76]. A voltage dependance on the set/reset times of Hafnium oxide [77] and set/reset SPICE memristor models on Tantalum Oxide based [78] and Titanium Oxide based [79] have been also deeply studied.

The aim of this paper is to incorporate physical phenomena occurring at the oxide and metal interface into a charge–flux based memristor model. We focus on memristor devices made of metal-oxide-metal layers (i.e. similar to the Williams’ famous $\text{TiO}_2$ device).

In Figure 2.4 is presented the schematic representation of William’s device [2].. The doped region, whose length is denoted by $W$, is the afore mentioned conductive filament. From the figure it is possible to understand the behaviour of the element through the variation over time of $W$:

1. $W(t) = 0$ then $R_{mem} = R_{off}$;
2. $W(t) = D$ then $R_{mem} = R_{on}$;
Fig. 2.4 Figurative example of the memristor developed at the HP labs by Strukov et al. $W$ is the doped region of the device, or in other words the length of the conductive filament, $D$ is the length of the whole device. $V$ represents the input signal to the electrodes (full black areas at the devices’ extremes), which according to William’s configuration are made of platinum $Pt$.

3. $0 < W(t)D$ then $R_{mem} = R_{on}(W(t)/D) + R_{off}((D - W(t))/D)$;

with $R_{off} > R_{on}$. The case of $R = R_{on}$ and sufficient negative flux should describe the rupturing or resetting of the device. As remarked already by Williams, his model as discussed before is based on purely ionic movement predicts that "even a small negative bias will switch it back to the off state". This questionable on general grounds, but is particularly troubling for the Williams model which assumes that ions are moving in the field of the doped region (i.e. with $R_{on}$). When the device is in the ON state, the entire oxide is conductive where the erroneous Williams device should apparently apply. But it does not as Williams has stated himself. The situation is much more consistent with our model since the ions are driven into or away from the un-doped region by the electric field of the un-doped region. Since, when device is in $R_{on}$, there is no un-doped region, our model naturally implies that it cannot be applied to this situation because the driving force is zero. Hence, there is a need for a physical mechanism responsible for the rupturing. Such a model is developed in the following and brought into such an analytical form that the constitutive relation can be expressed as an analytic function.

Applying a negative flux to the device when in an ON state generates a current flow through the device in the border between the doped $TiO_2$ and the $Pt$ electrode. This current at the starting time point can be considered uniform over all the electrode. Probabilistically it is highly improbable that the doped $TiO_2$ will detach completely
from the Pt border at the same time, thanks to the nature of the drift diffusive ionic transport. Asperities will generate on the TiO$_2$ film, with regions that are not anymore in contact with the electrode, reducing considerably the conductive area. Thus, there will be a higher current density in the regions of the doped film still attached to the electrode. The higher current density will generate heating of the doped strand, and this heat will cause the rupture of the conductive filament. The rupturing point on the other hand is not to be considered on the Pt boundary, since its properties make the electrode a heat sink. The distance ($\Delta$) between the electrode and the rupturing point (as described in details in paragraph 2.3.3) is function then of the thermal conductivity of the undoped region. The higher this value is, the easier to transport heat away from the filament, thus the higher is the distance $\Delta$ from the Pt electrode. Also ambient temperature ($T_0$) in which the memristor is confined affects the value of $\Delta$. The closer $T_0$ is to the critical filament rupturing temperature, the closer is the rupturing point to the Pt surface.

In the following paragraphs it will be described in details the dependence of the filament’s rupturing from $\Delta$ and it will show also the model realized for the its formation. Moreover in paragraph 2.3.4 this section will show simulation results based on the presented model and its uniformity with experimental data present in literature.

### 2.3.2 Chua’s Constitutive Memristor Relations for William’s Device: Set Model

As in the case of Williams’ analysis [2], we consider a thin semiconductor film of thickness $D$ sandwiched between two metal contacts. The total resistance of the device is determined by two variable resistors connected in series. Specifically, the semiconductor film has a conductive region with a high concentration of dopants having low resistance $R_{on}$, and the remaining not-conductive portion has a low dopant concentration and much higher resistance $R_{off}$. The application of an external bias $v(t)$ causes the boundary $W(t)$ to move between the two regions. The resistance (or memristance $M$) of the device composed of the conductive and non-conductive region is then given by [5]:

$$M(W(t)) = R_{on} \left( \frac{W(t)}{D} \right) + R_{off} \left( 1 - \frac{W(t)}{D} \right)$$  \hspace{1cm} (2.43)
The boundary $W(t)$ is the state variable for which a dynamical equation has to be established. In this paper and in contrast to Williams derivation [2], it is assumed that charged dopants drift into the undoped region by the electric field in the undoped region. Oxygen-deficient titanium oxide $TiO_{2-x}$ is equivalent to a $TiO_{2}V_x$, a titanium oxide doped with with oxygen vacancies $V$, which is known to be conductive, while the stoichiometric $TiO_2$ is known to be insulating. Under a positive bias, an oxygen ion $O_{2-}$ will migrate toward the anode leaving behind vacancies $V$. The additional vacancies are extending the doped region at the expense of the undoped region moving thus the boundary $W$ toward the anode. William’s derivation is based on the driving electric field in the conductive region. Accordingly, we obtain a different dynamical equation:

$$
\frac{dW(t)}{dt} = \mu \frac{v(t)}{D - W(t)}
$$

(2.44)

where $\mu$ is the mobility of oxygen ions and $v(t)$ is the time–dependent voltage waveform. The solution of the equation (2.44) is:

$$
W(t) = D \left(1 - \sqrt{1 - \frac{2DW_0 - W_0^2}{D^2} - \frac{2\mu}{D^2} \varphi(t)}\right)
$$

(2.45)

with the initial boundary condition $W_0 = W(0)$. With this dependence of $W(t)$ on flux, one can write the current–voltage relation as follows:

$$
i(t) = \frac{v(t)}{M(W(t))} = \frac{1}{R_{on} \left(1 + a \sqrt{1 - b \varphi(t)}\right)} \frac{d\varphi(t)}{dt}
$$

(2.46)

where constants $a$ and $b$ are defined as:

$$
a = \frac{R_{off} - R_{on} D - W_0}{R_{on} D}
$$

(2.47)

$$
b = \frac{2\mu}{(D - W_0)^2}.
$$

(2.48)

The time integral of the equation (2.46) can be solved analytically and yields:
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\[ q(\varphi) = \frac{2}{abR_{on}} \left[ \frac{1}{a} \ln \left( \frac{1 + a\sqrt{1-b\varphi}}{1 + a} \right) - \sqrt{1-b\varphi} + 1 \right] \]

The model described in equation (2.49) is valid for positive fluxes \( 0 \leq \varphi = \frac{1}{b} \).

For the flux \( \varphi_{max} = 1/b \), \( W(t_{set}) = D \) and the memristor device is in a stable conductive state characterized by the resistance \( R_{on} \) for all \( t \geq t_{set} \). It follows that, for all fluxes \( \varphi \geq \varphi_{max} \) we have:

\[ q(\varphi) = \frac{\varphi}{R_{on}} \quad (2.49) \]

i.e. the memristor has become a conventional resistor.

As long the device is in a non-conductive state and \( W_0 > 0 \) the model can be also applied for negative voltages and fluxes. In this case the boundary \( W(t) \) will be driven back to the grounded electrode, increasing thus the nonconductive portion of the solid electrolyte. In this case the negative flux will bounded by \( \varphi_{min} \) given by:

\[ \varphi_{min} = -\frac{(2DW_0 - W_0^2)}{2\mu} \leq \varphi \leq 0 \quad (2.50) \]

At \( \varphi_{min} \) the device reaches \( W(t_{reset}) = 0 \) and the resistance of the device is in the stable OFF state characterized by \( R_{off} \) for all \( t \geq t_{reset} \). It follows that, for negative fluxes smaller than \( \varphi_{min} \) (i.e. \( \varphi < \varphi_{min} \)) we obtain:

\[ q(\varphi) = \frac{\varphi}{R_{off}} \quad (2.51) \]

i.e. the memristor has become a conventional resistor.

All in all, the menductance, \( dq(\varphi)/d\varphi = G(\varphi) \), of memristor device at a given initial \( W_0 \) under positive and negative fluxes is given then by
$$G(\varphi) = \frac{1}{R_{on}} \quad W_0 = D, \quad \forall \varphi \geq \varphi_{max} \quad (2.52)$$

$$G(\varphi) = \frac{1}{R_{on} \left(1 + a\sqrt{1 - b\varphi(t)}\right)} \quad (2.53)$$

$$0 < W < D, \quad \varphi_{min} < \varphi < \varphi_{max}$$

$$G(\varphi) = \frac{1}{R_{off}} \quad W_0 = 0, \quad \forall \varphi \leq \varphi_{min}. \quad (2.54)$$

It should be noted that the Joules heat in the set model can be neglected. The set model describes the transition from the off-state to the very onset of the on-state. Because the entire set process evolves during various stages of the off-state, the currents are very low, and therefore the power dissipated in the device is very small, and, hence, can be neglected. Moreover, it is worth noting that the model is completely independent of the particular waveform of the input voltage. It is because of this independence, that it is able to predict the set voltage $V_{set}$ as a function of a specific voltage waveform. This dependence will be discussed in the next section in more detail. Here, a typical behavior is analyzed for the experimentally prevalent linear voltage ramp $r$ in units [V/s]. In case of a voltage ramp $v(t) = rt$, the time needed to SET the memristor device is given as $t_{set} = V_{set}/r$. Therefore:

$$\varphi_{max} = \int_0^{t_{set}} v(t) \, dt = \int_0^{V_{set}} rt \, dt = \frac{1}{2} V_{set}^2$$

$$V_{set} = \sqrt{2r \varphi_{max}} \sim \sqrt{r}. \quad (2.55)$$

Solving equation (2.55) for $V_{set}$ and assuming that the critical flux $\varphi_{max}$ that renders the device conductive at $V_{set}$ is a constant for the device, one obtains

$$V_{set} = \sqrt{2r \varphi_{max}} \sim \sqrt{r}. \quad (2.56)$$

Indeed, it has been observed experimentally [80, 81] that the set voltage $V_{set}$ increases with increasing ramp rate. Although, we don’t have specific data for Williams device, the increase of $V_{set}$ voltage as a function of the ramp rate is a universal observation in the resistive switching devices [82, 83]. A similar relation
can be derived for sinusoidal voltage signal $v(t) = V_0 \sin(\omega t)$ where $V_0$ is the voltage amplitude and $\omega$ is the frequency; it is readily derived that

$$V_{set} = \sqrt{2\omega V_0 \varphi_{max} - \omega^2 \varphi_{max}^2}$$

(2.57)

It is clearly seen that $V_{set}$ increases first with frequency for frequencies $\omega < 2V_0/\varphi_{max}$, but it also depends also on the amplitude $V_0$ of the signal.

$V_{set}$ has a maximum $V_{max}^{set} = V_0$ at $\omega = V_0/\varphi_{max}$.

When $\omega$ approaches $2V_0/\varphi_{max}$, $V_{set}$ decreases quickly to zero.

For $\omega > 2V_0/\varphi_{max}$ the device cannot be set. In Figure 2.5 a typical behavior of $V_{set}$ as a function of frequency for three different amplitudes $V_0 = \{1, 5, 20\}V$ is shown (for $\varphi_{max} = 0.01 [Vs]$). For $V_0 = 1 V$, the device cannot be set beyond 100Hz, for $V_0 = 20 V$, the device can be set at 1 kHz at rather large $V_{set}$ of 17.3V.
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Fig. 2.5 $V_{set}$ as a function of frequency for three amplitudes $V_0 = 1, 5, 20 V$.

When a memristor device is set at a given value $V_{set} < V_0$, in case of a sinusoidal signal this value $V_{set}$ can be reached on the ascending branch of sine before $V_0$ has
been reached, or can be reached at the same voltage value but on the descending branch of sine, i.e. past the peak at $V_0$. Of course, critical flux will be different, with the flux for the latter case being significantly larger than for the first case. Such cases have been reported in the literature, e.g. Figure 3(c) in Williams’ paper [2]. The voltage has reached its peak at 1 V and is decreasing to set the device at 0.65 V. From equation (2.57) and Figure 2.5 it can be seen that for a sinusoidal signal the device can be, in principle, set at 0 V but a finite set time $t_{set}$ corresponding to multiple of a half of a cycle. This is a special case when the critical flux has been reached when the voltage on the descending branch of sine just crosses 0 V. As the voltage crosses 0 V and becomes negative the flux start to decrease, and the device can no longer be set. Both $V_{set}$ and $t_{set}$ are functions of critical flux, amplitude and frequency of the driving voltage.

2.3.3 Chua’s Constitutive Memristor Relations for William’s Device: Reset Model

In [2] the purely ionic the model for the set operation applied to the reset operation predicts that "even a small negative bias will switch it back to the off state", as mentioned above. The model presented above for set operation cannot be used for reset, since the driving force is the electric field in the undoped region, which does not exist when the device has been fully set. Therefore a reset model from the on–state to the off–state is required. In the following a rupture model is developed based on the assumption that the rupturing of the conductive region (CR) is a combined result of high electric fields and of Joules heating which raises the temperature at the interface between the doped conductive oxide region and the right metal electrode (see Figure 2.5 and 2.6).

When the temperature at the interface is high enough the doping ions can be easily dislodged by drift-diffusion. On the other hand, the interface between the conductive solid electrolyte and the grounded metal electrode will not detach because there is an ample supply of ions in the conductive region next to it and an electric field driving the ions toward the left interface. However, at the right interface, the dislodged ions will be driven into the bulk of the TiO$_2$ film. Therefore the right interface will detach in stages and create undoped regions close to the interface. This detachment will not be uniform across the device because of statistical nature of
drift–diffusion transport, the non–uniformity of the film composition, and all kinds of defects such as asperities of the $TiO_2/Pt$ interface which could lead to locally enhanced electric fields which, in turn, would lead to nonlocal heating effects.

From then on, the detachment will proceed in an accelerated fashion: In the portions where the doped region are detached a negative electric field in the undoped regions will be established and will drive the ions toward the left interface according to the drift-diffusion model described before. Because of the partial detachment, the current will crowd in the few spots that are still connected to the right electrode, as indicated by the arrows in Figure 2.6. The resulting current crowding, in turn, will increase the local heating in the still undetached portion of the interface leading even more to a higher temperature and higher diffusion and thus to an accelerated detachment. The source of heating is resistive Joules heating. From a qualitative study of the Fourier temperature equation with Joules heating as the source, it is clear that the highest temperature will be not at the interface but deeper in the bulk, as indicated in Figure 2.6 by the concentric circles. This is mainly due to the boundary condition for the heat transport equation with the right $Pt$ electrode which acts as an efficient heat sink. When a critical temperature $T_{crit}$ has been reached ions become highly mobile and detach the conductive region of electrolyte from the metal electrode. The thermal effect is then supported by the strong electric field which sets in as soon as the detachment is realized and sweeps the still highly mobile ions back toward the left electrode, creating, thus, a final gap $\Delta$ in between the conductive region and the electrode (see Figure 2.7). Thus the rupturing model describes the transition from the ON–state characterized by $W = D$ to an OFF–state characterized by $W_\Delta = D - \Delta$.

A comprehensive numerical physical electro-thermal model of resistive rupturing in resistance-change memory has been recently presented [83]. Although the physics of the rupturing is more or less well understood, the challenge in this context is to describe this effect in terms of electrical flux $\varphi$ as required by Chua’s constitutive memristor relation. The diffusivity $D$ and mobility $\mu$ of the ions depend on the temperature by the Arrhenius relation, i.e. $\{D, \mu\} \approx \exp(-E_a/kT)$, where $E_a$ is the activation energy and $T$ is the absolute local temperature. The range of $T$ is $T_0 \leq T \leq T_{crit}$, for small current temperature $T$ will be close to the ambient temperature $T_0$, at high currents – as in the reset operations – $T$ will approach $T_{crit}$. We postulate that the gap $\Delta$ is created when the local temperature has reached a value
$T_{crit}$, which according to several studies [83–85] is in the range of 650–800K. The dependence on Joule’s heat and $T_{crit}$ is given by:

$$kT_{crit} = kT_0 + \frac{Q_J}{mc_p}$$  \hspace{1cm} (2.58)

where $Q_J$ is the Joule’s heat, $m$ is the volumetric mass of the doped region and $c_p$ is the specific heat capacity of the doped region. Joules heating is given by

$$Q_J = \int_0^{t_{reset}} \frac{v^2(t')}{R_{on}} dt'.$$  \hspace{1cm} (2.59)

where, in case of a linear ramp, $t_{reset}$ is determined by the experimentally measured $V_{reset}$ value and the applied ramp rate $r$, i.e. $t_{reset} = V_{reset}/r$.

Fig. 2.6 The last stage of the detachment of the doped (conductive) electrolyte region from the metal electrode. The connection takes place only at a single asperity. The entire current, indicated by dashed arrows, crowds through the single asperity leading to a hot spot (concentric circles) characterized by $T_{crit}$ in the center.
Although, there is no universal relation between Joule’s heat and electric flux, for the purpose of this model \( Q_J \) and \( T_{\text{crit}} \) are modeled as follows:

\[
k T_{\text{crit}} = kT_0 + \frac{Q_J}{m c_p} = kT_0 + c \varphi_{\text{crit}}^n
\]  

(2.60)

with exponent \( n > \frac{3}{2} \) in order to match the first order expression of energy in powers of time and the constant \( c \) is a device constant specific to the memristor construction, i.e. the choice of the solid electrolyte material, the choice of the electrode material, and the nature of the interface between those materials. Constant \( c \) has to be fitted to experimental data of the device. Finally,

\[
\varphi_{\text{crit}} = \sqrt[n]{\frac{k(T_{\text{crit}} - T_0)}{c}} \approx \frac{1}{c} \sqrt[n]{kT_{\text{crit}}}.
\]  

(2.61)

If \( T_{\text{crit}} \gg T_0 \), the ambient temperature can be neglected when calculating \( \varphi_{\text{crit}} \).

With the last equation the expression for \( G^{-1}(\varphi) \) can be written as:

\[
G^{-1}(\varphi) = R_{\text{on}}[1 - \exp(-A(\varphi))] + R_{\Delta} \exp(-A(\varphi))
\]  

(2.62)

\[
A(\varphi) = \frac{E_a}{k} \left( \frac{1}{T_0 + c \varphi} - \frac{1}{\varphi_{\text{crit}}} \right)
\]  

(2.63)

\[
R_{\Delta} = R_{\text{on}} \left( \frac{\Delta}{D} \right) + R_{\text{off}} \left( 1 - \frac{\Delta}{D} \right)
\]  

(2.64)

for \( \varphi \leq \varphi_{\text{crit}} \).

For the menductance \( G(\varphi) \) we obtain therefore:

\[
G(\varphi) = \frac{d q(\varphi)}{d \varphi} = G_{\text{on}}[1 - \exp(-A(\varphi))] + G_{\Delta} \exp(-A(\varphi))
\]  

(2.65)

The equation (2.65) can be modified slightly without losing its functionality:
Fig. 2.7 Doped conductive region is completely detached from the metal electrode by the minimal gap $\Delta$. The resulting effective boundary $W_\Delta$ separating the conductive electrolyte region from the non-conductive region is shown by the dashed line.

\[
\frac{dq}{d\phi} = G_{on}[1 - \exp(-A(\phi))] + G_\Delta \exp(-A(\phi)) + \\
- (G_{on} - G_\Delta) \frac{E_u \exp(-A(\phi)) \cn \phi^{n-1} (\phi_{crit} - \phi)}{k(T_0 + c\phi^n)^2}
\]

(2.66)

The last term in equation (2.66) has been constructed in such a way as to match very closely the functionality of $dq/d\phi$ for the entire range of applied fluxes $\phi$ and still allow analytical integration resulting in constitutive relation $q = q(\phi)$, given by the analytical expression in equation (2.67):

\[
q(\phi) = \frac{\phi}{R_{on}} + \frac{R_\Delta - R_{on}}{R_\Delta R_{on}} (\phi_{crit} - \phi) \exp(-A(\phi))
\]

(2.67)
where \( \exp(-A(\varphi)) = 1 \) for all \( \varphi \geq \varphi_{\text{crit}} \). Note that relation (2.67) is valid for any positive exponent \( n \).

This model describes the rupturing in the reset operation from fully conductive state characterized by \( W = D \) and \( R = R_{\text{on}} \) to a ruptured state characterized by \( W_\Delta = D - \Delta \) and \( R_\Delta \approx R_{\text{off}} \). For continued reseting operation at negative fluxes, i.e. for driving \( W_\Delta = D - \Delta \) to a smaller \( W \) values, the drift–diffusion model derived in the paragraph 2.3.2 is to be used for negative flux with the initial boundary \( W_0 = W_\Delta = D - \Delta \). At this point it is useful to discuss in more detail the role of the boundary \( W_\Delta \) in conjunction with the drift-diffusion and thermal reset models. When the thermal reset model is applied to the device in an on-state, the boundary \( W \) is specified by \( W = D \). As discussed before, the thermal model causes the boundary \( W \) to move abruptly from \( W = D \) to \( W_\Delta = D - \Delta \), where \( \Delta \) is the gap created in the filament (see Figure 2.7) when the critical temperature \( T_{\text{crit}} \) has been reached. At this point the thermal reset model has run its course. If a negative voltage is still applied to the device, the boundary \( W_\Delta \) will be driven back by the drift-diffusion model. Thus \( W_\Delta \) becomes the initial condition of the boundary \( W_0 \) for drift-diffusion model, i.e. \( W_0 = W_\Delta \).

As in the previous case, the reset voltage \( V_{\text{reset}} \) will be a function of a specific voltage input. However, the situation is slightly more complex than for the set model, because of the nature of the thermal effects that trigger the rupturing event. If we consider linear voltage ramp as a first example of a typical voltage input waveform, it is clear that if the ramp rate is high, of the order of \( 1 \) [V/s], the device will have little time to dissipate the heat accumulated at the conductive electrolyte–metal interface. The other extreme would be a very low ramp rate of \( 1 \) [mV/s] or lower, in this case the time over which the heat accumulates will be limited by the time dissipation constant \( \tau \) of the device. The issue of heat dissipation is still controversial with some researchers asserting that a typical dissipation time is in the nanosecond range. This dependence has been recently observed in \( Cu/TaOx/Pt \) resistive switching devices [81]. For fast ramps, we assume that the lower time boundary should be zero and results in the following expression:

\[
\varphi_{\text{crit}} = \int_0^{V_{\text{reset}}} r t dt = \frac{1}{2} r \left( \frac{V_{\text{reset}}}{r} \right)^2. \tag{2.68}
\]

It follows that
\[ V_{\text{reset}} = \sqrt{2r \varphi_{\text{crit}}} \propto \sqrt{r} \]  \hspace{1cm} (2.69)

For fast ramp rates, the model predicts that the reset voltage \( V_{\text{reset}} \) increases with square root of the ramp rate.

In the extreme case of very low ramp rate one obtains:

\[ \varphi_{\text{crit}} = \int_{\frac{V_{\text{reset}}}{r \tau}}^{V_{\text{reset}}} r t \, dt = \tau V_{\text{reset}} - \frac{1}{2} r \tau^2. \]  \hspace{1cm} (2.70)

It follows that

\[ V_{\text{reset}} = \frac{\varphi_{\text{crit}}}{\tau} + \frac{1}{2} r \tau \propto r \]  \hspace{1cm} (2.71)

can be seen that in this case the reset voltage \( V_{\text{reset}} \) increases linearly with the ramp rate \( r \).

The overall dependence of \( V_{\text{reset}} \) on \( r \) can be given by the following function that contains the two limiting cases discussed above:

\[ V_{\text{reset}} = V_{\text{reset, min}} + \frac{r}{\frac{r}{\tau} + \sqrt{\frac{r}{2 \varphi_{\text{crit}}}}} \]  \hspace{1cm} (2.72)

where \( V_{\text{reset, min}} \neq 0 \) is – as experimentally observed [82–85, 81] – the minimum \( V_{\text{reset}} \) voltage below which the device cannot be reset under any input voltage waveform, and, specifically, in case of linear voltage ramp, that cannot be reset at any voltage ramp rate. In other words, \( V_{\text{reset, min}} \) is a device constant. For sinusoidal signal a similar expression to equation (2.57) derived for \( V_{\text{set}} \), can be derived in this context for \( V_{\text{reset}} \) as a function of frequency \( \omega \) and amplitude \( V_0 \).

### 2.3.4 Rupturing Model Simulation Results

The reset model (2.67) (i.e. rupturing of the filament due to thermal effect described in paragraph 2.3.3) can be used to compare the results of the simulation with the behavior of memristor devices available in literature. The scope of these numerical
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Simulations is to show the relation between the reset voltage $V_{\text{reset}}$ with the critical flux $\varphi_{\text{crit}}$.

The device considered in the simulation is characterized by following ON and OFF memristances: $R_{\text{on}} = 10\Omega$ and $R_{\text{off}} = 100\Omega$, which represent the two resistance characteristics of the device when the doped (i.e. conductive) region is at $W = D$ and $W = 0$, respectively. The thermal effects are expected to be seen when the doped region is attached to the powered electrode and the conductive region asperities are being formed. For simplicity it is assumed that initial conditions $W_0 = D/2$. At this initial condition the ionic movement in the filament is not effected by Joules heating and the ion transport is characterized by drift–diffusion in the applied electric field described by the equations (2.52), (2.53) and (2.54).

![Fig. 2.8 Input voltage $v(t)$ wave form used in numerical simulations of the memristor device modeled by (2.67). A seesaw wave form is chosen in order to have a constantly increasing and decreasing voltage during the essays.](image)

The seesaw wave form shown in Figure 2.8 is commonly used in experiments and numerical simulations for electrical characterization of memristor devices. The amplitude and the frequency of the input voltage $v(t)$ are set in order to reach
respectively $\phi_{\text{max}}$ and $\phi_{\text{min}}$, that is required to achieve the formation and subsequently the rupturing of the filament. It turns out that the memristor device is flux controlled and so it is important to be aware at which time the voltage becomes negative in order to better understand the impact of the flux on the device.

A first simulation is performed comparing two different memristor models: the first model (named model A) is purely flux controlled and its internal dynamics are only determined by the ionic drift due to the electric field changes in the device; the second model (named model B) is the thermal detachment model. This allows to evaluate the differences of the $i$–$v$ curves due to the thermal effects. For the model B a set of internal parameters have been preset as follows: $T_{\text{crit}} = 100^\circ C$ (373.15 K) and the ambient temperature was set to $T_0 = 25^\circ C$ (298.15 K). $T_0$ is considered in the computation of the critical flux since in this case $T_{\text{crit}}$ was not set to a high enough value such that the ambient temperature could be considered negligible. The exponent $n$ in equation (2.60) is chosen to be $n = 2$. For $n = 2$ there are two possible solutions of $A(\phi) = 0$ (see Figure 2.9). The negative flux $\phi$ describes the physics underlying the rupturing of the filament, because it occurs only by applying a negative potential for a reasonably long time. It should be noted, in this context that Joules heat is independent of the polarity of the voltage or current. The red dashed line shows when $A(\phi)$ becomes negative due to a negative flux $\phi_{\text{crit}}$.

The comparison between model A and model B has been performed by means of:

- similarity of the two $i$–$v$ curves resulting from the $v(t)$ given in Figure 2.8
- changes in the respective conductive region and in the memristance.

The $i$–$v$ curves of model A and B are shown in Figure 7, respectively. The effect of $A(\phi)$ leads the memristance change when $W = D$ and the applied voltage is negative. The transition between $R_{\text{on}}$ and $R_\Delta$ is not abrupt but gradual caused by the ionic movement of the filament at some positions along the boundary between conductive and not conductive regions ions move at first before in other locations and cause local detachment from the electrode. This leads to an instant memristance change followed by a slight gradual change until reached $\phi_{\text{crit}}$ and therefore $R_\Delta$ and the rupture of the filament.

When the thermal model is implemented (see Figure 2.10B) the memristance change is gradual after an instantaneous abrupt change. Also the total amount of
Fig. 2.9 (a) Graph showing $A(\varphi(t))$. From Figure 2.8 it is possible to see that the voltage crosses 0 V and becomes negative at $t = 0.5s$. From that instant $A(\varphi)$ increases crossing 0 and becoming positive, since still in presence of a positive flux. $A(\varphi)$ decreases afterwards reaching 0 again when $\varphi_{crit}$ is reached. (b) The graph shows the dependency of $A$ from $\varphi$. As afore mentioned there are two fluxes at which $A(\varphi)$ is null.

The current flowing through the device is higher in the second model due to a later change in the conditions of the system. The first instantaneous abrupt change is given by the energy accumulated in the ions forming the filament. Some of the ions move before the rupture changing the memristance. The rest remain attached through the conductive TiO$_2$ region until the critical flux is reached. The dynamical changes of the memristances and of the doped region are compared (Figure 2.11 and Figure 2.12).

In both cases the set dynamics (the set of the device to $R_{on}$) are the same but the reset dynamics differ even when the same input voltage is applied. In the model B the boundary remains attached i.e. $W = D$ for a longer period of time since most of the ions forming the filament have not experienced high enough temperature required for the rupturing. The filament is still intact until the critical temperature ($T_{crit}$) is reached. This happens as long as the flux is smaller than the critical flux $\varphi_{crit}$. 
Once $\varphi = \varphi_{\text{crit}}$ then there is a sudden transition of the boundary $W$ from $W = D$ to $W = D - \Delta$. Accordingly the memristance changes from $R_{\text{on}}$ to $R_{\Delta}$ as described in equation (2.62). This change is also observed in the $v-i$ characteristics of the memristor with model B. The model A presents a change of the boundary $W$ at time instant $t = 0.5 \, \text{s}$, the instant in which the input voltage crossed $0 \, \text{V}$ and became negative. In such a case the filament detachment results to be abrupt as soon as the flux begins to decrease. For the same simulation conditions also the memristance changes in time have been plotted and evaluated.

The memristance of the model A changes only according to flux. At the time instant $t = 0.5 \, \text{s}$ (when the flux begins to decrease) there is a sudden memristance decrease. The memristance of the other device decreases also abruptly at the same time instant, but to a given value which is given by the behavior described by $R(A(\varphi))$. The memristance of the model B has the same behavior until the critical flux is reached. From that instant on the memristance of the model B follows the drift–diffusion model with $W_0 = W(t_{\text{reset}}) = D - \Delta$. 

Fig. 2.10 (a) $i$–$v$ curve for the general memristor without the implementation of the thermal detachment model. (b) $i$–$v$ curve for the memristor with the implementation of the thermal detachment model (with the values described above).
A second set simulations has been performed for the model B only considering five different critical temperatures $T_{\text{crit}}$. The change of the critical temperature causes the critical fluxes of the device to change resulting in differen rupture dynamics. Using the dependance of $A(\phi)$ on the flux it is possible to study the device’s sensibility to ambient temperature $T_0$.

A higher $T_{\text{crit}}$ requires larger Joules heat. Since the input voltages are the same for each device, the critical fluxes are reached at a later point in time by the devices with higher $T_{\text{crit}}$. Figures 2.13 and 2.14 illustrate the different behaviors of the devices. Considering the different $v-i$ characteristics, the devices with higher critical temperatures permit a greater amount of current flowing through the device since the conductive on–state is maintained for a longer time for the same voltage waveform. The equation (2.61) implies that increasing the critical temperature increases also the critical flux.

Fixing the critical temperature to $T_{\text{crit}} = 1000^\circ C$, the activation energy is increased. This increased the ratio $E_a/kT$, where $k$ is the Boltzmann constant, increas-
Fig. 2.12 Memristance change comparison for the general model and for the memristor element in which the thermal detachment model was implemented. The region in which there is the memristance change due to the thermal effects (conductive filament not yet ruptured) is put into evidence by the green dashed square. In that region the memristance of the thermally controlled device follows \( R(A(\varphi)) \) described behavior.

The increase of the activation energy of the thermal rupturing or detachment model changes the shape of the \( i-v \) curve of the device for negative voltages as shown in Fig. 2.14 and Fig. 2.15.

### 2.3.5 Discussion and Conclusions

The importance of the model is that it is formulated exclusively in terms of circuit variables total charge and electrical flux. The resulting \( v-i \) characteristics are only specific manifestations of the model that strongly depend on the specific input waveform. As emphasized by Chua [5], memristor models for \( v-i \) characteristic cannot be used to predict the current response to any other voltage excitation wave forms different from the wave form used for a particular \( v-i \) characteristic that has been used for the model. In paragraph 2.3.4 it has been verified that changing parameters...
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Fig. 2.13 (a) Representation of $A(\varphi(t))$ at different $T_{\text{crit}}$. (b) Representation of $A(\varphi)$ for different $T_{\text{crit}}$. At different $T_{\text{crit}}$ critical fluxes change accordingly. Since higher critical temperature needs a higher flux to be reached, the devices with higher $T_{\text{crit}}$ will reach rupturing rate faster than the others.

such as ramp rate $r$, voltage amplitude $V_0$, or $\omega$, or changing the wave forms of $v(t)$ may result in completely different responses. This is particularly important for a simulation of a circuit of memristors. While a pinched $v - i$ hysteresis loop measured from any experimental two-terminal device implies that the device is a memristor, the pinched loop itself is useless as a model since it cannot be used to predict the voltage response to arbitrarily applied current signals, and vice-versa. In the case of a memristor circuit, one cannot work with models describing $v - i$ characteristic but with charge and flux models as postulated by Chua to account for the shared memory evolution between the memristors involved. The preceding derivation shows that all internal state variables, such as the barrier $W(t)$ between the doped and undoped region or the temperature responsible for the rupturing effect have been expressed in terms of the flux variable. No memristor unfolding parameters, i.e. a vector of state variables associated with the device and its physical operating mechanisms, are required. Of course, with more additional variables the
Fig. 2.14 $i$–$v$ curves of the five devices with different $T_{crit}$. Higher $T_{crit}$ maintain the conductive region of the filament attached to the electrode longer, since more energy is required for the rupture.

modeling task is easier to accomplish, as the resulting nonlinear scalar function can be used to fine-tune the corresponding pinched hysteresis loop into almost any shape which best approximates the experimental data.

Here was a charge-flux memristor model has been proposed to characterize crucial physical mechanism at the metal-oxide interfaces during switching behavior of a resistive memristor. Recognizing that $i$–$v$ pinched hysteresis curves are just specific manifestations of the memristor device under a particular excitation, the proposed model is described exclusively in terms of total charge and voltage flux as postulated by Chua [5]. In particular, it is shown that all internal state variables (e.g. the position $W(t)$ of the interface between $TiO_2$ and $TiO_2-x$ and the temperature responsible for the detachment of the doped conductive region from the metal electrode can be described in terms of the flux variable only. The model then automatically describes the dependence of $V_{set}$ and $V_{reset}$ voltages as a function of the particular input voltage wave form that has been applied to the device. In principle,
this includes the entire history of the voltage stress on the device. This history, can be characterized by a boundary condition for the boundary $W_0$ between the conductive and non-conductive regions of titanium oxide. This boundary condition has to be known in order to predict the result of a new voltage stress of the device. Numerical simulations have been presented to illustrate the influence of thermal effects on the device performance and the reset process. The proposed memristor model is useful for the design of a resistive switching cell as well for the simulation of nonlinear memristive circuits where the interactions between the connected memristors cannot be predicted \textit{a priori}.

### 2.4 $\varphi - q$ Modeling of Phase Change Memories

PCMs are one of the most promising non-volatile memory technologies and is finding applications in areas such as storage-class memory and emerging non-von
Neumann computing systems. Even though powerful physics-based models have been developed for these devices, there is a lack of simple and accurate circuit models to describe these elements. Here it will be exploited memristor theory to obtain a simple and reliable circuit model based on electrical variables such as charge and flux. The model here proposed is based on experimental measurements of PCM devices fabricated in the 90nm technology node.

2.4.1 Introduction to PCMs and Physical Description

Phase change memory is arguably the most advanced among emerging non-volatile memory technologies [86]. PCM has emerged as a promising candidate to bridge the performance gap between the main memory and storage in computing systems typically referred to as storage-class memory [87, 88]. More recently PCM has also found application in non-von Neumann computational paradigms such as neuromorphic computing and memcomputing [89–91].

The phase change memory concept is based on the reversible phase change of materials such as Ge2Sb2Te5 (GST) from the ordered crystalline phase to the disordered amorphous phase. The resistance of PCM devices depends on the amorphous-crystalline phase configuration. The PCM device exhibits a rich dynamic behavior and is described by an interconnection of electrical, thermal and structural dynamics. There is significant on-going research on understanding this dynamics and physics-based models are being developed [92–94].

In parallel, significant developments were also being made in the theory of memristive devices. Memristors are two–terminal nonlinear circuit elements capable of changing and maintaining the resistive state depending on the "whole history" of the voltage applied to and/or the current flowing through the device [41, 2]. The integrals between $-\infty$ and $t$ of the voltage and of the current represent the voltage momentum and current momentum, respectively [26]. Since as described in section 2.2 and as shown in the case of the HP model (section 2.3), a pinched $v$–$i$ curve is found to be just the response to a specific input (i.e. a mathematical description of memristor $v$–$i$ curves is not a circuit model), a comprehensive classification of memristor devices in terms of flux–charge electrical variable is provided [26]. One such example of a flux–charge model of $TiO_2$ memristor devices can be found in [42].
Given the behavioral similarity between PCMs and memristors, it will be of significant interest to develop a $\phi - q$ memristor model for PCMs thus connecting the research activities in these two hitherto distinct fields. This will also have significant practical ramifications such as having a simple and reliable analytical circuit model that can be included in standard circuit-level simulation tools. It can also benefit the emerging applications of PCMs in non-von Neumann computing.

A schematic illustration of a mushroom-type PCM device used for the experimental study is shown in Figure 2.16(a). The device was fabricated in the $90\text{nm}$ technology node with a sub-lithographically defined bottom electrode. The phase change material is doped GST of approx. $100\text{nm}$ thickness. In an as-fabricated device, the phase-change material is typically in the crystalline phase. To create an amorphous region, a voltage pulse of sufficiently high amplitude is applied to the device. The resulting Joule heating melts a substantial portion of the phase-change material. If the voltage pulse is stopped abruptly, the molten material quenches into the amorphous phase due to glass transition. The effective thickness of the amorphous region is denoted by $u_a$. The amorphous phase blocks the bottom electrode and the device is in a high resistance state referred to as the RESET state.

A characteristic DC $I-V$ behavior of the PCM cell in the RESET state is shown in Figure 2.16(b). The electrical transport in amorphous phase change materials has a strong field dependence \[95, 96\]. However, for the sake of simplicity, we assume that at low and intermediate fields, the transport is fairly Ohmic. Hence the electrical resistance is given by

\[
R(u_a(t)) = \frac{\rho}{\pi r_E^2} u_a(t)
\]

where $\rho = 0.1\Omega\text{m}$ is the low-field resistivity of melt-quenched amorphous GST and $r_E = 20\text{nm}$ is the effective radius of the bottom electrode. However, beyond a certain bias voltage denoted by $V_{th}$, the amorphous phase change material goes into a low resistance state. This phenomenon is known as threshold switching, the physical origins of which are being actively researched to-date \[97, 98\]. In our devices, for a $u_a \approx 50\text{nm}$, $V_{th}$ is approximately equal to $1.25\text{V}$. Note that this is a purely an electronic phenomenon and the phase change material is still in the amorphous phase. The resistance of the device drops to an ON-state resistance value of $\approx 7.5k\Omega$ which is mostly independent of the thickness of the amorphous region.

To induce amorphous to crystalline phase transition, voltage pulses have to be applied to the PCM device such that the temperature reached within the cell is in
Fig. 2.16 (a) Schematic representation of a mushroom-type PCM device. In the RESET state, the phase change material in the amorphous phase blocks the bottom electrode and the device is in high resistance state. The effective thickness of the amorphous region is denoted by $u_a$. $V_i$ denotes the voltage applied to the device and $I$ denotes the resulting current flowing through the device. (b) A characteristic $I$-$V$ behavior is shown. It can be seen that above the threshold switching voltage ($V_{th}$), the device exhibits a much lower resistance even in the RESET state. The READ and WRITE regions of the $I$ − $V$ curve are shaded in yellow and blue respectively.

The regime where there is substantial crystal growth at the amorphous-crystalline interface. To pass sufficiently large current through the device and thus induce sufficient Joule heating, it is imperative that the voltage pulses should have an amplitude $V_i \geq V_{th}$. These type of pulses that induce phase transition are referred to as write pulses.

When such write pulses are applied, the evolution of $u_a$ is given by

$$\frac{du_a(t)}{dt} = -v_g(t)$$

(2.74)

where $v_g$ denotes the crystal growth velocity, $[t_0, t]$ corresponds to the time interval in which $v_i(t) = V_w \geq V_{th}$ is applied and $u_a(t_0)$ is the initial amorphous thickness. The value of $v_g$ depends on the temperature at the amorphous-crystalline interface.
denoted by $T$ given by

$$T(u_a(t)) = T_{amb} + R_{th}(u_a(t)) \frac{V_w^2}{R_{on}}$$  \hspace{1cm} (2.75)

$T(t)$ depends on the ambient temperature, $T_{amb}$ as well as the temperature rise due to Joule heating. The latter in turn depends on the electrical power that is dissipated and the effective thermal resistance, $R_{th}$ which is function of the GST thickness $u_a(t)$. $R_{th}(u_a)$ captures the thermal resistance of all possible heat pathways and naturally has a strong dependence on $u_a$. An estimate of $R_{th}(u_a)$ obtained via experimental means is presented in Figure 2.17(a) [94]. It shows that the hottest region within the mushroom-type PCM device is close to the bottom electrode while the top electrode is substantially cooler. What is also shown is an approximate analytical description of $R_{th}(u_a)$ given by

$$R_{th}(u_a(t)) \approx A_r \exp\left(-\frac{1}{2} \left(\frac{u_a(t) - \mu_r}{\sigma_r}\right)^2\right)$$  \hspace{1cm} (2.76)

where $A_r = 2.2K/\mu W$, $\mu_r = 10.62nm$ and $\sigma_r = 32nm$.

In Figure 2.17(b), an experimentally obtained estimate of the temperature dependence of crystal growth velocity is shown [94]. At low temperatures, crystal growth is insignificant while the maximum occurs at a temperature of approximately 750K. It is also not possible to crystallize beyond the melting temperature of $T_M \approx 900K$. An approximate analytical description of $v_g(T)$ can be obtained given by,

$$v_g(T(u_a(t))) \approx A_g \exp\left(-\frac{1}{2} \left(\frac{T(u_a(t)) - \mu}{\sigma}\right)^2\right).$$  \hspace{1cm} (2.77)

where $A_g = 0.548nm/ns$, $\mu = 752K$, and $\sigma = 78K$.

### 2.4.2 Memristor Model for PCM devices

In this section accurate memristor models are developed for PCM devices based on the physical description presented earlier. It was recently shown that memristor devices can be grouped into three classes: ideal memristors, generic memristors and extended memristors [26]. The ideal memristor is defined by a nonlinear relationship
Fig. 2.17 Experimentally obtained estimate of (a) the effective thermal resistance as a function of the amorphous thickness and (b) the temperature dependence of crystal growth velocity. $T_M$ is the melting temperature of the GST, and from that point on the growth velocity can be considered negligible. Also shown are analytical approximations.

$q = f(\varphi)$ corresponds to the original definition given by Prof. L. O. Chua [1]. Theorem 1 in [26] provides the necessary and sufficient condition to describe any memristor devices in terms of both $(\varphi, q)$ and $(v, i)$. In addition, Theorem 2 in [26] specifies the whole class of ideal memristors (also named memristor siblings).

Under the assumption that Theorem 1 holds, let us consider a (flux–controlled) general memristor described by (see [26] for further details):

\begin{align*}
q(t) &= f(\varphi(t), u_a(t)) \quad \Rightarrow \quad i(t) = G(\varphi(t), u_a(t))v_i(t) \\
v_g(t) &= g(v_i(t), u_a(t)) \quad \Rightarrow \quad v_g(t) = g(v_i(t), u_a(t)) \\
\dot{\varphi}(t) &= v_i(t) \quad \Rightarrow \quad \dot{\varphi}(t) = v_i(t)
\end{align*}

(2.78) (2.79) (2.80)
where the left-hand side represents the flux–charge description and the right hand-side is the description in terms of the voltage and current. The Ohm’s law is recognizable where the memconductance \( G(\varphi(t), u_a(t)) \) depends also on the internal memristor state variable \( u_a(t) \) (GST thickness).

![Graph](image)

Fig. 2.18 Figurative example of an input voltage waveform, related to the output current and the respective flux \( \varphi(t) \) and charge \( q(t) \). The case shown is an example of constant writing voltage \( V_{\text{w}} \) inputs given to the PCM cell. From the graphs it is possible to note that \( \varphi(t) \) and \( q(t) \) are calculated as the sum of the areas of the input voltages and output currents respectively. From the last graph it is possible to see that the flux of the reading voltage \( V_r \) can be considered negligible with respect to the flux of \( V_{\text{w}} \). On the other hand the charge of the current the reading phase increases at every input step.

To investigate the mapping between the flux, charge and the interfacial temperature, Equations (2.74) and (2.75) were used to simulate the behavior of the PCM device when excited by appropriate voltage signals. These signals comprise of two consecutive square pulses. The first is the writing pulse \( V_{\text{w}} \) which is set to an amplitude ranging from 1.25V to 2V, with a 0.05V step, and a duration of 10ns. The second is a reading pulse \( V_r \) which has the scope to not modify the amorphous GST thickness, so is set to an amplitude of 0.05V which is lower than \( V_r \). The duration of \( V_r \) is set to 10ns. The duration of the writing and reading impulses respectively were
chosen in order to consider the increase of the flux ($\phi$) given by $V_r$ negligible with respect to the voltage momentum increase given by $V_w$. The ambient temperature is 300 K. The simulations were conducted to study the various scenarios such as (i) $v_i(t)$ increasing ramp, i.e. constant increase of the $V_w$ in ten steps; (ii) $v_i(t)$ decreasing ramp, i.e. constant decrease of the $V_w$ in ten steps; (iii) $v_i(t)$ triangular waveform, i.e. $V_w$ increases in five steps and decreases in five steps; (iv) with ten inputs of constant amplitude with $V_w$ ranging from 1.25V to 2V, with a 0.05V step. In Figure 2.18 is presented a figurative example of an input voltage waveform and the resulting output current respectively related to the momentums generated. $\phi(t)$ and $q(t)$ can be calculated as the sum of the areas below the curves. From the same figure it is possible to note how the flux of $V_r$ does not sensibly increase the overall momentum given by $V_w$. On the other hand, considering $q(t)$, as expected, the charge calculated from the output current read in the reading phase increases at each input step.

The resulting data from the previously described simulations is represented in the $(\phi, T, q)$–phase space and interpolated in order to obtain the relationship among $\phi$, $u_a(t)$ and $q$. Figure 2.19 and Figure 2.20 the interpolating surface and the interpolating lines respectively showing the relations amongst the three variables. Moreover in Figure 2.21 is presented the interpolating surface showing the relationship between the flux $\phi$, the charge $q$ and the interface temperature $T$. From the latter figure it is possible to derive the following relationship among $\phi$ and $T$ taking into account $T_M$ and the initial temperature $T_0 = R_{th}(u_a(t_0))V_w^2/R_{on} + T_{amb}$ of the PCM,

$$
\frac{T(\phi) - T_0}{\xi} = \text{erf}\left(\frac{k}{\xi} \phi\right),
$$

(2.81)

where $\xi = (T_M - T_0)$ and the constant $k = 2 \cdot 10^{-9} K/Vm$. Expression (2.81) is a direct consequence of the integration of the Gaussian functions used to approximate $R_{th}(u_a(t))$ and $v_g(t)$ (i.e. equations (2.76) and (2.77)). Through the same equation it is possible to formulate the relationship between $u_a(t)$ and $\phi$ in terms of temperature as

$$
\frac{u_a(\phi) - u_{a0}}{\lambda} = -\text{erf}\left(\frac{T(\phi)}{T_M} - 1\right),
$$

(2.82)

where $\lambda = v_g(T_0)k_1$ and $k_1 = 1nm$. The value $v_g(T_0)$ is the crystal growth velocity, and $u_{a0}$ is the GST thickness at the time point $t_0$ and the first can be calculated from equation (2.77). It turns out that (2.82) corresponds to the solution of equation (2.79) describing the dynamics of the internal memristor variable and takes into account the
GST thickness $u_a(t)$. Furthermore the expression (2.82) takes also into account from equation (2.81) the diffusion phenomena between two bodies of different temperature ($T_0$ and $T_M$). Moreover from the same equation it is possible to note that the interface temperature $T_0$ is to be considered as hidden variable according to [26].

From what above described, the relationship between $\varphi$ and $q$ results to be:

$$q(\varphi) = Q_0 \varphi \exp(T(\varphi)\alpha).$$

(2.83)

where $Q_0 = k \beta \exp(-T_0\alpha)$, $\beta = 1 \cdot 10^{-13}V_s A s/K$ and $\alpha = 1 \cdot 10^{-3.5}K^{-1}$. As a proof that equations (2.82) and (2.83) are suitable to describe the behavior of the PCM cell, a fitting test has been performed between the data obtained from the simulation and the analytical results. The test has returned a reliability factor $R^2 = 0.944$, which denotes an accurate matching between the simulated behavior and the memristor model (2.82)–(2.83). Equation (2.83) is valid for $\varphi \geq 0$ since from equation (2.75) the interface temperature depends on $V_{w}^2$. From this consideration the PCM cell can be considered as an unipolar element. Moreover it is worth noting that the PCM memristor model presented in equation (2.83) is valid for $T(\varphi(t)) \in [T_0, T_M]$ and as a consequence for GST thicknesses $u_a(T(phi)) \in [0, 100nm]$ and permits to express the charge as function of only the flux, that is the PCM turns out to be an ideal memristor (sibling) as described at the beginning of this paragraph (2.4.2).

![Fig. 2.19 Surface interpolating the experimental data in the ($\varphi, q, u_a$)–domain. The solid black lines highlight the curves that show the actual relationship built through the interpolation of the data obtained from all the simulations.](image-url)
Fig. 2.20 Interpolating lines derived from the \((\varphi, q, u_a)\) surface in Figure 2.19. (a) Interpolating lines that show the family of curves describing \(q(u_a(t))\) and (b) \(\varphi(u_a(t))\) obtained from the simulations.

2.4.3 Derived Conclusions on PCMs as Memristors

PCM technology is a leading non-volatile memory technology that could play a key role in future memory and computing systems. There is a significant understanding of the dynamics of PCM devices which is governed by an interconnection of electrical, thermal and structural dynamics. Even though the PCM devices exhibit significant behavioral similarity with other memristive devices, there have been no attempts at developing a flux-charge based memristor model for PCM devices. In this section, such a \(\varphi-q\) model is derived based on experimentally obtained estimates of the temperature dependence of crystal growth and the thickness dependence of temperature distribution within a mushroom-type PCM device.
2.5 Memristive-RC Switching Dynamics of Si Nano-Wire Biosensors

Sandro Carrara et al. studied and developed in the recent years a new kind of biosensor that shows memristive dynamics under certain determined conditions [15]. The biosensor discussed is a Si nano-wire (SiNW) clamped between two SiNi junctions, obtained from a three step fabrication method. At first a photoresist line defines the wire position on the wafer, then a deep reactive ion etching is performed to obtained a scalloped trench. Finally, the trench is reduced to a suspended nano-wire after wet oxidation. Figure 2.22 shows a SEM image of the SiNW biosensor.

The SiNW biosensor is functionalized with several bio-molecules such as rabbit antibodies in order to sense the relative antigens. The bio-molecules with which the SiNW is functionalized are covalently bonded to the Si bulk. The device demonstrates its sensing capabilities when excited with an electric potential between the SiNi junctions presenting two different electric behaviours. Afore the functionalization, the device acts as non-linear resistor, with very similar dynamics to a memristor. When functionalized the dynamics change with a behaviour very similar to a resistor-capacitor series (RC unit). Plotting the device’s dynamics on a $v-I_n(i)$ plot before
Fig. 2.22 SEM image of the SiNW after fabrication. The nano-wire is suspended between two SiNi electrodes [15].

and after the functionalization it is possible to notice the appearance of a voltage gap, which is symptom of the addition of bio-molecules bonded on the nano-wire itself as shown in Figure 2.23. When the biosensor actually senses the relative molecules for which the SiNW is functionalized, with an electric potential excitation, changes its dynamics increasing and decreasing the voltage gap.

The bio-sensing functionality of the device is performed as follows after the functionalization of the SiNW. The device is absorbed in a solution or in an environment in which there is the presence of the desired bio-sensed molecule. After the absorption, the SiNW is dried and put in a dry condition environment, where an electric potential excitation is applied on the SiNi electrodes. Depending of the concentration of the bio-molecule intended to be found in the solution, the voltage gap changes from the original functionalized non-bonded condition of the SiNW. The device also showed to be extremely sensitive to other kinds of factors regarding the analyzed solution, such as its pH [99].
2.5 Memristive-RC Switching Dynamics of Si Nano-Wire Biosensors

Fig. 2.23 $V - I_n(I)$ curves showed by the SiNW after (a) and afore (b) functionalization, when applied a sinusoidal input signal. In panel–A it is evidenced the voltage gap that gives evidence of the covalent bonding of bio-molecules on the nano-wire. Under each panel are reported the circuit elements that show similar behaviour when excited by the same kind of signal.

The electrical dynamics of the SiNW are very interesting as show a memristor-RC switching behaviour under certain conditions. In order to design a model that fully describes this dynamics it is necessary to deeply uptake a broad knowledge of the memristor element and to compare it with the electrical behaviour of the studied device. As described in section 2.1, the memristor as it was was first theorized by Professor Leon Chua in 1971 [1] can be described as a non-linear resistor capable of changing its value according to the "history" of the voltage applied to the element (flux controlled) or the total amount of current flowing through the device (charge controlled). Moreover, tough from the previous sections of this work $v - i$ curves are a satisfactory manner to describe memristors, the pinched loop can still be exploited as a useful tool to make a first classification of the element (i.e. whether it is a memristor or not). As from Chua’s theory memristors, or more in general memristive elements must be able to show the following "fingerprints" [14]:

1. when excited with a periodic waveform, it must present a "pinched" hysteresis loop on the $v - i$ curve (as shown in Figure 2.2);
2. the hysteresis loop must be frequency dependant resembling more and more to a passive resistor with the decrease of the period of the excitation waveform (still shown in Figure 2.2);

3. though charge or flux controlled, a memristor should always obey to Ohm’s law as shown in equations (2.3) and (2.5).

Starting from these fundamental considerations, in the next paragraph it will be introduced an equivalent circuit that is able to reproduce the particular dynamics of the SiNW shown by Carraraet al. The circuit here reported implements an ideal memristor (on the basis of [26]) simulated through the GBCM model introduced in chapter 1 and explained in [21].

### 2.5.1 Electronic Approach Model

Through the electronic approach it is possible to design a simple equivalent circuit from the experimental data obtained from the SiNW. In order to design the equivalent circuit, it was necessary to have a deeper understanding of the behaviour of the device also depending on the frequency of the excitation waveform. In Table 2.4 are reported general overview observations of the frequency response of the system obtained through experimental data [100].

<table>
<thead>
<tr>
<th>Before Functionalization (BF)</th>
<th>Memristor Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>After Functionalization (AF)</td>
<td>Capacitor Addition</td>
</tr>
<tr>
<td>Frequency → ∞</td>
<td>Voltage Gap Increase</td>
</tr>
<tr>
<td>Frequency → 0</td>
<td>Voltage Gap Decrease</td>
</tr>
</tbody>
</table>

From the afore mentioned observation the circuit model shown in Figure 2.24 was designed. The voltage generator $V_{in}$ coupled with resistance $R$ form a "real" generator tacking into account all the internal resistance factors of the system, such as the ones that are given by the cabling and the electrode coupling with the SiNW. The actual system is described by the parallel coupling of the memristor $M$ and the capacitor $C$. When a DC signal is applied to the system, the capacitor works as an open circuit, letting all the current flow through the memristor. When the frequency
is higher the memristance becomes higher than the resistance given by the capacitor leading to a $RC$ series unit behaviour of the SiNW as given from experimental data.

Fig. 2.24 SiNW equivalent electronic circuit. The values that were taken into account in order to evaluate the response of the simulation are the voltage drop over the SiNW ($V$) and the total current flowing through the circuit ($I$).

The circuit presented in Figure 2.24 was simulated numerically through SPICE simulation tools and analytically through Matlab. The equations that describe its dynamics are hereafter reported.

\[ M(q) = R_{off}(1 + \frac{\mu_v R_{on}}{D^2} q(t)) \quad (2.84) \]
\[ I = \frac{V_C}{M(q)} + C \frac{dV_C}{dt} \quad (2.85) \]
\[ V_C = V_{in} - (I_C + I_M)R \quad (2.86) \]

$V_C$ is the voltage drop on the capacitor $C$ and on the memristor $M$. $M(q)$ denotes the memristance under charge control ($q(t)$). $I_C$ and $I_M$ are the currents flowing
through the capacitor and the memristor respectively. In the first equation of structure 2.84, $\mu_v$ and $D$ denote the ion motility of the oxygen vacancies and the thickness of the $TiO_2$ bulk of the HP memristor model described in [2]. $R_{\text{off}}$ and $R_{\text{on}}$ are the highest and lowest resistance values of the memristor $M$ respectively.

Inserting equations (2.84) and (2.85) in (2.86) we obtain a differential equation over the Bernoulli’s dominion. To solve the structure analytically it was necessary to approximate the memristor model with a piecewise linear memristor model function obtaining

$$V_C(t) = V_{C0}e^{-(A/C)t} + \frac{A\sin(\omega t) + C\omega \cos(\omega t)}{A^2 + (\omega C)^2}$$  \hspace{1cm} (2.87)

$$A = \frac{R}{M(q)} + 1$$  \hspace{1cm} (2.88)

$$V_{C0} = -\frac{C\omega}{A^2 + (\omega C)^2}.$$  \hspace{1cm} (2.89)
On the other hand in the SPICE simulation, the HP memristor model was rendered through the General Boundary Condition Memristor (GBCM) model described and developed by Ascoli et al. [21]. Both simulations (analytical and numerical) were performed using different excitation waveforms, equal to the ones used to obtain the experimental data. Both simulations were able to perfectly fit the experimental data and as shown in Figure 2.25 and to precisely reproduce the actual device’s dynamics.

2.5.2 SiNW Memristor Classification

As explained in the paragraph 2.5.1 in order to model the device the HP memristor model was used. The element has been simulated through the GBCM model introducing the characteristics described in section 2.3. Under an electrochemical point of view the device has been studied in details by Puppo et al. in [101].

In their study it has been shown how charges are transported throughout the device. The charges themselves can be classified in different groups depending on the origin. First of all the as described at the beginning of this section, the SiNW is functionalized with bio-molecules that present a charged residuals. Secondly the spare electrons and vacancies given by the defects of the Si bulk composing the nano-wire must be taken into account when modeling charge transportation. Spare electrons and vacancies generate locally augmented and diminished charge densities respectively in the nano-wire. Moreover charged molecules present in the system at all levels, depending on their polarity, can be assumed of three types: donors (positive), acceptors (negative) and neutral traps.

In [101] it has been proved that the charge transportation on the device can be of three different kinds:

1. charge transport on the oxidation layer present on the surface of the SiNW (by diffusive and drift phenomena);
2. charge transport through the bulk of the nano-wire (still by diffusive and drift phenomena);
3. charge transport through the Shottky contacts at the electrodes (see [100] for clarifications).
Without entering in the details of the physical-mathematical description provided by Puppo et al., it is possible to notice, from equations (2)-(11) of their paper that regarding the surface transportation the current strongly depends on the number of acceptors and donors that are present ($n_a$ and $n_d$ respectively). In the other cases, these phenomena depend on the voltage drop on the whole device (bulk transport) and at the electrode interfaces (Shottky-based transport).

From the experimental data ([15, 99, 100]) it is clear that the presence of a dopant, or in other words a functionalization molecule, on the oxidation layer of the SiNW generates the capacitive behaviour described in the previous paragraphs of this section. In [101] it is shown that the local variations of $n_a$ and $n_d$ over time depend on the voltage drop over the device ($V$) and these variations strongly affect the drift phenomena on the surface. On the other hand, the original charge density of the functionalizing molecule on the oxidation layer affects the diffusive current phenomena.

I results that the memristive effects are given by the other two transportation phenomena (Shottky and bulk charge transport). Regarding the bulk current, it can be considered as the sum of two distinct factors: a drift current, which depends on the resistivity of the $Si$, and a diffusion current which depends on the voltage drops over the two Shottky barriers at the electrodes (equation (9) of [101]). On the other hand the current components from the Shottky contacts depend as well on the voltage drop over the energy barrier (equations (10) and (11) in [101]). From these considerations the following descriptive memristor equations can be written:

$$q(t) = f(\phi(t), V_j(t)) \Rightarrow i(t) = G(\phi(t), V_j(t))V(t); \quad (2.90)$$

$$V_j(t) = g(V(t), V_j(t)) \Rightarrow V_j(t) = g(V(t), V_j(t)); \quad (2.91)$$

$$\phi(t) = V(t) \Rightarrow \phi(t) = V(t); \quad (2.92)$$

where $V_j(t)$ is the voltage drop over the Shottky barrier which depends on the input voltage $V_{in}$. From these equations it is possible to state the the use of the chosen memristor model was appropriate for the performed simulations (paragraph 2.5.1) since the SiNW, when presenting memristive behaviour, acts as an ideal memristor.
2.6 Memristor Emulator Circuit Based on Static Nonlinear Two-Ports and Dynamic Bipole

Since memristors are widely studied and the range of applications developed for these devices are getting broader and broader, circuit implementations exhibiting fingerprints of memristive behaviour become properly relevant. A class of memristor circuits was obtained by cascading a static nonlinear two-port with a dynamical one-port. In general, these circuits are classifiable as extended memristors [26] and may be controlled either in charge or in flux. The novel element from this circuit class here presented may also experience various complex behaviours including periodic oscillations and chaos. A thorough investigation of the rich nonlinear dynamics emerging in the proposed circuit may shed light into the most interesting engineering applications such a memristor may be suited for.

The leap in the use of memristive device became evident since further investigation took place in the field of CCNs and perceptrons [29, 41, 34]. Memristors are theoretically capable of maintaining more memory states in the same device, leading to new frontiers in electronic system development. In most cases, as afore mentioned, memristors have been exploited in the design of circuits able to perform machine learning [102]. In the following years several devices were designed and tested computationally and analytically. All these devices took inspiration from neural networks, and the memristor (or memristive elements) have been properly used to simulate biologic neuron synapses thanks to their incredible similarity in the dynamics with real biologic cells.

Another interesting path of research concerns the identification of new circuits falling into the class of extended memristors. The lack of possibility to use these kind of elements and their still poor availability set the mathematical modeling of this structures as the key factor for future developments in this field. In [61] it was theoretically proven that a circuit composed of a few passive two-terminal elements from classical circuit theory namely a two-port employing 4 diodes in Graetz bridge configuration, loaded by a linear filter consisting of an inductor in series with the parallel combination between a capacitor and a resistor behaves as an extended memristor at the input port of the full-wave voltage rectifier. In this paper we give proof to the possibility of developing a real ready-to-use circuit as the one presented in [61]. Exploiting structure given by the cascade between a static two-port of 4
nonlinear resistors and a dynamical one-port, defined by a DAE set falling into the class of extended memristors (see paragraph 2.2.3). The circuit presented also exhibits the 3 fingerprints of memristor behaviour as described in [14, 103].

2.6.1 Circuit Design and Analysis

Figure 2.26 shows the proposed solution for the static one-port cascaded with the dynamic two-port. The port nodes A and C are the entrances of the extended memristor. Ports B and D are the entrances of the dynamic one-port. $R_C$ is a nonlinear resistive element which, as it will be described afterwards in the paper, can be assumed as a Chua diode with continuous third-order dynamics. In Figure 2.26 the static two-port is represented by four diodes, that for the sake of proof will be at first described as nonlinear resistors.

Let the current $i_k$ of nonlinear resistor $k, k \in \{D1, D2, D3, D4\}$, be expressed in terms of the voltage $v_k$ across it through
\[ i_k = I_1 \tilde{f}(v_k) + I_0, \]  
(2.93)

where \( I_0 \in \mathbb{R}^- \) and \( I_1 \in \mathbb{R}^+ \) are real parameters expressed in [A] units. Let us introduce the following assumptions on the real function \( \tilde{f}(\cdot) \):

1. It is one-to-one.
2. Its sign is positive for all values of the argument.
3. It is differentiable everywhere with \( \frac{d\tilde{f}}{dv_k} > 0 \ \forall \ v_k \in \mathbb{R} \), i.e. \( \mathcal{R}_k, k \in \{D1, D2, D3, D4\} \), is locally-passive.
4. It exhibits the zero-crossing property, i.e. \( I_0 = -I_1 \tilde{f}(0)^1 \).
5. Given \( y_j = \tilde{f}(x_j), j \in \{1, 2\} \), it fulfills \( \tilde{f}^{-1}(y_1) + \tilde{f}^{-1}(y_2) = \tilde{f}^{-1}(y_1 y_2) \).
6. For any \( x_1, x_2 \in \mathbb{R} \), it has \( \tilde{f}(x_1 + x_2) = \tilde{f}(x_1)\tilde{f}(x_2) \).
7. It satisfies \( \tilde{f}(-x) - \tilde{f}(x) \propto x \).

These assumptions define the class of functions \( \tilde{f}(\cdot) \) in equation (2.93). Elements from such class include functions of the type \( \rho^{\kappa(\cdot)} \), with \( \rho \in \mathbb{R}^+ \) and \( \kappa \in \mathbb{R} \). Through the same assumptions the nonlinear resistive elements can be assumed to be ideal diodes described by Shockley's equation:

\[ i_D = I_s(e^{\frac{v_d}{V_T}} - 1) = \tilde{f} \]  
(2.94)

where \( i_D \) is the current density flowing through the diode, \( v_d \) is the voltage applied, \( V_T \) is the thermal voltage on the P-N junction (around 26mV) and \( I_s \) is the saturation current of the element. Furthermore, through the same assumptions and basic circuit theory analysis it is possible to understand that (still referring to Figure 2.26):

\[ v_1 = v_{DA} - v_{DB}, \]  
(2.95)
\[ i_{in} = i_{DA} - i_{DB}, \]  
(2.96)

\(^1\)Assumptions 3) and 4) imply that \( v_k i_k \geq 0 \) at all times, i.e. the 4 nonlinear resistors are also passive.
while the formulas for output voltage and current of the two-port are given by

\[ v_2 = -v_{DA} - v_{DD}, \]  
\[ i_2 = -i_{DA} - i_{DB}. \]  

Further, constraints are found to relate voltages and currents of each pair of parallel nonlinear resistors in the bridge, specifically

\[ v_{DB} = v_{DD}, \]  
\[ i_{DB} = i_{DD}, \]  

for \( DB \) and \( DD \), and

\[ v_{DA} = v_{DC}, \]  
\[ i_{DA} = i_{DC}. \]

Figured the afore mentioned circuital constraints it is possible to study the memristor class of the circuit implemented. A memristor of order \( n \) (i.e. \( x \in \mathbb{R}^n \)) from the proposed class is characterized by the following properties:

1. It is a voltage (current)-controlled two-terminal element if \( v_{in} \) (\( i_{in} \)) in Figure 2.26 denotes the input \( u \). In the first (latter) case \( i_{in} \) (\( v_{in} \)) represents the output \( y \).

2. It is a voltage (current)-state one-port if \( v_2 \) (\( i_L \)) in Figure 2.26 is one of the \( n \) components in \( x \). In the first (latter) case a linear or nonlinear capacitor (inductor) with voltage \( v_2 \) across it (current \( i_L \) through it) is part of the dynamical bipole.

3. Its second stage, i.e. the load to two-port, is a \( n^{th} \) order dynamical one-port containing linear or nonlinear electrical components from circuit theory. The memristor is a volatile memory if the dynamical one-port is purely passive.
It is may be modelled by a DAE set falling into the class of extended memristors.

In the case of a voltage controlled memristor several assumptions have to be till made on the circuit proposed. For instance it is possible to express \(v_{DA}\) and \(v_{DB}\) using equations (2.95) and (2.97), and inserting the voltage constraint defined in equation (2.99) into the latter, as functions of \(v_1\) and \(v_2\) as follows:

\[
v_{DA} = \frac{v_1 - v_2}{2}
\]

\[
v_{DB} = -\frac{v_1 + v_2}{2}
\]

Replacing \(v_a\) and \(v_b\) with these expressions into equations (2.98) and (2.96), and inserting the current constraint defined in equation (2.100) into the latter equation, the input and output currents of the two-port may be cast as

\[
i_{in} = I_1 \left[ \tilde{f} \left( \frac{v_1 - v_2}{2} \right) - \tilde{f} \left( -\frac{v_1 + v_2}{2} \right) \right]
\]

\[
i_L = -I_1 \left[ \tilde{f} \left( \frac{v_1 - v_2}{2} \right) + \tilde{f} \left( -\frac{v_1 + v_2}{2} \right) \right] - 2I_0
\]

Using assumption 7), from equation (2.105), after calculating the same current in terms of \(v_1\) and \(i_L\), the memductance function \(G(i_L, v_1)\) may be expressed as

\[
G(i_2, v_1) = \frac{1}{v_1} \frac{\tilde{f} \left( -\frac{v_1}{2} \right) - \tilde{f} \left( \frac{v_1}{2} \right)}{\tilde{f} \left( -\frac{v_1}{2} \right) + \tilde{f} \left( \frac{v_1}{2} \right)}
\]

which fulfills the condition \(G(i_2, 0) \neq \infty \forall i_2\). The memductance function –as well as the state evolution function of the \(v_1\)-controlled \(i_L\)-state memristors depends on both state and input. As a result the \(v_1\)-controlled \(i_L\)-state circuits are extended memristors.

Concluding the circuit analysis, the nonlinear resistance \(R_C\) was assumed to be as afore mentioned a model of Chua’s diode, which conductance is expressed in terms of \(v_3\). By these mens it is necessary to compute the voltage drop on the capacitor \(C\) in order to have the complete dynamics of the circuit. \(C\) is assumed to be a linear capacitor in parallel with a nonlinear element. The voltage applied to the resulting impedance is function of current \(i_2\) which was expressed earlier on the basis of the
dynamics of the diodes composing the static one port. Considering a normal RLC (with linear resistance) circuit it is possible to describe the associated equations as:

$$\frac{dv_3}{dt} = -\frac{i_2}{C} - \frac{v_3}{RC}$$  \hspace{1cm} (2.108)

Let us assume that the current-voltage relation of $R_C$ is the continuous cubic function $i_{R_C}(v_3) = g_1v_3 + g_3v_3^3$. Manipulating equations (2.105) and (2.108), the DAE set modelling this memristor is found to be (once again we set $v_3$ and $i_L$ as first and second component of the state vector):

$$\frac{dv_3}{dt} = -\frac{i_2}{C} - \frac{1}{C}(g_1v_3 + g_3v_3^3)$$  \hspace{1cm} (2.109)

$$\frac{di_L}{dt} = \frac{v_3}{L} + \frac{2}{\kappa L \ln \rho} \ln \left( \frac{-i_L - 2I_0}{I_1 \left( \rho^{-\frac{1}{2}} - \rho^{-\frac{1}{2}} \right)} \right)$$  \hspace{1cm} (2.110)

$$i_1 = (i_L + 2I_0) \frac{\rho^{-\frac{1}{2}} - \rho^{-\frac{1}{2}}}{\rho^{-\frac{1}{2}} + \rho^{-\frac{1}{2}}}.$$  \hspace{1cm} (2.111)

Regarding the nonlinearity of the resistors in the static two-port, we let $\rho = e$, $I_1 = 0.9A$, $I_0 = -0.9A$, and $\kappa = 1V^{-1}$. The parameters in the current-voltage relation of Chua’s diode are set to $g_1 = g_0n_1$ and $g_3 = g_0n_3$, with $g_0 = \frac{2}{3}S$, $n_1 = -\frac{8}{7}$ and $n_3 = 4.63V^{-2}$.

### 2.6.2 Spice Modeling and Simulation Results

The circuit afore described shows various elements that can be assimilated to commercial devices easily available on the market. The proposed circuit was set as a netlist on spice and a simulation was ran in order to better essay the memristive behaviour of the device. The state equations afore explained were not inserted in the netlist, as such the program automatically deduces the equations performing a numerical simulation.

The parameters for the inductor and capacitor in the dynamic load of the static two-port were set to: $L = 2.5\mu H$, $C = 4\mu F$. Chua’s diode was set as a voltage driven current source with the cubic continuous dynamics mentioned in the previous section.
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The four diodes were set to have the same parameters which are: $I_s = 2.682nA$ and $V_T = 25mV$, referring to equation (2.94).

![V-I curve](image)

**Fig. 2.27** V-I curve obtained by applying three different sinusoidal input voltages to the circuit. All three signals have same amplitude (0.2V), but differ from the frequency (0.1, 1 and 10Hz). In the figure is mentioned the output of the 0.1Hz sinusoid but it is not visible since it is completely overlapped by the output of the 1Hz signal.

Three different sinusoidal signals were sent to the device with different frequencies (0.1, 1 and 10Hz). All three sinusoids have the same amplitude (0.2V). Figure 2.27 shows the output of the system to the different voltage signals applied. The mentioned figure shows only two traces out of three. The output of the system to the input signal of 0.1Hz was found completely overlapped to the one of 1Hz. In any case the circuit proposed shows dynamics which are assimilable to a memristive device. Though the loop is very thin for lower frequencies, it gets sharper for higher ones. This characteristic is one of the properties described by Professor Chua in [14].
From the Spice simulations results it is proven that the memristive class circuit proposed in this paper can be easily built. As afore mentioned in the introductory section the lack of memristive devices renders several difficulties to developers to pass from a mathematical modeling stage to a more implementing phase. The possibility to build circuits of this kind of class, given that the elements used in the simulation can be exploited also in SMD technology for PCB implementations without major space expenses, can lead to a second step in developing systems that are intended to substitute in time classic digital electronics.
Chapter 3

Memristors-Based Systems for Machine Learning

Memristors have been described in chapters 1 and 2 as emerging devices that promise the efficient implementation of synapses in artificial neural networks. Memristors have permitted the processing and analysis of a large amount of data in evolutionary learning artificial systems through signals that can be assimilated to human brain-like neurotransmitters and synapses. In this chapter will be presented a memristor-based circuital system capable of implementing the Stochastic Belief Propagation Inspired (SBPI) algorithm, which takes inspiration from the Belief Propagation Inspired (BPI) [34]. Such algorithm is able to efficiently classify sets of data inputs inferring the related imposed rule to the various given sets, using binary (switchlike) synaptic weights. Neural Networks trained with these kinds of algorithms are able to learn a number of associations close to the theoretical limit in time that is sublinear in the number of input. It is well know that perceptrons with step function type nonlinearity can be implemented by a suitable class of Cellular Neural/Nonlinear Networks [102].

First, as introduced in chapter 1 it will be shown how memristors were described through a mathematical model that is ready to use and is able to emulate several kinds of memristor models. This model is known as the Generalized Boundary Condition Memristor (GBCM) model, developed by Ascoli et al. [21], and it will be described in details in the following sections. It will be shown, through the use of the GBCM, how to implement the key features of a machine learning algorithm through real world circuitry.
The following chapter will introduce the design of the memristor based perceptron that implements SBPI algorithm. Moreover it will present several essays and simulations that have the scope to prove the efficacy of the system and its data classification capabilities relative to the algorithm’s original mathematical formulation.

3.1 General Introduction to Perceptrons and SBPI

Memristors are often used to implement biologically inspired algorithms, such as in neuromorphic systems thanks to their low power consumption, their capability mimicking a synapse. Besides power consumption, another important factor is element density. The human brain’s estimated neuron population is around $10^{11}$ [105–107]. CMOS technology and electronic elements that can be used to simulate or emulate simplified biologic synapses, such as micro-processors or common control logic technology, use a large amount of space when implemented on embedded boards. The use of memristors for these purposes is the key factor for the growth of this field in recent times considering its low energy consumption and its reduced size [2]. Recently Prezioso et al. demonstrated that it is possible to implement simple neural networks (in his case a single layer perceptron) with only memristor crossbars excluding CMOS components [108]. Despite the low number of memristors used in their work, it is a valid proof-of-concept for future developments of solo memristive neuromorphic systems.

The general interest on neuromorphic systems arose thanks to the fact that bigger and bigger amounts of data have to be processed with higher and higher efficiency every day. Big data is a problem that arises in many aspects of everyday life and which usually involve critical decision making [32]. For this reason modern life schemes are powered by machine-learning, which is the engineering response to the problem of processing a great request of information automatically and rapidly [109]. Machine learning systems are used to identify objects in images [110], transcribe speech into text through speech recognition algorithms [52, 111], or as in this specific case case to classify data patterns. Biologically inspired and brain-like algorithms, such as neuromorphic systems aided in this problem thanks to their perspective low power energy consumption. Three orders of magnitude of improvement was given by digital technology compared to the first speak-and-spell devices [112]. Neuromorphic systems implemented on computational devices promise a further
improvement of five orders of magnitude with respect to analog signal processing approaches.

The model network used as a proof-of-concept is the simplest possible, i.e. a single layer network known as the perceptron [113]. This kind of network has limited computational capabilities by itself, but it is the building block of multi-layer networks which are at the heart of the recent resurgence of interest in applications of neural networks in machine learning and artificial intelligence applications. The idea behind this kind of approach is to mimic the learning process occurring in real brains, in which the system is able to autonomously infer rules from examples, and subsequently apply those rules when new inputs are presented. This kind of learning is widely believed to occur through mechanisms of synaptic plasticity. Despite a huge amount of experimental data documenting various forms of plasticity, as e.g. long term potentiation and long term depression, the mechanisms by which a synapse changes its efficacy and those by which it can maintain these changes over time remain unclear. In artificial networks, is is usually assumed that the synaptic efficacies can assume a large number of different values, and the network themselves are generally trained by algorithms which are variants of the stochastic gradient descent algorithm (also known as back-propagation in this context [114]); in the case of single layer networks, this approach leads to what is generally known as the "perceptron algorithm". A prototype of an electronic device which implements a perceptron, using memristors to model the synapses, and uses the perceptron algorithm to perform in situ learning, was recently demonstrated by Alibart et al. in [115]. The main difficulty in this kind of approach lies in the inherent limitations of current memristive technology, which offers a relatively low level of consistency and robustness, while the learning algorithm employed relies on precise control of the synaptic states.

Real world synapses are also working in an extremely noisy environment, and thus need to be vary robust to perturbations and – presumably – to not rely excessively on computational precision. Experimentally determining the granularity of the synaptic efficacy is an arduous task; recent experiments, however, have suggested that each synapse would only be able to store very few bits of information, between 1 and 5 [116, 117]. This low synaptic precision can be very helpful in reducing the sensitivity of the devices to noise, while on the other hand posing problems to a naïve implementation of a classic learning algorithm such as back-propagation. The Stochastic Belief-Propagation-Inspired (SBPI) algorithm [34] has the proposition
to overcome the problem of training neural networks with binary synapses while still being sufficiently simple to be biologically plausible. As it turns out, for the reasons explained above, this algorithm also appears to be particularly well suited for a memristor-based hardware implementation: it is similar to the standard perceptron learning algorithm, and thus is very simple, with two core differences:

1. it uses an "internal" (or "hidden") multi-state variable for each synapse, which however is only required during learning and has very limited requirements in term of precision and robustness;

2. it requires an additional rule for synaptic transitions that occur only if a currently presented pattern is "barely correct", a condition which is easily detectable.

On tests performed and presented in the following sections of this chapter on random classification and generalization tasks, this algorithm was shown to be able to learn a number of associations close to the theoretical limit in a time that is almost linear in system size, and to be remarkably robust to different kinds of noise. The algorithm can even to some extent be generalized to multi-layer networks, and perform well on real-world classification tasks [118], thus making the perspective of a hardware implementation even more appealing.

### 3.1.1 Stochastic Belief Propagation Inspired Algorithm

Stochastic belief propagation inspired algorithm represents one of the most promising learning strategy that has been developed in the last years with the advance of machine learning techniques. Such techniques have the scope to train Neural Networks (NNs) to react automatically to given input pattern without a previous programming stage. Recently it has been shown that the BPI algorithm permits to implement pattern recognition systems by means of neural networks with binary synapses and binary output.

The simplest BPI-based neural network (i.e. the perceptron) with $N$ presynaptic binary input $u_i \in \{0, 1\}$ and one binary output $y \in \{0, 1\}$ is described by the following equation (see [34] for a detailed analysis):
y(t) = \sum_{i=1}^{N} \Theta[w_i(h_i(t))u_i(t) - \theta] = \sum_{i=1}^{N} \Theta[y_i - \theta] \quad (3.1)

where \( \Theta[\cdot] \) is the Heaveside function and the evolution of the binary synapse \( w_i = \Theta(h_i(t)) \in \{0, 1\} \) depends on a "hidden internal variable" \( h_i(t) \in \mathbb{R} \).

The statistical and theoretical properties of NNs with SBPI are extensively studied by Baldassi et al. have shown that:

1. such a system is able to learn a number of associations close to the theoretical limit in time that is sublinear in \( N \);

2. the performance of the NN with BPI is optimal for a finite number of hidden states that becomes very small for sparse coding;

3. the proposed algorithm is the first on-line algorithm that is able to achieve efficiently a finite number of patterns learned per binary synapse

As afore mentioned the SBPI algorithm shares similarities with the standard perceptron algorithm [113]: training patterns are presented to the network one at a time, together with a desired output, and in case of an error a signal is back-propagated that can modify the synaptic values in a direction which makes it less likely to repeat the error in the future. At variance with the perceptron learning scheme, the changes only affect an internal ("hidden") variable in each synapse, which then in turn determines the synaptic weights, which are binary. The algorithm also has an additional update rule, which is applied in case the presented pattern has been classified correctly, but only barely so.

From what mentioned above, it is possible to indicate with \( N \) the size of the network (the number of synapses), with \( h_i \in [-1, 1] \) the hidden variables (where \( i \in \{1, \ldots, N\} \) is the index of the synapse), and with \( w_i \in \{0, 1\} \) the binary synaptic weights. At any given time, the synaptic weights are determined from the hidden states as follows:

\[
w_i = \frac{1}{2} (\text{sign} (h_i) + 1) \quad (3.2)
\]

The hidden states \( h_i \) are discrete variables which can assume \( K \) different states, equally partitioned between positive and negative values.
Given a set of \( p = \alpha N \) binary patterns \( \zeta^x \in \{0,1\}^N \), where \( x \in \{1, \ldots, p\} \) and \( \alpha > 0 \) is a parameter that describes the size of the training set, two kinds of outputs must be considered: the desired output \( \sigma^x_d \in \{0,1\} \) is provided by the user and describes the association rule which the system needs to infer, while the real output \( \sigma^x \) on the other hand is calculated for each pattern \( x \) as

\[
\sigma^x = \Theta \left( \sum_i w_i \zeta_i^x - \theta \right)
\]

where \( \Theta (\cdot) \) is the Heaviside function and \( \theta \) is the threshold for the current outflowing from the system, according to equation (3.1). At each discrete time \( \tau \), a pattern \( \zeta^\tau \) is chosen randomly from the training set, and from that and the current state of the network (encoded in the weights \( w^\tau \)) we need to compute the "stability parameter" \( \Delta = (2\sigma^x_d - 1)(I - \theta) \) where \( I = \sum_i w_i \zeta_i^\tau \). Note that \( \Delta < 0 \) implies that the network made an error. The learning scheme then consists in choosing one of 3 update rules depending on the value of \( \Delta \), as follows:

- **R1** if \( \Delta > 1 \), then \( \forall i : w_i^{\tau+1} = w_i^\tau \) (i.e. do nothing);
- **R2** if \( \Delta < 0 \), then \( \forall i : h_i^{\tau+1} = h_i^\tau + \frac{1}{K} \zeta_i^\tau (2\sigma^\tau - 1) \);
- **R3** if \( 0 \leq \Delta \leq 1 \)
  - a) if \( \sigma^\tau = 0 \), with probability \( p_s \), if \( w_i^\tau = 0 \), then \( h_i^{\tau+1} = h_i^\tau - \frac{1}{K} \zeta_i^\tau \);
  - b) otherwise do nothing.

The hidden variables \( h_i \), as mentioned above, can assume a number \( K \) of values (states), and their initial value is not particularly important. The number \( K \) of states should generally scale as \( \sqrt{N} \) and has an optimum whose precise value depends on the details of the problem under consideration. The probability \( p_s \) in rule R3 must be larger than 0 and also generally has an optimal value which leads to the highest storage capacity and/or fastest convergence to a solution. Simulation experiments, however, showed that the precise choice of neither of these two parameters is critical to achieve good performances, provided both are sufficiently large.

As it will be shown in the next sections, the binary synapses with hidden state can be accurately emulated by means of a memristor thanks its property of being modulated via flux or charge and eventually some additional state variables. Following the definition of memristor given in [1, 26], considering equations (2.3) and (2.5)
it is possible to write \( \tilde{y}_i = M(x_i; \tilde{u}_i)\tilde{u}_i \) where \( x_i \) is a memristor state variable, \( M(\cdot) \) is the (normalized) memconductance and \( \tilde{y}_i \) and \( \tilde{u}_i \) are the (normalized) current and voltage, respectively. Assuming that the (normalized) voltage applied to memristor \( \tilde{u}_i \) is the binary pulse \( u_i \) (i.e. \( \tilde{u}_i = u_i \)), the (normalized) current has a binary values (\( \tilde{y}_i \in \{0, 1\} \)) defined as follows:

\[
\tilde{y}(t) = M(x_i, u_i)u_i = H[G_{on}x_i + G_{off}(1 - x_i) - G_\theta]u_i
\]  

(3.4)

where \( G_\theta = 0.5(G_{on} + G_{off}) \), \( G_{on} \) and \( G_{off} \) are menuctance of the memristor at the high and low conductive states respectively. It follows that the perceptron composed by a single layer of memristor binary synapses is able to implement the SBPI algorithm, considering equation (3.1).

From what above described it is possible to note that since the actual output of the device only depends on the sign of \( h_i \), and since the update rules only define increments and decrements of those quantities with no regard for their actual value except for the sign, this system is inherently capable to deal with significant levels of noise and heterogeneities in the behaviour of the memristive elements. In other words, the values of \( h_i \) don’t need to be controlled with the same level of precision and reliability which is commonly required in standard digital electronic elements (and which would be required by a more traditional neural network model with multi-state synapses and trained via back-propagation such as the one prototyped in [115]).

### 3.2 Memristor-Based SBPI Perceptron Design and Implementation

In the following paragraphs it will be presented the layout and the design of a memristor based circuit capable of implementing the afore described SBPI algorithm. The circuit was designed on a Spice simulation software and has been assessed to understand whether the system is able to reproduce with fidelity the desired learning scheme.

The choice of the correct memristor model, that is capable of simulating the desired element to implement in the system is crucial for the understanding of the
system’s behaviour during its functioning. Taking inspiration from the work of Ascoli et al. (the GBCM model) it is possible to simulate with high efficacy a wide range on memristive elements based on their behaviour.

In the following paragraphs of this section a brief description of the GBCM is provided as well as a deep insight of the memristive circuit used for this analysis.

### 3.2.1 Generalized Boundary Condition Memristor Model

From the considerations of Prof. Eshraghian [119] a good memristor model should take into account activation-based dynamics in certain physical memristors, such as memory cells exhibiting bipolar off-to-on (on-to-off) resistance switching under supra-threshold excitation due to dynamic metallic filament formation (rupture). Let $D$ denote the length of a nano-film and $x = w/D \in [0, 1]$ represent the longitudinal extension of the conductive part of the nano-film (e.g. the length of the $\text{TiO}_2-x$-based layer in the Titanium dioxide memristor or the length of the metallic filament in CBRAMs). The model equations are:

\[ \frac{dx}{dt} = k_i(t) f_p(x(t), v(t)) \tag{3.5} \]
\[ i(t) = W(x(t)) v(t) \tag{3.6} \]

where $k \in \mathbb{R}$ is a constant depending on physical properties of the memristor (its dimensions are $C^{-1}$, thus it is also referred to as memristor charge normalization factor). $W(x(t))$ describes the state-dependent memory-conductance expressed by:

\[ W(x(t)) = \frac{G_{on}G_{off}}{G_{on} - \Delta G x(t)} \tag{3.7} \]

where $G_{on}$ and $G_{off}$ indicate the memory conductance of the device in the on- and off- state respectively. $\Delta G = G_{on} - G_{off}$. On the other hand $f_p(x(t), v(t)) \in [0, 1]$ is a parametrizable function that describes the activation dynamics of the device under boundary conditions. In our model $f_p(x(t), v(t))$ is described as follows:

\[ f_p(x(t), v(t)) = b + \frac{a-b}{2} (\text{sign}(u-u_{t0} - \text{sign}(u+u_{t1}))) \quad \text{if} \quad x \in (0, 1) \tag{3.8} \]
\[ f_p(x(t), v(t)) = c \ \text{stp}(u-u_{th0}) \quad \text{if} \quad x = 0 \tag{3.9} \]
\[ f_p(x(t), v(t)) = c \ \text{stp}(-u-u_{th1}) \quad \text{if} \quad x = 1 \tag{3.10} \]
where $a$, $b$ and $c$ are constant parameters that depend on the physical properties of the material regarding the device. The values $u_{t0}$ and $u_{t1}$ are the energy thresholds needed to observe an increase of the evolution of the activation and deactivation dynamics respectively, and $u_{th0}$ and $u_{th1}$ are the energy thresholds needed to observe a formation or a rupture of the oxide filament respectively. $\text{sign}(\cdot)$ and $\text{stp}(\cdot)$ are unitary sign and step function respectively. In the Figure 1.2 shown in the work of Ascoli et al. [21] it is can be observed that the memristance per se is controlled through the capacitor $C$ which is connected to two state cells (on and off). These two cells have the purpose of maintaining the charge of the capacity in its boundary given conditions. In our case the voltage with which it is possible to charge $C$ was set to be $v_x \in [0V, 1V]$. The activation cell charges the capacity following the trend set by $f_p(x(t), v(t))$ when $x(t) \in (0, 1)$.

### 3.2.2 Memristor-Based Perceptron Circuit Design

In order to implement a circuit able to perform the tasks required for the SBPI algorithm, it was necessary to generate a binary response to the $\zeta$ patterns presented to the system. Figure 3.1 shows the circuit that was designed to enable a binary response for each memristor implemented in the system, named Binary Synapse Unit (BSU). In figure are represented two branches, one named "reference" branch and the other "synapse" branch. The latter is recognizable from the figure since it is the one connected with the memristor. The voltage source on the "synapse" branch $V_s$ has the scope to deliver the given input to the system ($\zeta$) or to give an impulse able to change the memristance according to the SBPI algorithm (see paragraph 3.1.1 for details). In other words the impulses received by the memristor have to be of two kinds: "reading" inputs and "writing" inputs, which will be characterized in paragraph 3.3.1. When a "reading" input is delivered by $V_s$, the currents flowing through the "synapse" branch, and so through the memristor, must be summed and compared with the reference current ($I_{ref}$) representing the threshold. Still in Figure 3.1 the resistance on the "reference" branch must have a value equal to half of the memristive dynamics ($R_{mem} = (R_{off} + R_{on})/2$). This choice was done in order to compute a "high" or "low" value of $w_i$ with respect to a $h_i$ state supra- or under-threshold.

A current comparator was designed with a pMOS current mirror. In order to prevent an inverse flow of current from the memristors, a nMOS current mirror was used. Both are shown in Figure 3.2. The two outputs were then compared through
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Fig. 3.1 BSU implementing a memristor. In the figure "CM" stands for Current Mirror. $V_s$ and $V_{ref}$ are the input and reference voltage generators of the binary synapse unit. "Mem" identifies the memristor in the device. Refer to the following figures for the specific circuit element implementation.

the use of a CMOS comparator in order to obtain two logic states (0 or 1), depending on the current flow from the memristors. CMOS technology in fact is capable of a current "pull-up" and "pull-down" thanks to its pMOS-nMOS connections. In this case the CMOS system was cabled as a logical NOT port. All the CMOS logic and the circuit elements of the system are powered through the pins $S_1$, $S_2$ and $S_3$ (referring to Figures 3.1, 3.2 and 3.4) from a supply voltage $V_{AI} = 3.3V$.

In order to perform the SBPI algorithm all the outputs of each binary memistor unit must be somehow summed and, referring to equation (3.3), compared with the threshold $\theta$ and to compare the outputs of the system with the desired response $\sigma$. Figure 3.3 shows the Memristor Contribution Sum Unit (MCSU) which was implemented with an op-amp with an adder configuration (in figure labeled as $\Sigma$). As in most cases, also the SBPI perceptron is made up by an array of synaptic elements, as to render more realistic soma dynamics [120–126]. This solution permits to sum the binary voltages instead of the currents which results to be more efficient on the circuitry design level, avoiding the entrance of noise phenomena. The output of the MCSU ($I_{Sum}$) is sent to the sigma Calculator Unit (SCU) depicted in Figure 3.4. This unit compares the output of the memristor binary synapses at the given time point $\tau$ with the desired output of the specific pattern $\zeta^x$. The $\theta$ threshold is given by the $V_\theta$ (Figures 3.3 and 3.4) through a voltage supplier and the comparison is made
by pMOS/nMOS current mirrors as in the binary synapse generator unit (shown in Figure 3.1).

The whole system was then connected to a control unit (CU) whose purpose is to perform a back propagation of the resulting $\Delta$ for the given pattern. During the back propagation the CU performs three different tasks. If the stability parameter shows that for the analyzed pattern its desired output is given correctly by the system, and that the flipping of single variable would not change this ($\Delta > 0$), then sends to the binary synapse, as well to the rest of the system, the next pattern in line. In the case the sigma calculator unit computes a given $\Delta < 0$, the CU sends a "writing" input to the binary synapse able to change the memristances to the according $h_i$ state (rule R2), then sends the next input pattern in line. Lastly, when a small $\Delta$ is computed (more precisely $0 \leq \Delta \leq 1$), it sends "writing" inputs to the memristors according to the afore described rule R3. Rule R3 is triggered by the stochastic variable $p_s$, but in order to understand which memristance has internal state $w_i$ close to 0 a positive unitary writing input, followed by a negative one (zero mean signal) is sent to each BSU singularly. If during this phase the output of the single synapse changes then the given memristance is changed according to the rule. As afore mentioned, the precise characterization of the "writing" and "reading" signals is presented in paragraph 3.3.1.
Fig. 3.3 MCSU. The elements represented in the figure refer to the other descriptive circuit figures. The SCU is the sigma calculator unit depicted in Figure 3.4, while the BSU are the binary sinapse units depicted in Figure 3.1. The resistances $R_1$ to $R_N$ have all the same value, so that the contribution of each synapse to the system depends only on the memristance value obtained through the algorithm.

In conclusion, the CU can be seen as a changing state machine with nine states. Figure 3.5 shows the workflow diagram of the CU and the conditions for the state changes. State 0, which resets the system, is called when the perceptron is programmed to learn a new rule from a whole new set of $\zeta$ patterns. In this case all the memristors are set to the internal state $h_i = -1$ so $R_{\text{mem}} = R_{\text{off}}$. The pattern generation implemented in State 1 on the other hand has the purpose to send to the binary synapses the next pattern of the set. As mentioned at the beginning of this paragraph, the inputs sent to the memristors must be of two kinds: a "writing" one and a "reading" one. While in the first case the impulse has the ability and the scope to change the memristance, and thus the internal state of the given element, the reading input must not change the memristance, but must generate at least a low current flow through the memristor.
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Fig. 3.4 SCU. The output of this unit (σ) is the input of the control unit (CU) and with respect to its value the SBPI perceptron will perform the algorithm according to the computed stability parameter ∆. $I_{\text{Sum}}$ is the current out-flowing from the MCSU (refer to Figure 3.3), acting as an input to this unit in order to perform the SBPI.

3.3 Functional and Learning Efficiency Essays on the Memristive Perceptron

The circuitry described in paragraph 3.2.2 was designed on a Spice simulation tool, and several essays were performed in order to evaluate the functionalities of the binary synapse with the GBCM model and the learning efficiency of the system itself. The functional simulations were done on simple circuits composed of the memristor alone connected to a voltage supply and an ammeter and on the binary synapse system. In the first case the goal was to evaluate the writing and reading inputs since, as previously explained, the reading impulses must not change the memristance, so the element must work as a passive resistor. The trials on the binary synapse circuit alone were performed to evaluate and dimensionally establish the voltage $V_{\text{ref}}$, in order to set the binarization threshold at half of the memristor dynamics.

In a second set of tests, the whole perceptron was trained, to evaluate the learning behaviour and efficiency of the system while varying the $\theta$ threshold and the $\alpha N$ number of $\zeta$ patterns per set, and subjecting the system to different kinds of noise conditions. For all the mentioned simulations (all performed on PSpice), the memris-
Fig. 3.5 Workflow diagram of the Control Unit designed as a changing state machine.
tors were set to have \( R_{on} = 10\Omega \) and \( R_{off} = 1k\Omega \) and the perceptron was mounted implementing \( N = 700 \) memristors. In the following subsections each trial will be presented with their respective results, and their implementation will be explained more in detail.

3.3.1 "Read" and "Write" Impulse Characterization

As previously described, a simple circuit presenting a memristor coupled with a voltage source and an ammeter was designed and used for this essay. Considering that in our specific case the perceptron was designed to be controlled by voltage impulses to the memristors, our elements are to be considered flux-controlled. The perceptron as presented in the introductory section of this work is based on logical digital circuit elements. In order to better engineer the control on the memristance variation we chose to design a system which differentiates its reading and writing inputs by their time duration rather than amplitude. This choice allowed us to generate the impulses directly from the supply voltage of the system (set at 3.3V).

Several single impulses were given to the memristor at the same amplitude (3.3V) while varying their frequency. Since the dynamical behavior of the memristor (when \( R_{on} < R_{mem} < R_{off} \)) is non-linear with an exponential trend, the memristor was set to \( R_{mem} = 0.95 (R_{on} + R_{off}) \), since the memristance changes more for smaller values of \( \phi \) when it is closer to \( R_{on} \). This phenomenon can be explained by the length of the conductive nano-filament in the device. When the \( w/D \) ratio is higher, the nano-filament is closer to the border opposite to its origin. In this case smaller values of flux can determine greater changes in the length, compared to when \( w/D \) is close to 0.

From Figure 3.6 it is possible to see the variation of the memristance with respect of the frequency of the impulses. As predicted the variations are lower for high frequencies since the voltage fluxes in the device are lower. A frequency of 1GHz was considered to be acceptable since the memristance in this particular case the memristance changed from a value of \( R_{before} = 959.5\Omega \) to a resistance value of \( R_{after} = 961.71\Omega \). Considering that the memristor will be coupled with the rest of the binary synapse circuitry, the equivalent resistance "seen" by the element will be considerably higher, so we would expect even lower memristive changes to the same kind of input. By these means a perceptron with a synchronized control unit was
designed. By programming the control unit with an internal clock with frequency around 1GHz it was possible to vary and identify reading and writing inputs by simply controlling the time period of the various impulses sent to each element. This was done by setting the duration of States 5 and 6 in the changing state machine according to the required $K$ internal state subdivision of the memristances.

### 3.3.2 Binary Synapse Threshold Characterization

Referring to Figure 3.1 the binarization of the synapse depends on the comparison of the current flowing through the pMOS mirror (reference) and the one flowing through the

return a current with a "high" logical state value, while on the other hand with a "low" one. Since the current flowing through the pMOS mirror is fixed and will never change, the variation between the two logic states is only given by the variation of the memristance on the nMOS mirror branch. By setting $R_{\text{mem}} = (R_{\text{on}} + R_{\text{off}})/2$ and the voltage given by the voltage supply $V_{\text{ref}} = 3.3V$ and sending a DC voltage with the same amplitude to the memristor, we could verify that the binarization threshold was set at half of the memristive dynamics ($h_t = 0$).

From Figure 3.7 it is possible to see that the response of the system changed to a high logical state (1 in the figure) as soon as the memristance reached half of
the element’s activation dynamics. Referring to the SBPI algorithm, described in the previous sections, this kind of response allows the computation of the synaptic weight $w$ for each element composing the perceptron.

### 3.3.3 Perceptron Learning Efficiency Essays

The perceptron efficiency essays were performed using two different perceptrons, one functioning as teacher and the other as student. The teacher and the student were built with the same number of synapses. The teacher was built as a completely passive system whose synaptic weights were randomly chosen and fixed, and its purpose was to determine the desired output for each given randomly generated input pattern $\zeta$. The student on the other hand evolved and changed the internal states of its synapses according to the SBPI algorithm. With this setting, the goal for the student is learning to reproduce as closely as possible the behaviour of the teacher from a limited set of examples.

While the teacher perceptron is purely computational and used as a tool to interact with the system, the student perceptron model was mounted using PSpice and Simulink simulation tools in order to simulate a model for the circuitry and the control unit of the system respectively. The two tools were set to communicate thanks to the Cadence simulation tool SLPS. Thanks to the tests described in the
previous sections it was possible to set all the parameters of the system in order to operate in a more realistic and precise manner. The number of synapses was arbitrarily set to be $N = 700$ and the number of internal states per synapse was set to $K = \sqrt{700}$. This subdivision does not derive from an internal characteristic of the elements. The number of internal states is given by the precise choice of the time period of the writing inputs sent to the memristive layer since it indirectly affects the total number of patterns that can be acquired by the system. With the chosen value, at each step the resistance variation would be around the 3% of the total resistance span.

The goal of the test was to train the student to reproduce the behaviour of the teacher, changing the parameters used to perform the algorithm. At first a set of $\alpha N$ training input patterns ($\zeta_{\text{train}}$) were sent to the teacher, whose synaptic weights are fixed. The teacher’s outputs to each pattern were recorded and used to train the student as desired outputs ($\sigma_d$). Each input pattern was then sent to the student with the respective desired output and its memristances changed according to the rules of the SBPI trough "writing" impulses as described in the previous paragraph. After all the patterns in the training set have been presented to the student, a second set of $\alpha N/5$ of inputs ($\zeta_{\text{test}}$) was sent both to the teacher and to the student. In this case the input patterns were sent to the student with "reading" impulses, without changing the synaptic weights. The outputs of the two systems were compared giving the learning efficiency of the system as shown in Figure 3.8. This whole procedure was repeated until the student achieved a perfect pattern classification efficiency, or a predetermined maximum number of presentations of the whole training set was reached. For each presentation the given training input set was never changed, while on the other hand a new test input set was generated from scratch every time.

For this kind of test the parameter that most affects the learning efficiency of the system is the number of patterns used to train the student ($\alpha N$). For this reason a set of $\alpha$ values was chosen ranging from $\alpha = 0.01$ to $\alpha = 0.1$ with intervals of 0.01 and from $\alpha = 0.5$ to $\alpha = 1.5$ with intervals of 0.25. For each $\alpha$ value, 100 training and test procedures were performed. For each essay a $\theta$ threshold was randomly chosen from a set that ranged from $\theta = 0.06N$ to $\theta = 0.36N$. The maximum number of presentations of the training set to the system was set to 700. The rule $R3$ probability parameter was set to $p_s = 0.3$. 
Fig. 3.8 Graphical description of the test and training procedure performed on the system. Two sets of inputs are given to both the student and the teacher. The student has the goal to return the same outputs of the teacher, learning its "implicit" rule. The colours of the arrows state the relation between the inputs and the given outputs.

Figures 3.9 and 3.10 show the results obtained by training the system with different training set sizes. In Figure 3.9 it is possible to see that, as expected, with small values of $\alpha$ (i.e. in the so-called under-sampling regime) the system was not able to apprehend precisely the rule imposed by the teacher, not even in 700 set presentations (as showed in Figure 3.10).

Fig. 3.9 Graph showing $\alpha$ vs. mean efficiency of each training-test trial. Increasing the size of the training input set it is possible to notice that the efficiency of the SBPI perceptron reaches 100%.

On the other hand, as shown in Figure 3.10, greater values of $\alpha$ tend to decrease the needed number of presentations in order to reach the maximum efficiency. The
results reported in Figures 3.9 and 3.10 show that if the training input set is too small, when there is not enough information contained in the training data about the rule, the student is only able to approximate the teacher’s behaviour, while given enough patterns the learning becomes perfect after just a few presentations per pattern (only one for $\alpha = 1.25$ or greater).

![Graph](image)

Fig. 3.10 Graph showing $\alpha$ vs. mean number of presentations needed for each training-test trial. For small $\alpha$ values there is not enough information in the training set to infer the teacher’s rule, and thus the number of presentations per patterns is saturated without reaching efficiency 1; beyond a critical value of $\alpha$, however, only a few presentations per pattern are sufficient to achieve perfect learning.

### 3.3.4 Statistical Analysis on the Learning Efficiency of the Memristor-Based SBPI Perceptron

A further analysis has been done on the memristor-based SBPI perceptron regarding its learning efficiency related to the input sets given to the system. The scope of this essay is to understand whether the SBPI perceptron’s response is affected on how the rule is posed during the training session changing the parameters of the system.

A simulation model of the SBPI perceptron was built with the possibility to tune the thresholds $\theta \in \{0.06N, 0.11N, 0.16N, 0.21N, 0.26N, 0.31N, 0.36N\}$ chosen around the optimal value 0.21N provided in [34]. The perceptron for this simulation is built with a number of synapses $N = 700$. For each $\theta$, 1000 binary random input pattern sets and the correspondent binary desired outputs is created. For each input set the system is trained according to the SBPI and the learning efficiency is computed (as reported in the previous section). After the efficiency is computed all the memristor synapses are reset to the initial conditions $G_\theta$ (see paragraph 3.1.1).
before beginning the next training session. All the desired outputs in the training sessions are calculated according to four logic rules (proposed in [127]):

$F1$) **Not**: if more than the 50% of the inputs is 1 return $y = 0$;

$F2$) **Buffer**: if more than the 50% of the inputs is 1 return $y = 1$;

$F3$) **And**: if more than 50% of the first 350 inputs and more 50% of the second 350 inputs is 1, return $y = 1$;

$F4$) **Nand**: if more than 50% of the first 350 inputs and more 50% of the second 350 inputs is 1, return $y = 0$.

The four logic rules $F_k (k = 1, \ldots , 4)$ are chosen randomly with equiprobability at each training essay. In order to find eventual outliers among the data two different methods are used: the Chauvenet and the Modified Inter-Quartile Range method (MIQR) [128].

Due to the large number of samples, MIQR is preferred to the simple IQR, that in this case could be too restrictive. The acceptance range of the MIQR is between $4IQR$ and $4IQR(1 + 0.1 \log(n = 10))$. Considering $Q1$ and $Q3$ the first and third quartiles respectively, the data that resides between $Q1 - 1.5IQR(1 + 0.1 \log(n = 10))$ and the acceptance range, and between $Q3 + 1.5IQR(1 + 0.1 \log(n = 10))$ and the acceptance range are considered mild outliers. All the rest are considered extreme outliers.

On the other hand, Chauvenet developed a method to detect outliers through the belief that in any kind of observation, one out of two replications of the same experiment is observed with a measurement mistake. The probability to mistake the measurement is to be considered approximately equal to $p \approx 0.5/n$, where $n$ is the number of observations. Probability $p$ can be used to mark off the two tails of the data distribution, where the experimental results should be considered outliers. According to the number of the observation, MIQR method should be less strict, while Chauvenet’s strictness is less dependent from the size of the set of data. In both cases no outliers were detected from the data.

By evaluating Figures 3.11 and 3.12 it can be seen that the data is not to be considered normally distributed. Through the evaluation of the histograms (see Figures 3.11 and 3.12) it can be noticed a bimodal shape, entailing the presence of a mixture. In other words the data distribution might be obtained by the sum of two or
more normal distributions with different characteristics. In order to better understand this phenomenon, for each data set (and for each value of \( \theta \)), a frequency histogram is plotted overlapped with a kernel. The kernel has the scope to envelope the data through a low-pass filter in order to obtain the curve which can better represent the distributions. Figures 3.11 and 3.12 show the frequency histograms for each chosen \( \theta \) value with the computed kernel overlapped.

Observing the various kernels the mixture assumption might be considered true. In order to prove this a \( \chi^2 \) analysis is performed for each distribution. In some cases the kernels can considered to be composed of two curves in other cases (\( \theta = 0.11N \), \( \theta = 0.16N \) and \( \theta = 0.21N \)) whereas there are cases in which the kernel can be considered composed of three curves. In Table 3.1 are reported the obtained values of this analysis.

The variable shown in Table 3.1 are the results on the \( \chi^2 \) analysis for each kernel. Furthermore, \( \mu \) are the mean values of the distributions composing the kernel and \( \sigma \) are the respective standard deviations, \( \chi^2_{upper} \) and \( \chi^2_{lower} \) are the upper and
Fig. 3.12 Frequency histogram for $\theta = 0.26N$, $\theta = 0.31N$ and $\theta = 0.36N$ with overlapped kernel curve (red line).

lower boundaries of the $\chi^2$ distribution (with $\alpha = 0.05$) and the given degrees of freedom (DOF). Finally, $\chi^2_{\text{experim}}$ are the values obtained of the $\chi^2$ analysis of the experimental data of the given distributions and $\%_1$, $\%_2$, and $\%_3$ are the coverage percentages of the normal distributions forming the curve.
Table 3.1 Results of the $\chi^2$ Analysis for Each Kernel

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>0.06</th>
<th>0.11</th>
<th>0.16</th>
<th>0.21</th>
<th>0.26</th>
<th>0.31</th>
<th>0.36</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1$</td>
<td>0.58</td>
<td>0.54</td>
<td>0.58</td>
<td>0.54</td>
<td>0.59</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>0.73</td>
<td>0.68</td>
<td>0.66</td>
<td>0.60</td>
<td>0.75</td>
<td>0.73</td>
<td>0.70</td>
</tr>
<tr>
<td>$\mu_3$</td>
<td>-</td>
<td>0.75</td>
<td>0.80</td>
<td>0.76</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
<td>0.06</td>
<td>0.05</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>$\sigma_3$</td>
<td>-</td>
<td>0.02</td>
<td>0.05</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$%_1$</td>
<td>0.18</td>
<td>0.09</td>
<td>0.04</td>
<td>0.12</td>
<td>0.26</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>$%_2$</td>
<td>0.82</td>
<td>0.34</td>
<td>0.06</td>
<td>0.19</td>
<td>0.74</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>$%_3$</td>
<td>-</td>
<td>0.55</td>
<td>0.90</td>
<td>0.69</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\chi^2_{upper}$</td>
<td>32</td>
<td>32</td>
<td>33</td>
<td>30</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>$\chi^2_{lower}$</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>$\chi^2_{experim}$</td>
<td>30</td>
<td>24</td>
<td>15</td>
<td>22</td>
<td>27</td>
<td>31</td>
<td>27</td>
</tr>
<tr>
<td>$DOF$</td>
<td>18</td>
<td>18</td>
<td>19</td>
<td>17</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

From the results in the table follows that the kernels are to be assumed as mixtures of two or three normal distributions. As a consequence the set input should be considered as formed by two or three groups of data suffering from the effect of one factor in systematically different ways, or suffering each one the effects of two or three different factors. This could be a possible cause of the actual formation of the mixture of normal distribution observed.

From the point of view of the SBPI perceptron it has been possible to identify the causes that led to a bi-modal distribution of the learning efficiency. Since the patterns are presented to the single layer of memristive binary synapses are randomly chosen, the respective sets could or could not be well selected. As a matter of fact the memristor based perceptron presented and described in this chapter presents a higher learning efficiency when the "true states" present in the input pattern set are higher than the "false" ones in a given range. The best true/false ratio was found to be around 60% true and 40% false for all the chosen $\theta$ threshold values. The SBPI perceptron must be able to recognize true facts rather than patterns which mathematically are excluded from the sub-set regarding the given rule.

As a matter of fact only false patterns would set all the memristors in a low state, avoiding the flow of current through the perceptron (i.e. $y = 0$). On the other hand only positive patterns would set all the memristors in a high state which would be
too sensible. Numerical simulations has allowed to make clear how the performance of the SBPI algorithm are strongly influenced by the input training patterns.
Chapter 4

Memristive Systems for Clinical Assessment of Chronic Wounds

In chapters 2 and 3 it has been introduced and presented a thorough analysis of memristive devices and systems proving their computing capabilities and their theoretical implementation. From the knowledge gained it is possible to design systems that have real life utility for a specific application. In this chapter it will be introduced a system capable of gathering images though a digital camera and analyze them detecting specific objects and taking measurements through an algorithm named cellular automaton [31]. Moreover it will be demonstrated how this system is capable, with additional light sources, to return 3-dimensional information from the detected objects. The possible applications for such system are many that range from industry to defence. In our particular case the device here introduced has been built, thanks to the cooperation of the Associazione Italiana Ulcere Cutanee (AIUC) and its former president and founder Dr. Elia Ricci, for the remote and automatic detection and assessment of chronic wounds.

In this chapter, after a brief overview on the clinical aspects regarding chronic wounds, a deep description of the developed system will be provided. It will be introduced the cellular automaton as a powerful computational bio-inspired algorithm and how it has been implemented in the proposed system. Moreover it will be provided a description and analysis of the design of the device that was developed as will be provided the results of the pre-clinical trials performed on more than 200 patients, proving the classification and processing capabilities of the system.
4.1 Clinical Overview

Chronic wounds are wounds that have failed to proceed through an orderly and timely reparative process to produce anatomic and functional integrity over a period of three months [129]. Chronic wounds are traditionally divided into three major groups: venous leg ulcers, diabetic foot ulcers, and pressure ulcers. In developed countries, 1-2% of the population will experience a chronic wound in their lifetime [130]. It is expected that the number of chronic wounds will increase worldwide due to an increase in lifestyle diseases, such as diabetes, obesity, and cardiovascular diseases.

In the United States, chronic wounds affect 5.7 million people, costing an estimated 20 billion dollars annually, and there has been an increase in hospital stays for pressure ulcers by approximately 80% from 1993 to 2006 [131].

The lack of appropriate clinical assessments of patients with chronic wounds has often led to longer treatment periods and improper or ineffective care [131–133]. Therefore, it is essential to accurately and frequently monitor disease progression in order to give physicians a chance to optimize therapy. Today’s treatment methodology consists of weekly examinations where the doctor evaluates the granulation tissue and the size, depth, colour of the wound. The most common methods used by clinicians are mainly based on manual approaches for estimation of the area of the wound and, therefore, suffer from high inaccuracy. These methods may be divided into techniques that measure area and perimeter, and techniques that measure volumetric information. The first method uses a ruler (or a caliper) to measure the major and minor axes of the lesion. Based on these two measurements, the area of the wound is estimated as a rectangle or as an ellipse. In either model, the decision of the major axes is subjective and has an impact on the variability of the method. In the second approach a transparent film is placed over the wound and the outline is traced with a permanent marker. Afterwards, the film is placed on a metric grid and the area is measured by counting the number of squared millimetres contained within the outline. This process is also prone to human error. Several studies have shown that the predominant factor contributing to measurement errors is the incorrect and inconsistent identification of the wound border due to poor definition or subjectivity of the process. In addition, the number of partial squares on the grid inside the outline and the thickness of the marker may cause some inaccuracy.
All the described techniques require direct contact with the wound to measure or estimate its area. Some other techniques have been evaluated, including digital planimetry, photography, stereophotogrammetry, digital videometry, and laser scanning. All these techniques have displayed limits due to subjective interpretation and changing environmental conditions.

As it will be shown in the following sections of this chapter the system here presented is able to detect wounds in pictures taken with digital photography devices and as afore mentioned measure and gather 3D information from them that are useful to the physician for the correct diagnosis, posology and classification of the wound [134]. Thus, direct contact with the wound is not necessary. By using this approach, we believe that the quality of life for patients could be improved and that physicians would be able to treat more patients due to robust digital support.

4.2 Cellular Automaton and Discrete Time Cellular Neural Networks

A cellular automaton (CA) is a discrete time-space model used to study computability theory [31]. It was first theorised by Satnslaw Ulham and John von Neumann in the late 1940s and later defined by Stephen Wolfram. Cellular neural networks took inspiration from CAs when were developed. The assimilation between the two is possible since memristive CAs are able to perform similar functions due to their dynamic non-linear structure defined by coupling identical simple dynamical elements named cells [102]. Since the 2008 first nanoscale memristor industrial fabrication [2], the impact of CAs in the scientific community was enhanced due to the fact that physical memristive elements could be implemented in systems performing such algorithm.

As mentioned above CAs can be used in different fields of computational theory. Mostly they are exploited for image processing and through them it is possible to model several operators (example in Figure 4.1). Moreover they are proved to be a powerful tool for simulating and predicting local phenomena: for example it is used to predict DNA filament movement or the mitigation of sound in buildings.

The CA consist in a regular grid of cells, each one with a finite number of states. The grid must be of finite dimensions. The states of the cells composing the grid at
time instant $t=0$ are the initial states of the automaton and are arbitrarily set. At each
time point the combination of the cell’s states forms a generation. The generational
evolution occurs at specific discrete time instants and it depends on the state of the
previous generation. More precisely each cell changes its state from a generation to
another depending on its previous state and/or on the states of the surrounding cells.
The possible number of rules that the system can implement strongly depends on
surrounding radius that effects the change of the given cell. Supposing to have an
array of $n$ cells and the generational evolution of a given cell of the system is given
by its actual state (1 or 0) and the state of the two adherent cells then there are $2^3 = 8$
possible combinations that lead to $2^8$ possible rules.

From Wolfram’s definition a system must present the following characteristics in
order to be defined a CA [31]:

1. there must be a spatial representation of the involved entities;

2. uniformity: or in other words all the entities must have the same characteristics
   and must be identical other than interchangeable;
3. locality: each entity changes its state from a generation to the other taking into account the states of the entities within a given surrounding radius.

Still, from Wolfram’s theory, CAs can be described as a fourfold \(<d, Q, N_n, f>\)

where

1. \(d\) is the dimension of the CA;

2. \(Q\) is the space of the states which the cells can assume;

3. \(N_n\) is the neighborhood index which describes the region of influence of the other cells for the given cell’s state change;

4. \(f\) is the generation transition function which describes the state change of each cell at each time instant \(t = \tau + nT\), and must be a function of a cell neighborhood described by parameter \(N_n\).

Furthermore, as described in details in [41], memristive CNNs, in particular discrete time cellular neural networks (DTCNNs), can be assimilated to memristive CAs. As reported Itoh and Chua first described an implementation of a cellular automaton with inputs using memristors. the dynamics of their system were given by

\[
y_{i,j}(nT) = M\left(\sum_{g,l\in(-1,0,1)} a_{g,l}y_{i+g,j+l}((n-1)T) + \sum_{g,l\in(-1,0,1)} b_{g,l}u_{i+g,j+l}((n-1)T) + \Delta T\right)
\]

where \(y\) is the output or in other words the state of the cell and \(u\) are the external inputs of the system. \(T\) is the time period in which there is a new input and, therefore, a new generation change in the system, while \(\Delta t\) represents the charge accumulation in the memristor during the previous generations. \(a_{g,l}\) and \(b_{g,l}\) are elements of two distinct matrices \(A\) and \(B\) which both have size \(G \times L\). \(A\) is the template that contains the weights given to the neighbour cell states (feed-forward) and \(B\) contains the weights given to the external input (feed-back). \(A\) and \(B\) are the necessary sufficient elements, which describe the imposed rules to the memristor CA. Function \(M(\cdot)\) denotes the memristance change function. The circuit implementation of Itoh and Chua for a memristive CA is shown in Figure 4.2.
Fig. 4.2 In figure the theoretical circuit memristor implementation for a memristive CA taken from [41]. From their model it is possible to see that the inputs to the cell are given through a signal generator. The inputs can be of two kinds: internal (the state of the surrounding cells) and external (the inputs that come from the external environment), in figure represented with pink and blue signal generators respectively.

### 4.2.1 Cellular Automata and Stochastic Belief Propagation Inspired Perceptron Equivalence

Previously in this section, was introduced the cellular automata by which Itoh and Chua managed by the memristances of each cell [41]. The CA that is presented hereafter exploits the BPI algorithm (described in paragraph 3.1.1). Initially for the first simulations, the cells have been assimilated with mathematical models of memristors (see [42] and [21] for further details, introduced in chapters 2 and 3 respectively). Though the SBPI has been deeply described in the previous chapter, in this paragraph will be briefly reported once more the general rules for the sake of clarity with the equivalence here provided.

The SBPI algorithm [34], as mentioned before works throughout a single layer of cells called synapses. Each synapse returns a binary value, which depends on the actual memristance values of each cell. For the SBPI, it is necessary to compute the "normalized" memristance of each cell $h_i \in [-1, 1]$ subdivided in $k$ discrete steps. The highest possible resistance of the single element ($R_{off}$) corresponds to $h_i = -1$, and viceversa the lowest possible value ($R_{on}$) corresponds to $h_i = 1$. All the normalized memristances are to be commuted into synaptic weights as
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\[ w_i = \frac{1}{2}(\text{sign}(h_i) + 1), \]

where \( \text{sign}(\cdot) \) represents a signum function. According to the given rule intended to be learned by the system, it is necessary to set a threshold parameter \( \theta \in [0, N] \) where \( N \) is the number of cells composing the array. Given a set of binary input patterns \( \zeta_i \), and for each pattern a desired output \( \sigma_d \), which as said is also binary, that follows the implemented rule it is possible to calculate the total current flowing from the cells as \( I = \sum_{i=1}^{N} w_i \zeta_i \). Once computed the "stability parameter" as \( \Delta = (2\sigma_d - 1)(I - \theta) \), the evolutionary change may be described by the three following rules:

- **R1)** if \( \Delta \geq 0 \), then all \( w_i^{\tau+1} = w_i^{\tau+1} \);
- **R2)** if \( \Delta < 0 \), then all \( h_i^{\tau+1} = h_i^{\tau} + 2\zeta_i^{\tau}(2\sigma^{\tau} - 1) \);
- **R3)** with probability \( p_s \in [0, 1] \), if \( w_i^{\tau} > 0 \) then \( h_i^{\tau+1} = h_i^{\tau} - 2\zeta_i^{\tau} \), else \( h_i^{\tau+1} = h_i^{\tau} + 2\zeta_i^{\tau} \).

In order to find an equivalence between the CA described in equation (4.1) and a CA built using the SBPI, several arrangements have to be made on the parameters of the algorithm. The probability \( p_s \) was set to zero in order to have total control of the generation changes of the states of the cells composing the system. The number of states \( k \) was set equal to 2 in order to have \( h_i \in \{-1, 1\} \) significantly cutting down the computational complexity. Combining \( R1 \) and \( R2 \) with the definition of stability parameter \( \Delta \) function \( J(\cdot) \) can be obtained, which describes the evolution dynamics of the cells:

\[ J_i(\zeta, \sigma_d) = h_i^{\tau+1} = h_i^{\tau} + 2\zeta_i^{\tau}\frac{\text{sign}(\Delta) - 1}{2\text{sign}(I - \theta)} \]

(4.2)

\( \tau \) in \( R1, R2, R3 \) and \( J(\cdot) \) denotes the time point of a given generational change. As it is possible to see from equation (4.2), \( J(\cdot) \) is the function that states the weights given to the inputs (\( \zeta_i \) and \( \sigma_d \)).

In our BPI-CA the actual cells that evolve during the process are posed in three memristor-composed matrices with the same size of the analyzed image (\( H_r, H_g \) and \( H_b \)). This is so since differently from normal CA use (grey tone image processing and filtering), the BPI-CA can be used to elaborate full colour map images (RGB). As an initial condition, the memristive elements were all set to the \( R_{\text{off}} \) state (\( h_{H_r, H_g, H_b}|i,j = -1 \)). The iterations of the system do not occur in the single matrix but crosswise in the three memristive blocks, taking into account the spacial correspondence of the cells as shown in figure 4.3. The neighborhood in which the region of influence is
Fig. 4.3 Brief depiction of the crosswise CA. All three matrices (R, G, and B) are divided in cells which are compared through the equations in $G(r_{ij}, g_{ij}, b_{ij})$. The results of the system give the inputs to the CA, which evolves horizontally and vertically from the original neighborhood array until it covers the whole image.

The system described is composed by the triplets of cells that correspond to the same position in the three memristive matrices ($N_n = 3$). Considering equation (4.1), it is possible to rewrite equation (4.2) in the same form.

For equation (4.3), the cell states are noted as $h_{i,j}$ instead of $y_{i,j}$ since for the SBPI algorithm the possible states are discrete and properly fixed. On the other hand, in the algorithm by Itoh and Chua the state of the single cell coincides with the actual internal state of the memristive element.
4.2.2 Element Detection in an RGB Image Through Memristive SBPI-CA

The SBPI-CA can be used as afore mentioned in the processing of generic RGB images. The scope for which has been performed in this work is the detection of particular elements from digital images. In order to obtain a good identification of a specific element depicted in a generic coloured image, it is necessary to understand the properties of the image segment that shows the element itself. It is necessary to understand that the BPI-CA was performed on pictures taken with generic digital optic devices such as the one shown in Figure 4.5A. Every element of a picture has a specific colour combinations that diverges from the rest of the background. Considering a generic RGB image, it is possible to decompose its three colour maps. Considering the single elements of $R$, $G$, and $B$ it is possible to find mathematical relations between the three, here described as $G(r_{i,j},g_{i,j},b_{i,j})$, in order to distinguish the patterns that are only proper of the areas of the depicted detail that is intended to be isolated. $G(\cdot)$ is a system of equations that take inspiration from the "green screen" detection techniques and its equations vary according to different factors relating the image, i.e. the exposure of the picture, but can be adjusted through digital image filters that act directly on the brightness histogram. In other words $G(\cdot)$ for the chosen element is defined in a particular subspace $\Omega$ so that we have \[ \{G(r_{i,j},g_{i,j},b_{i,j}) : (r_{i,j},g_{i,j},b_{i,j}) \in \Omega, \Omega \in RGB\} \] as shown in the figurative example shown in Figure 4.4.

All the elements of the RGB matrices of the picture (i.e. Figure 4.5A) were analyzed according to these functions and the solutions of the equations gave the corresponding value range in which all three must reside in order to identify the particular element obtaining $G(r_{i,j},g_{i,j},b_{i,j}) = \{\zeta_{r_{i,j}}, \zeta_{g_{i,j}}, \zeta_{b_{i,j}}\}$. In other words, the colours that identify the object are singular and are not repeated in other areas of the picture external to the object itself. As mentioned before the BPI-CA does not perform its iterations singularly in each matrix, but it evolves crosswise between $R$, $G$, and $B$ as shown in Figure 4.5.

Each element of the three matrices was considered as an input cell. The environmental neighborhood of the generational evolution of the cells is given by the spatial relation of the elements of the three matrices. The SBPI other than cellular external inputs needs the according desired output in order to arrange the eventual
Fig. 4.4 Generic subspace $\Omega$ in the RGB space. Considering a generic RGB image, only several pixels are depicting a given subject in the figure. Those pixels have particular values that can be related through each other through the relations described by $G(r_{i,j}, g_{i,j}, b_{i,j})$.

generation change of the states. By these means the rule imposed to the CA can be easily described by Table 4.1.

Table 4.1 SBPI–CA Particular colour detection rule

<table>
<thead>
<tr>
<th>$\xi_r[i,j]$</th>
<th>$\xi_g[i,j]$</th>
<th>$\xi_b[i,j]$</th>
<th>$\sigma_{d[i,j]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Once all the iterations are over and all the cells in the three $H$ matrices have been set according to the algorithm, matrix $S$ was created representing all the inputs to the cells. In this second computational phase, the cells do not change their states.
but retain memory of the CA interactions. $S$ has the same size of the image and its elements are the outputs of the SBPI calculated as:

$$s_{i,j} = \Theta(w_{H_r|i,j} \zeta_r|i,j + w_{H_g|i,j} \zeta_g|i,j + w_{H_b|i,j} \zeta_b|i,j - \theta).$$  \hspace{1cm} (4.4)

$\Theta(\cdot)$ is the Heaveside function, $w_{H|i,j}$ are the synaptic weights computed from the cells composing $H_r, H_g, H_b$, and $\theta$ is the threshold parameter.

The resulting contents of $S$ matrix corresponds to a bit-wise image representing the mask of the element since the white pixels ($s_{i,j} = 1$) are spatially corresponding to the ones in the native image in which the object is present as shown in Figure 4.5B. It is possible to notice that in the particular case of the figure chosen as an example the subject has two very close objects with the same colour scheme and that the system was able to exclude the rest of the background of the picture, detecting in fact, both elements. The SBPI-CA is able to precisely detect the contours of a single chosen element. The results depend on the conditions present when the picture was taken. All images used to prove the reliability of the method were randomly selected from several databases and all have variable features, i.e. use of the flash when capturing the picture and degree of focus. Although this variability could lead to aleatory results, applying well known image filtering solutions (same filters for each picture examined), the system was able to detect several elements with the same high precision for all pictures.

Fig. 4.5 Results of the CA iterations on a generic digital image. (a) Picture representing a subject holding two objects of similar colour which are intended to be identified and isolated from the picture. (b) The mask image given by matrix $S$, which is composed of the binary outputs of the three memristive matrices $H_{r,g,b}$. 

In section 4.1 it has been described the problem related to chronic wounds. As afore reported this syndrome is considered one of the most dangerous since it mostly affects the part of the world population which is more vulnerable: the elderly. The people who suffer from these particular kind of wounds also suffer from more serious and debilitating diseases such as vasculopathy and diabetes. Moreover the wounds need a large amount of time to heal and have to be constantly assessed and medicated by the physician and the caretakers. If the wound is not properly evaluated and medicated through time the patients risk to lose the affected limb, or in the worst cases they can die.

To assess the wounds and to subsequently evaluate the healing status of a patient, the physician must measure the sore in means of area and volume. Both variables are of high importance since in certain cases the decrease of the area of the wound is decreasing but its depth is increasing, violating deeper tissues. This fact increases the probability of an amputation. In addition the wound is also visually analyzed in order to detect the status of the tissues that compose the ulcer.

All these measurements are taken in the majority of the cases by hand with a high level of inaccuracy and most of all with methods that are highly invasive. For example the depth of the ulcer in some cases is measured through a cotton tip which is inserted in the open skin, provoking a severe pain to the patients. Though the great problems and suffering given to the patients these measures are of primary importance since these values have the scope to identify and classify the ulcer by means of the Wound Bed Preparation Score (WBP) [135].

The WBP score is an alpha-numeric codification system which is recognized and used by the majority of physicians which states the actual status of the wound. Tables 4.2 and 4.3 describe the actual parameters by which this score is given depending on the various cases.

As it is possible to read from the tables also the amount of exudate is a clear indication of how the cure is proceeding. Obviously there are many other factors that have to be taken into account when treating a chronic wound and all have their importance when a physician has to formulate the correct diagnosis and posology.
Table 4.2 WBP letter code taken from [135]

<table>
<thead>
<tr>
<th>Wound bed appearance score</th>
<th>Granulation tissue</th>
<th>Fibrinous tissue</th>
<th>Eschar</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>100%</td>
<td>Absence</td>
<td>Absence</td>
</tr>
<tr>
<td>B</td>
<td>50 – 100%</td>
<td>Presence</td>
<td>Absence</td>
</tr>
<tr>
<td>C</td>
<td>&lt; 50%</td>
<td>Presence</td>
<td>Absence</td>
</tr>
<tr>
<td>D</td>
<td>Any amount</td>
<td>Presence</td>
<td>Presence</td>
</tr>
</tbody>
</table>

Table 4.3 WBP number code taken from [135]

<table>
<thead>
<tr>
<th>Wound exudate score</th>
<th>Extent of control</th>
<th>Exudate amount</th>
<th>Dressing Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Full</td>
<td>None/ minimal</td>
<td>No absorptive dressings required. If clinically feasible, dressings can remain for up to 1 week</td>
</tr>
<tr>
<td>2</td>
<td>Partial</td>
<td>Moderate amount</td>
<td>Dressing changes required every 2 to 3 days</td>
</tr>
<tr>
<td>3</td>
<td>Uncontrolled</td>
<td>Very exudative wound</td>
<td>Absorptive dressings changes required at least daily</td>
</tr>
</tbody>
</table>
The problem related to ulcers is also the difficulty of collecting appropriate data regarding a wound or a patient. As afore mentioned the most accurate measurements are taken with very invasive and painful methods, on the other hand non-invasive solutions are fairly inaccurate. One of the most recent systems developed for this particular use us able to measure the entity of the sore from a digital picture taken with a dedicated device, but the actual recognition of the ulcer in the image is done by hand and the operator has to trace the borders on the screen.

the system here presented has the scope to overcome the problems related to ulcer assessment and detection. In the following paragraphs will described in details the system and its efficacy will be proven through the results obtained from pre-clinical trials done on more than 200 patients.

4.3.1 System Design

The system we propose is made of two distinct components: a device with the appropriate elements for the data collection and storage (here denoted as *hardware*), and a *software* that implements the SBPI-CA algorithm afore described for the analysis following data from the patient:

1. the wound’s surface;
2. the wound’s depth;
3. the wound’s granulation, or in other words the tissue composition of the sore.

Regarding the hardware, the device was built with the following components:

1. one FPGA board which includes:
   (a) 12 white LEDs with a colour temperature of 2700K, singularly controlled with dimming through PWM signals;
   (b) one PING distance sensor with a proximity range from 1 to 30mm and a resolution of 50µm;
   (c) one temperature and humidity sensor for the correct reading of the PING;
   (d) the driver for the LEDs;
(e) one \( \mu \)-processor for the control of the drivers, obtained with an *Arduino NANO* board;

2. one supporting mobile device (smartphone) of which were exploited the \( \mu \)-processor for synchronization of the elements on the FPGA, the camera (8\( Mpx \)), the screen for the device’s pointing and the memory capability for the data;

3. one external battery for the supply voltage given to the LEDs and its drivers, other than the sensors and the Arduino board (16\( Wh \) charge).

The FPGA board and the supporting device are connected through USB cable. The smartphone, as mentioned in the element list, is used for the control of the whole system providing a simple interface for pointing the camera and sends the commands to the Arduino NANO board for the synchronization of the elements. Figure 4.6 shows the device with its components.

![Fig. 4.6 The picture shows the *hardware* components of the device for the data collection regarding the ulcers. In the picture are indicated all the principal components. The case of the device was realized through a 3D printer. The temperature and humidity sensor is not shown since is inside the case. Next to the battery, in the handle, is located the Arduino NANO board. The FPGA is inside the case, which is attached to the smartphone through a custom cover.](image-url)
4.3 System Based on SBPI-CA for Chronic Wound Detection, Follow-Up and Assessment

The purpose of the device, as mentioned, is to gather the raw data from the wound. The FPGA on the other hand is designed to have the LEDs disposed, equally spaced, on the borders of a circular "crown" with a diameter of 10 cm. The crown is posed on the smartphone in order to have the camera exactly in the center of the LED circle. The distance sensor is positioned next to the camera in order to measure with the greatest possible precision the distance between the camera itself and the wound. The system is designed to take a set of pictures with different light sources generating shades on the patient’s skin. More precisely one picture of the wound is taken for every light source turned on in sequence plus one with all the LED emitting light.

All the pictures are then stored in the mobile device which through a software, implementing the SBPI-CA described in section 4.2, is able to identify the wound, calculate its area, its depth and its granulation. All the data regarding the distance is transmitted through micro-USB cable to the smartphone. Regarding the tissue classification, a set of wound images have been taken from patients of different races in order to establish the colour differences between various kinds of skin and the tissues composing the wounds. Through these pictures it was possible to create a digital catalogue of the different colours of the tissues for the granulation analysis. From these pictures it was possible to identify a pattern that is proper of each wound and the same pattern was used to identify the wound from the data collected from the device.

At first it was necessary to size the pixels of the image. Their sizes depend on the distance of the camera from the skin surface, which is the reference for the measurements. With a blue dot (i.e., a blue point on a white background with known size) it was possible to calculate the focal curve of the camera and its optics. The focal curve is calculated taking at least five pictures of the blue dot at different known distances (measured with the PING distance sensor). Analyzing the pictures identifying the blue dot (through the SBPI-CA choosing accordingly the $\zeta_{r,g,b}$, $\sigma_d$ values) it is possible to create a pixel mask for each distance. The relationship between the number of pixels composing the mask, divided by the surface in $mm^2$ of the blue dot, and the distance of the camera of each picture can be represented in the curve $D(\cdot)$. $D(\cdot)$ is different for each camera and is also dependant from its optics. If the camera of the device is changed it is necessary to build a new curve.
Once the pictures of the wound have been taken, the algorithm starts analyzing the one with all the LEDs switched on. This picture (hereafter will be named as principal) is considered the most important for the almost complete absence of shades. This picture has the scope to function as reference for the next measurements performed on the other taken images. As afore mentioned it has been established a pattern of identification of the lesion on any kind of skin. This pattern derives from the study of a random set of pre-taken digital pictures of wounds on subjects that have different skin pigmentation. Through the use of this recognition pattern, the system is able to recognize the seeds or in other words the values $\zeta_{r,g,b}$, proper of the wound for each image and to associate them with the desired output $\sigma_d$.

It is proven from the pre-taken set of images that a generic ulcer is characterized by high derivative (both vertical and horizontal) values when decomposing the principal image in its three colour matrices $R$, $G$ and $B$. The skin of a generic patient on the other hand is always uniform in all three cases. Moreover, the greatest differential values are found in the $B$ and $G$ matrices. Once the derivatives are performed three binary masks are obtained. The binarization of the masks is obtained applying a threshold to the resulting pixel values, this threshold was set (considering a black and white image that ranges from 0 to 1) to 0.75 so that only the highest differential values are taken into account. The three masks are then added and subtracted as $B + G - R$ and the resulting image is binarized again. The resulting pixels over threshold (with a value of 1) are then used as markers to identify the colour seeds ($\zeta_{r,g,b}$) and related with a desired output $\sigma_d = 1$.

The SBPI-CA algorithm is then performed on the image with the crosswise iteration shown in Figure 4.3, obtaining the resulting $s_{i,j}$ matrix introduced in equation (4.4). Other two operations are then performed on the same image in order to exclude with greater precision the false positives or in other words the elements of the image that have been classified as wound, but are parts of the background or of the skin. This operations have also the scope to identify the peri-wound, which is the skin borders of the ulcer that have the characteristics of sane epidermis but are to be considered part of the sore. The first operation is a second classification operation done using the $\zeta_{r,g,b}$ values used for the ulcer detection. All the supra-threshold elements of $s$ are analyzed with a structure $C$ which has size $5 \times 5 \times 3$. The central element of $C$ corresponds to the analyzed pixel. $C$ contains the weights given to the surrounding elements as:
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\[
C = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & 0.5 & 0.5 & 0.5 & 1 \\
1 & 0.5 & 0 & 0.5 & 1 \\
1 & 0.5 & 0.5 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 \\
\end{bmatrix}
\] (4.5)

The elements of \( C_{i,j,z} (c_{z|i,j}) \), where \( z \) stands for the elements of the considered matrix \((R, G \text{ or } B)\) corresponding to the principal image, are then inserted in equation (4.3) substituting the elements of matrix \( A \), and excluding the SBPI contribution \((J(\cdot))\) as

\[
h_{z|i,j}^{\tau+1} = M \left( \sum_{z=1}^{N_a} c_{z|i,j} h_{x|i,j}^{\tau} - \theta_2 \right),
\] (4.6)

where \( \theta_2 \) is a second threshold applied which is set to \( 3(\sum_{i,j} c_{i,j})/2 = 30 \). Equation (4.6) is a second CA that exploits the information obtained from the first. Through this operation a second mask \( s_{i,j} \) is obtained as shown in equation (4.4). The last operation is an averaging, done directly on the mask \( s \). This averaging procedure is done to exclude the eventual false positives that remain in the mask though the two CAs applied. The calculation of the area of the sore is given by the count of the "positive" pixels in mask \( s \) and dimensioned through the curve \( D(\cdot) \).

To measure the depth of the wound, as mentioned above, it is necessary to analyze the other images taken enlightening the sore from different positions with the LEDs, implemented in the device. First it is necessary to state that in order to decrease the effect of the relative movement between the device and the patient during the capture, the system has been designed to perform the data collection in a very small time frame \((\leq 10s)\). With the same principle of the wound recognition, still performing the SBPI-CA, it is possible to detect the shades generated by the skin borders with the sore with a very high precision. This is possible exploiting the data from the mask \( s_{i,j} \). Identifying the borders through the mask it is possible to evaluate the pixels in the secondary images (i.e. the rest of the picture taken switching on and off consequently the LEDs) which are more enlightened with respect to the ones closer to the border, taking into account the correspondent illuminating LED. Figure 4.7 shows a schematic example of this principle.
Fig. 4.7 Schematic example of the shade detection taken from an ulcer. Y is the center of the CMOS camera, X is the position of the given LED, O is the point of incidence of the light with the skin border and F is the end point of the shade generated by the border with the given LED light. Still in the figure: \( h_1 \) is the distance of the device from the skin, \( \lambda \) is the focal opening angle of the CMOS camera, \( \psi \) is the opening angle of the LED light (given by the data-sheet of the element), \( \gamma \) is the angle of incidence of the light with the shin border, \( p \) is the height of the skin border related to the wound, \( d \) is the length of the shin portion normal to the projection of the light, and finally \( l \) is the length of the shadow. \( C_1 \) and \( C_2 \) indicate the dimensions of the CMOS camera sensor. All the values are known thanks to the measurements of the device’s sensors and from the design of the device itself, except for \( p \), \( \gamma \) and \( l \) that must be calculated through the here following procedure. In the figure is also reported the reference system with the directions 1, 2 and 3.

As mentioned in the caption of Figure 4.7, all the indicated values are known a priori from the device’s and element’s specifications, other than from the measurements performed and the data collected as described previously in this paragraph. From the data collected by the PING distance sensor it is possible to calculate the position in space of the camera (referring to its center) \( Y(y_1,y_2,y_3) \) and of the given LED light \( X(x_1,x_2,x_3) \). All the coordinates of the points here described are referred to the directions 1, 2 and 3 reported in Figure 4.7. Also the distance \( h_1 \) is known from the PING and the illumination demi-angle of the light \( \psi/2 \) is given by the data-sheet of the element. The focal range angle \( \lambda \) of the CMOS camera is known from its data-sheet. The points of the image \( O(o_1,o_2,o_3) \) and \( F(f_1,f_2,f_3) \) are calculated through the SBPI-CA, the first is taken from the analysis of the principal image, while the second from the processing of the single secondary image. From this data it is possible to calculate the parameters \( d \), \( \gamma \) and \( l \) as:
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\[ d = \sqrt{(o_1 - x_1)^2 + (o_2 - x_2)^2}, \quad (4.7) \]
\[ \gamma = \arctan \left( \frac{D}{h_1} \right), \quad (4.8) \]
\[ l = \sqrt{(f_1 - x_1)^2 + (f_2 - x_2)^2}. \quad (4.9) \]

Finally, it is possible to compute the depth \( p \) as:

\[ p = l \frac{\cos(\gamma)}{\sin(\gamma)}. \quad (4.10) \]

Last, the granulation is evaluated from the principal picture of the sore. In this paragraph is mentioned that before testing the device and designing the recognition algorithm, a set of digital pictures was taken for preliminary evaluation. The tissues composing the ulcer are evaluated by physicians visually and are classified according to the colour. From the test set of pictures all the possible pathological tissues have been analyzed regarding their colour. Four colours have been chosen as the most important since they collect all the possibilities excluding sane skin which are: black (necrosis), red (granulation), yellow (fibrin) and white (infection). All the colours have been evaluated and for all of them a tolerance range has been set. This is of primary importance for the association of the given wound with its WBP score as explained in Tables 4.2 and 4.3, other than in [135]. Once the measurement of the surface and of the depth has been performed, the corresponding pixels of the principal image with the mask \( s_{i,j} \) are read through their RGB values and classified accordingly in one of the four possible classes.

### 4.3.2 Pre-Clinical Trials and Results

This paragraph has the scope to describe the procedure and the results of the pre-clinical trials done on the system to prove the efficacy of this technology. These tests are called pre-clinical since they are the first step of the technology certification procedure which is purely scientific. The results taken from these tests have the scope, by EU laws (CEI-EN 47-2007), to apply to the Ministry of Public Health of the referring country (i.e. the country where most of the development has taken place,
Table 4.4 Patient test population characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>200</td>
</tr>
<tr>
<td>Gender</td>
<td>Male: 36%</td>
</tr>
<tr>
<td></td>
<td>Female: 64%</td>
</tr>
<tr>
<td>Ethnical group</td>
<td>European Caucasian: 95.5%</td>
</tr>
<tr>
<td></td>
<td>African: 3%</td>
</tr>
<tr>
<td></td>
<td>Asian: 1.5%</td>
</tr>
<tr>
<td>Total number of ulcers</td>
<td>213</td>
</tr>
<tr>
<td>Average number of ulcers per patient</td>
<td>1.065</td>
</tr>
</tbody>
</table>

in this particular case Italy) for granting the possibility to initiate the certification procedures and start the certified clinical trials.

Regarding the EU law on medical devices (CEI-EN 47-2007) the system here proposed can be classified as class I. This classification states the non-invasive nature of the device and that it doesn’t represent a risk nor for the operator, nor for the patient. This system is not diagnostic, since it returns objective information regarding the wound. This system as so is intended to be an aid to the decision of the physician regarding the specified cases.

The pre-clinical trials here presented were performed with the help of Dr. Elia Ricci, as afore mentioned, and its patients. A population of 200 patients was chosen randomly, with randomized pathologies and syndromes. In other word the typology of the ulcers of each patient as not before predictable. Moreover the patients are part of three distinct racial groups: African, Caucasic European and Asian, with different skin colours. In Table 4.4 are reported all the preliminary information regarding the patient population on which the device was tested.

The trials were performed confronting the measurements made on the ulcers by the here proposed system with the measurements performed by other devices and the diagnosis made by the physician. Regarding the measurement of the ulcer’s area, the wound was measured with a device known as Visitrack, developed by Smith & Nephew. This device consists of a portable digital board and celluloid transparent films. One film is posed on the wound and with a marker the operator traces on it its borders. The traced film is the put on the digital board and the mark is retraced on it with a touch pen. The board, when it senses that the trace has a closed shape, returns the wound’s surface. The depth value used to compare the measurements taken with
the system, was calculated with the use of cotton tips placed in the sore and marked when reached the bottom tissue layer. This method though being the most invasive, is the most commonly used by physicians. At last, for confronting the measurements done on the granulation the WBP score was used, comparing the one given by the operator through a visual analysis and the one returned by the system.

The sample wound population evaluated in the trials is described in Table 4.5. In the table is reported the etiology of the wounds, i.e. the pathologic incidence that brought the sore to manifestation. Also in the same table are reported the WBP scores given to the wounds and the anatomical depth that each wound reached, showing that the sample is composed by ulcers of different entities and gravities.

As mentioned before all the measurements taken with the proposed system were compared with measurements taken through the commonly used devices and methods for wound assessment. From this comparison it resulted that in more than 70% of the cases the system was able to measure the area with an accuracy of more than 85%, as shown in Figure 4.8. In the same figure the data distribution was overlapped with a kernel (in figure shown with a red line). analyzing this curve it is possible to see that in very low cases the system was not able to perform a satisfying measurement. Moreover it is necessary to state that the measurements with lowest accuracy were the ones that were performed first, and the parameters of the SPBI-CA were then set and tailored on the features of the hardware device. In Figure 4.9 is shown an example of a picture of a wound taken with the device and analyzed through the SBPI-CA. It is possible to see that the algorithm was able to identify the wound from the rest of the picture. The mask shown in Figure 4.9 (b) was built setting the system in order to recognize not only the open skin, but also the peri-wound which in this particular case is considered part of the ulcer and classified as fibrinous tissue.

Regarding the other features, such as depth measurement and granulation assessment through the WBP score, Table 4.6 reports the results obtained from the trials.

From the results obtained from the pre-clinical trials it is possible to state that the here proposed system has a high measurement efficiency. It is clear, from the explanations given in sections 4.1 and 4.3 that this system has the required characteristics to be used in a clinical environment such as a hospital or by a physician. Moreover this device is completely non-invasive and harmless for the patients. As so it has been proven its capability of returning reliable data on the wound generating an important aid to the decision of the physician improving patient’s experience.
Table 4.5 Wound sample characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
</table>
| **Etiology**         | Venous: 15.89%  
                      | Diabetes: 2.8%                  
                      | Mixture: 17.76%              
                      | Decubitus: 6.54%                   
                      | Surgical: 4.67%                |
|                      | Sickle Cell Anemia: 2.8%                                           |
|                      | Mixed Diabetes: 0.93%                                   |
|                      | Trauma: 8.41%                                                  |
|                      | Inflammatory: 4.67%                                 |
|                      | Raynaud: 1.87%                                             |
|                      | Vasculopathy: 20.56%                                  |
|                      | Scleroderma: 2.80%                                      |
|                      | Talaxemy: 1.87%                                           |
|                      | Piodermis: 1.87%                                          |
|                      | Neuropatic Diabetes: 1.87%                                 |
|                      | Necrobiosis Lipodica Diabeticorum: 0.93%                    |
|                      | Vascular Diabetes: 2.8%                                     |
|                      | Ostemielitus: 0.93%                                        |
| **WBP Score**        | A1: 26.32%                                                    |
|                      | A2: 9.56%                                                    |
|                      | A3: 7.02%                                                    |
|                      | B1: 1.75%                                                    |
|                      | B2: 14.04%                                                   |
|                      | B3: 1.75%                                                    |
|                      | C1: 4.39%                                                    |
|                      | C2: 8.77%                                                    |
|                      | C3: 7.02%                                                    |
|                      | D1: 6.14%                                                    |
|                      | D2: 7.02%                                                    |
|                      | D3: 6.14%                                                    |
| **Anatomical Depth** | Epidermis: 30.36%                                               |
|                      | Dermis: 31.25%                                                |
|                      | Subcutaneous: 16.07%                                         |
|                      | Band: 8.04%                                                  |
|                      | Muscle: 9.82%                                                |
|                      | Bone: 4.46%                                                  |
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Fig. 4.8 Results of the measurements performed on the area of the wound. The results are shown relating the accuracy of the measurement with its frequency. The results are overlapped with a curve which represents the kernel of the data. From the graph it is possible to state that more than 70% of the cases were measured with an accuracy greater than 85%.

Fig. 4.9 (a) Sample picture of a wound and (b) mask of the wound built through the SBPI-CA. The system was able to recognize automatically the wound from the rest of the picture. Moreover the system was set to identify also portion of the peri-wound which have to be classified in the granulation assessment as pathological tissue.
<table>
<thead>
<tr>
<th>Measurement (Feature)</th>
<th>Results (Efficiency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wound Detection</td>
<td>Automatically detected in 100% of the cases</td>
</tr>
<tr>
<td>Area Measurement</td>
<td>Median accuracy: 94.17%</td>
</tr>
<tr>
<td></td>
<td>Mean Accuracy: 87.01%</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation: 15.28%</td>
</tr>
<tr>
<td>Depth Measurement</td>
<td>Median Accuracy: 91.23%</td>
</tr>
<tr>
<td></td>
<td>Mean Accuracy: 84.91%</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation: 12.34%</td>
</tr>
<tr>
<td>Granulation (Based on WBP Score)</td>
<td>Median Accuracy: 97.81%</td>
</tr>
<tr>
<td></td>
<td>Mean Accuracy: 92.01%</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation: 8.78%</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion

Memristors are considered the new generation of electronic elements. This is due to several reasons: first memristors, thanks to their particular and singular dynamics, drew the interest of the scientific community on new methods of computation such as neural networks, cellular neural networks or in general bio-inspired computing. From the early 2000s the world became more and more connected through the internet and this led to a very large number of data that has to be continuously processed. Moreover there is the sustained scientific will of discovering the still hiding and unknown features and functionalities of the brain. Neuromorphic systems have proved to be the best path in order to put the two things together, proving its efficacy and its efficiency of analyzing a greater and greater number of delocalized data.

On the other hand, the word "memristor" took with the years a larger and larger connotation. New elements, thanks to the unbreakable work of Professor Leon Chua and the whole scientific community, are now considered to have memristive behaviour. The use of such elements is strongly bonded to their capability of implementation in larger and more complex systems. Their behaviour has so to be well understood and has necessary to be predictable for the designers and the engineering community. Now most of them can be considered as off the shelf technologies thanks to memristor theory, i.e $\varphi - q$ models.

This work has been done, as shown in the previous chapters, for several kinds of elements such as phase change memories, silicon nano-wires and also for the canonic William’s device. These same models were used to implement memristors in more complex systems and make them the key element for neuromorphic computing. For
instance it has been shown and described the computing efficiency of a memristive perceptron. Moreover its efficiency has made possible the design of systems and devices for wider utilities, such as biomedics.

The system for ulcer detection and follow-up here presented represents the final step of a road map that begins from the basic element theory to utility design. This same system is the result of a deep analysis on memristive systems and it represents the proof of concept of future applications of memristors. Obviously the importance of such system resides also in its use. The final goal of each technology should be the proof of their ability of comforting and aiding the progress of mankind and of this world. With this system it was possible to relief from pain more than 200 patients and giving to the medical and scientific community the hope for arrival of new devices, and new technologies that can and must improve patient care and experience.

From a scientific point of view this work has the scope to fill a gap between element development and system design. The modeling of memristive devices, as it has been proved in the previous chapters, leads to better data management and new solutions to more impelling and ambitious problems.
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1.1 Comparison of the memristor with the other three fundamental two-terminal circuit elements, respectively related to their descriptive variables. Through this figure it is possible to note the appropriateness of the *missing element* definition given by Professor Leon Chua in 1971. In the bottom right corner it is shown the circuit symbol of the memristor. This figure has been taken from the work of Strukov *et al.* [2].

1.2 Equivalent circuit of the Generalized Boundary Condition Memristor (GBCM) developed by Ascoli *et al.* The circuit presented is taken directly from [21]. From the manipulation of the on and off state cells it is possible to modulate the effective resistance given by the series of $R_{\text{off}}$ and $R(v_x)$, which is a non-linear resistor that depends on the voltage drop on the capacitor $C$. $C$, on the other hand expresses the volatility of the desired modeled device.

1.3 Example of physical deployment of memristors in a PCB architecture. PCB boards contain many functional elements. The implementation of memristor crossbar arrays permits an agile computing and selection of the desired element. In figure is reported a typical example taken from the work of Serrano-Gotarredona *et al.* [40].

2.1 Figurative list of the mutants used by Chua to give the first proof of the existence of memristors in 1971. The reported figure is taken directly from [1].
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2.4 Figurative example of the memristor developed at the HP labs by Strukov et al. $W$ is the doped region of the device, or in other words the length of the conductive filament, $D$ is the length of the whole device. $V$ represents the input signal to the electrodes (full black areas at the devices’ extremes), which according to William’s configuration are made of platinum $Pt$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5 $V_{set}$ as a function of frequency for three amplitudes $V_0=1, 5, 20V$. . . 37

2.6 The last stage of the detachment of the doped (conductive) electrolyte region from the metal electrode. The connection takes place only at a single asperity. The entire current, indicated by dashed arrows, crowds through the single asperity leading to a hot spot (concentric circles) characterized by $T_{crit}$ in the center. . . . . . . . . . . . . . . . 40

2.7 Doped conductive region is completely detached from the metal electrode by the minimal gap $\Delta$. The resulting effective boundary $W_\Delta$ separating the conductive electrolyte region from the non–conductive region is shown by the dashed line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.8 Input voltage $v(t)$ wave form used in numerical simulations of the memristor device modeled by (2.67). A seesaw wave form is chosen in order to have a constantly increasing and decreasing voltage during the essays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.9 (a) Graph showing $A(\varphi(t))$. From Figure 2.8 it is possible to see that the voltage crosses 0 V and becomes negative at $t = 0.5s$. From that instant $A(\varphi)$ increases crossing 0 and becoming positive, since still in presence of a positive flux. $A(\varphi)$ decreases afterwards reaching 0 again when $\varphi_{crit}$ is reached. (b) The graph shows the dependency of $A$ from $\varphi$. As afore mentioned there are two fluxes at which $A(\varphi)$ is null.  

2.10 (a) $i$–$v$ curve for the general memristor without the implementation of the thermal detachment model. (b) $i$–$v$ curve for the memristor with the implementation of the thermal detachment model (with the values described above).  

2.11 Change of the doped region $W(t)$ over time both for the general (no thermal model implemented) memristor and the device which resents from the thermal detachment effect.  

2.12 Memristance change comparison for the general model and for the memristor element in which the thermal detachment model was implemented. The region in which there is the memristance change due to the thermal effects (conductive filament not yet ruptured) is put in to evidence by the green dashed square. In that region the memristance of the thermally controlled device follows $R(A(\varphi))$ descripted behavior.  

2.13 (a) Representation of $A(\varphi(t))$ at different $T_{crit}$. (b) Representation of $A(\varphi)$ for different $T_{crit}$. At different $T_{crit}$ critical fluxes change accordingly. Since higher critical temperature needs a higher flux to be reached, the devices with higher $T_{crit}$ will reach rupturing rater than the others.  

2.14 $i$–$v$ curves of the five devices with different $T_{crit}$. Higher $T_{crit}$ maintain the conductive region of the filament attached to the electrode longer, since more energy is required for the rupture.  

2.15 $i$–$v$ curves at increasing $E_a/k$ ratio. The critical temperature for the device was fixed to 1000$^oC$.  


2.16 (a) Schematic representation of a mushroom-type PCM device. In
the RESET state, the phase change material in the amorphous phase
blocks the bottom electrode and the device is in high resistance state.
The effective thickness of the amorphous region is denoted by $u_a$. $V_i$
denotes the voltage applied to the device and $I$ denotes the resulting
current flowing through the device. (b) A characteristic $I-V$ behavior
is shown. It can be seen that above the threshold switching voltage
($V_{th}$), the device exhibits a much lower resistance even in the RESET
state. The READ and WRITE regions of the $I-V$ curve are shaded
in yellow and blue respectively.

2.17 Experimentally obtained estimate of (a) the effective thermal re-
sistance as a function of the amorphous thickness and (b) the tem-
perature dependence of crystal growth velocity. $T_M$ is the melting
temperature of the GST, and from that point on the growth velocity
can be considered negligible. Also shown are analytical approxima-
tions.

2.18 Figurative example of an input voltage waveform, related to the
output current and the respective flux $\varphi(t)$ and charge $q(t)$. The case
shown is an example of constant writing voltage ($V_w$) inputs given to
the PCM cell. From the graphs it is possible to note that $\varphi(t)$ and
$q(t)$ are calculated as the sum of the areas of the input voltages and
output currents respectively. From the last graph it is possible to see
that the flux of the reading voltage ($V_r$) can be considered negligible
with respect to the flux of $V_w$. On the other hand the charge of the
current the reading phase increases at every input step.

2.19 Surface interpolating the experimental data in the ($\varphi, q, u_a$)–domain.
The solid black lines highlight the curves that show the actual relationship built through the interpolation of the data obtained from all
the simulations.

2.20 Interpolating lines derived from the ($\varphi, q, u_a$) surface in Figure 2.19.
(a) Interpolating lines that show the family of curves describing
$q(u_a(t))$ and (b) $\varphi(u_a(t))$ obtained from the simulations.

2.21 Surface interpolating the experimental data in the ($\varphi, q, T$)–domain.
2.22 SEM image of the SiNW after fabrication. The nano-wire is suspended between two SiNi electrodes [15].

2.23 $V - l_n(I)$ curves showed by the SiNW after (a) and afore (b) functionalization, when applied a sinusoidal input signal. In panel–A it is evidenced the voltage gap that gives evidence of the covalent bonding of bio-molecules on the nano-wire. Under each panel are reported the circuit elements that show similar behaviour when excited by the same kind of signal.

2.24 SiNW equivalent electronic circuit. The values that were taken into account in order to evaluate the response of the simulation are the voltage drop over the SiNW ($V$) and the total current flowing through the circuit ($I$).

2.25 Simulation results of the equivalent circuit model of the SiNW. Next to each $V - l_nI$ graph are reported the simulation conditions and the circuit element that generate such behaviour.

2.26 Versatile circuit presented that shows memristive properties [104]. In the paper the currents flowing through the various elements and the voltages applied to them will be cited with $i$ with the subscript of the interested element. For instance the current flowing in the diode $D_A$ will be named $i_{D_A}$. The current entering the circuit from the voltage source $V_1$ (flowing into node A and outflowing from node C) will be named $i_{in}$.

2.27 $V-I$ curve obtained by applying three different sinusoidal input voltages to the circuit. All three signals have same amplitude (0.2V), but differ from the frequency (0.1, 1 and 10Hz). In the figure is mentioned the output of the 0.1Hz sinusoid but it is not visible since it is completely overlapped by the output of the 1Hz signal.

3.1 BSU implementing a memristor. In the figure "CM" stands for Current Mirror. $V_i$ and $V_{ref}$ are the input and reference voltage generators of the binary synapse unit. "Mem" identifies the memristor in the device. Refer to the following figures for the specific circuit element implementation.
3.2 (a) pMOS current mirror and (b) nMOS current mirror layout. $I_{\text{ref}}$ and $I_{\text{mem}}$ represent the reference current and the memristor current that flow through the resistive or memresistive elements, respectively, present in the two branches. Refer to Figure 3.1 for the complete layout implementation. 89

3.3 MCSU. The elements represented in the figure refer to the other descriptive circuit figures. The SCU is the sigma calculator unit depicted in Figure 3.4, while the BSU are the binary sinapse units depicted in Figure 3.1. The resistances $R_1$ to $R_N$ have all the same value, so that the contribution of each synapse to the system depends only on the memristance value obtained through the algorithm. 90

3.4 SCU. The output of this unit ($\sigma$) is the input of the control unit (CU) and with respect to its value the SBPI perceptron will perform the algorithm according to the computed stability parameter $\Delta$. $I_{\text{Sum}}$ is the current out-flowing from the MCSU (refer to Figure 3.3), acting as an input to this unit in order to perform the SBPI. 91

3.5 Workflow diagram of the Control Unit designed as a changing state machine. 92

3.6 Memristance variation vs. single input frequency. 94

3.7 Memristance change vs. logical state output of the binary synapse. In the first graph it is shown the difference between $R_{\text{off}}$ and $R_{\text{mem}}$ over $\Delta R$. In the second, the output of the system is described as a logical binary response. 95

3.8 Graphical description of the test and training procedure performed on the system. Two sets of inputs are given to both the student and the teacher. The student has the goal to return the same outputs of the teacher, learning its "implicit" rule. The colours of the arrows state the relation between the inputs and the given outputs. 97

3.9 Graph showing $\alpha$ vs. mean efficiency of each training-test trial. Increasing the size of the training input set it is possible to notice that the efficiency of the SBPI perceptron reaches 100%. 97
3.10 Graph showing $\alpha$ vs. mean number of presentations needed for each training-test trial. For small $\alpha$ values there is not enough information in the training set to infer the teacher’s rule, and thus the number of presentations per pattern is saturated without reaching efficiency 1; beyond a critical value of $\alpha$, however, only a few presentations per pattern are sufficient to achieve perfect learning.

3.11 Frequency histogram for $\theta = 0.06N$, $\theta = 0.11N$, $\theta = 0.16N$ and $\theta = 0.21N$ with overlapped kernel curve (red line).

3.12 Frequency histogram for $\theta = 0.26N$, $\theta = 0.31N$ and $\theta = 0.36N$ with overlapped kernel curve (red line).

4.1 Two examples of CA used for image processing. In both pictures the CA was used for detecting the edges of the subjects. This is one example of image processing operand that can be rendered through CAs.

4.2 In figure the theoretical circuit memristor implementation for a memristive CA taken from [41]. From their model it is possible to see that the inputs to the cell are given through a signal generator. The inputs can be of two kinds: internal (the state of the surrounding cells) and external (the inputs that come from the external environment), in figure represented with pink and blue signal generators respectively.

4.3 Brief depiction of the crosswise CA. All three matrices ($R$, $G$, and $B$) are divided in cells which are compared through the equations in $G(r_{i,j},g_{i,j},b_{i,j})$. The results of the system give the inputs to the CA, which evolves horizontally and vertically from the original neighborhood array until it covers the whole image.

4.4 Generic subspace $\Omega$ in the RGB space. Considering a generic RGB image, only several pixels are depicting a given subject in the figure. Those pixels have particular values that can be related through each other through the relations described by $G(r_{i,j},g_{i,j},b_{i,j})$. 
4.5 Results of the CA iterations on a generic digital image. (a) Picture representing a subject holding two objects of similar colour which are intended to be identified and isolated from the picture. (b) The mask image given by matrix $S$, which is composed of the binary outputs of the three memristive matrices $H_{r,g,b}$. 

4.6 The picture shows the *hardware* components of the device for the data collection regarding the ulcers. In the picture are indicated all the principal components. The case of the device was realized through a 3D printer. The temperature and humidity sensor is not shown since is inside the case. Next to the battery, in the handle, is located the Arduino NANO board. The FPGA is inside the case, which is attached to the smartphone through a custom cover.

4.7 Schematic example of the shade detection taken from an ulcer. $Y$ is the center of the CMOS camera, $X$ is the position of the given LED, $O$ is the point of incidence of the light with the skin border and $F$ is the end point of the shaw generated by the border with the given LED light. Still in the figure: $h_1$ is the distance of the device from the skin, $\lambda$ is the focal opening angle of the CMOS camera, $\psi$ is the opening angle of the LED light (given by the data-sheet of the element), $\gamma$ is the angle of incidence of the light with the shin border, $p$ is the height of the skin border related to the wound, $d$ is the length of the shin portion normal to the projection of the light, and finally $l$ is the length of the shadow. $C_1$ and $C_2$ indicate the dimensions of the CMOS camera sensor. All the values are known thanks to the measurements of the device’s sensors and from the design of the device itself, except for $p$, $\gamma$ and $l$ that must be calculated through the here following procedure. In the figure is also reported the reference system with the directions 1, 2 and 3.

4.8 Results of the measurements performed on the area of the wound. The results are shown relating the accuracy of the measurement with its frequency. The results are overlapped with a curve which represents the kernel of the data. From the graph it is possible to state that more than 70% of the cases were measured with an accuracy greater than 85%.
4.9  (a) Sample picture of a wound and (b) mask of the wound built through the SBPI-CA. The system was able to recognize automatically the wound from the rest of the picture. Moreover the system was set to identify also portion of the peri-wound which have to be classified in the granulation assessment as pathological tissue. . . . 127
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