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# SLICE REGULAR SEMIGROUPS 

RICCARDO GHILONI AND VINCENZO RECUPERO


#### Abstract

In this paper we introduce the notion of slice regular right linear semigroup in a quaternionic Banach space. It is an operatorial function which is slice regular (a noncommutative counterpart of analyticity) and which satisfies a noncommutative semigroup law characterizing the exponential function in an infinite dimensional noncommutative setting. We prove that a right linear operator semigroup in a quaternionic Banach space is slice regular if and only if its generator is spherical sectorial. This result provides a connection between the slice regularity and the noncommutative semigroups theory, and characterizes those semigroups which can be represented by a noncommutative Cauchy integral formula. All our results are generalized to Banach two-sided modules having as a set of scalar any real associative *-algebra, Clifford algebras $\mathbb{R}_{n}$ included.


## 1. Introduction

1.1. The problem of analytic semigroups in the noncommutative setting. A linear operators group, or more generally a linear operators semigroup on a real or complex Banach space $X$, is a mapping $\mathrm{T}:[0, \infty[\longrightarrow \mathscr{L}(X)$ such that $\mathrm{T}(0)$ is the identity and the deterministic law

$$
\begin{equation*}
\mathrm{T}(t+s)=\mathrm{T}(t) \mathbf{T}(s) \quad \forall t, s>0 \tag{1.1}
\end{equation*}
$$

is satisfied, $\mathscr{L}(X)$ being the space of bounded linear operators on $X$. For the general theory of operator semigroups we refer to [21] and we recall here that, under the mild assumption that $y:=\mathrm{T}(\cdot) x$ is continuous for every $x \in X$, it is well-known that there exists the derivative $y^{\prime}(0)=$ : A $x$ for every $x$ belonging to a dense subspace $D(\mathrm{~A})$ of $X$, and $y$ solves the Cauchy problem in $y^{\prime}(t)=\mathrm{A} y(t), y(0)=x \in D(\mathrm{~A})$. The linear operator $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ is the so-called generator of T . If T is also continuous from $[0, \infty[$ into $\mathscr{L}(X)$, then A turns out to be a bounded operator defined on the whole $X$ and $\mathrm{T}(t)=e^{t \mathrm{~A}}:=\sum_{n \geq 0}(t \mathrm{~A})^{n} / n$ !, so that (1.1) reads

$$
e^{(t+s) \mathrm{A}}=e^{t \mathrm{~A}} e^{s \mathrm{~A}}
$$

Linear operators semigroups are a crucial tool for several topics in mathematics like partial differential equations, quantum mechanics, stochastic processes, control theory, and dynamical networks; applications to other theoretical and applied sciences are also important, e.g. to open quantum systems, population dynamics, Boltzmann equations (cf. [21, Chapter VI]).

The famous paper [44] of M.H. Stone "On one-parameter unitary groups in Hilbert spaces" can be considered as the starting point of the modern theory of operator semigroups, whose development is witnessed by the fundamental monographs [34, 18, 41, 32, 38, 45, 21] and by their references. Motivated by quantum mechanics (cf. [40]), the paper of Stone, together with J. von Neumann's paper [39] "uber einen Satz von Herrn M.H. Stone", are a crucial step for the definition of the exponential map in infinite dimension.
G. Birkhoff and von Neumann in their celebrated paper [6] "The logic of quantum mechanics" pointed out that quantum mechanics can be formulated not only in the nowaday classical setting of complex Hilbert spaces, but also on Hilbert spaces whose set of scalars is $\mathbb{H}$, the skew-field

[^0]of quaternions (cf. [43] for details). This remark originated the study of quantum mechanics in the quaternionic framework (see, e.g., $[22,20,35,7,1]$ ), whose natural setting is a Hilbert two-sided $\mathbb{H}$-module $X$, and where $\mathscr{L}(X)$ is replaced by the set $\mathscr{L}^{\mathrm{r}}(X)$ of bounded right linear operators acting on it (all the precise definitions will be recalled in Section 2). However, the full development of the quaternionic formulation of quantum mechanics was prevented by the lack of a suitable quaternionic notion of spectrum (cf. [10, 25]). A first rigorous formulation of quaternionic quantum mechanics has been started only in 2007 when the concept of spherical spectrum of a quaternionic operator was introduced in [9]. This new concept provides the basis for a proper application of the spectral theory to quaternionic quantum mechanics. Indeed, it permits to construct a noncommutative functional calculus for right linear operators on a Banach two-sided module over $\mathbb{H}$ (and over a Clifford algebra as well, cf. [16, 12, 13, 10, 11, 17, 25]) and to deduce spectral representation theorems for normal operators in the quaternionic Hilbert setting (cf. [3, 26]).

The mentioned noncommutative functional calculus strongly relies on the theory of slice regular functions, recently introduced in [24]. Slice regular functions extend to quaternions the classical concept of holomorphic function of a complex variable. They form a class of functions admitting a local power series expansion at every point of their domain of definition (cf. [23]), including polynomials with quaternionic coefficients on one side.

In order to recall the notion of slice regular function let us first observe the fundamental fact that $\mathbb{H}$ has a "slice complex" nature. This fact can be described as follows. If $\mathbb{S} \subseteq \mathbb{H}$ is the set of square roots of -1 and if, for each $\mathbf{j} \in \mathbb{S}$, we denote by $\mathbb{C}_{\mathbf{j}}$ the Euclidean plane of $\mathbb{H}$ generated by 1 and $\mathbf{j}$, then $\mathbb{H}=\bigcup_{\mathbf{j} \in \mathbb{S}} \mathbb{C}_{\mathbf{j}}$ and $\mathbb{C}_{\mathbf{j}} \cap \mathbb{C}_{\mathbf{k}}=\mathbb{R}$ for every $\mathbf{j}, \mathbf{k} \in \mathbb{S}$ with $\mathbf{j} \neq \pm \mathbf{k}$. Therefore if $D$ is an open domain of $\mathbb{C}$ invariant under complex conjugation and $\Omega_{D}=\bigcup_{\mathbf{j} \in \mathbb{S}} D_{\mathbf{j}}$, where $D_{\mathbf{j}}:=\left\{r+s \mathbf{j} \in \mathbb{C}_{\mathbf{j}}: r, s \in \mathbb{R}, r+s i \in D\right\}$, a function $f: \Omega_{D} \longrightarrow \mathbb{H}$ of class $C^{1}$ is called right slice regular (resp. left slice regular) if, for every $\mathbf{j} \in \mathbb{S}$, its restriction $f_{\mathbf{j}}$ to $D_{\mathbf{j}}$ is holomorphic with respect to the complex structures on $D_{\mathbf{j}}$ and on $\mathbb{H}$ defined by the right (resp. left) multiplication by $\mathbf{j}$, i.e. if $\partial f_{\mathbf{j}} / \partial r+\partial f_{\mathbf{j}} / \partial s \mathbf{j}=0\left(\right.$ resp. $\left.\partial f_{\mathbf{j}} / \partial r+\mathbf{j} \partial f_{\mathbf{j}} / \partial s=0\right)$ on $D_{\mathbf{j}}$. This definition is naturally extended to functions with values in any Banach two-sided $\mathbb{H}$-module, e.g. $\mathscr{L}^{\mathrm{r}}(X)$. A remarkable property of slice regular functions is a Cauchy-type integral formula (cf. [8]). Let us consider first the left slice case. If $D$ is bounded with a piecewise $C^{1}$ boundary, and $f: \Omega_{D} \longrightarrow \mathbb{H}$ is left slice regular and continuously extends on the closure of $\Omega_{D}$ in $\mathbb{H}$, then it holds:

$$
\begin{equation*}
f(p)=\frac{1}{2 \pi} \int_{\partial D_{\mathbf{j}}} C_{q}(p) \mathbf{j}^{-1} \mathrm{~d} q f(q) \quad \forall p \in \Omega_{D}, \quad \forall \mathbf{j} \in \mathbb{S}, \tag{1.2}
\end{equation*}
$$

where $C_{q}(p)$ denotes the (left) noncommutative Cauchy kernel

$$
C_{q}(p):=\left(p^{2}-2 \operatorname{Re}(q) p+|q|^{2}\right)^{-1}(\bar{q}-p),
$$

the line integral in (1.2) being defined in a natural way (see (6.7)). The noncommutative Cauchy kernel $C_{q}$ is a left slice regular function, while for any fixed $p$ the function $q \longmapsto C_{q}(p)$ is right slice regular. The unusual fact that the differential $\mathrm{d} q$ appears on the left of $f(q)$ depends on the noncommutativity of $\mathbb{H}$. If instead $f$ is right slice regular the noncommutative Cauchy integral formula reads $f(p)=\frac{1}{2 \pi} \int_{\partial D_{\mathbf{j}}} f(q) \mathbf{j}^{-1} \mathrm{~d} q C_{q}^{r}(p)$, where $C_{q}^{r}(p):=(\bar{q}-p)\left(p^{2}-2 \operatorname{Re}(q) p+|q|^{2}\right)^{-1}$.

As observed in [10, 25], the classical notions of spectrum and of resolvent operator are not useful in order to define a noncommutative functional calculus. Cauchy integral formula (1.2) indicates a way to define new notions of spectrum and of resolvent operator, suitable for the noncommutative case: these notions are the spherical spectrum and the spherical resolvent operator. If A is a right linear operator on a Banach two-sided $\mathbb{H}$-module $X$, then its spherical resolvent set is the set of quaternions $q$ such that the operator

$$
\Delta_{q}(\mathrm{~A}):=\mathrm{A}^{2}-2 \operatorname{Re}(q) \mathrm{A}+|q|^{2} \mathrm{Id}
$$

is bijective and its inverse is bounded, where Id is the identity operator on $X$. Accordingly, the spherical spectrum is the complement of the spherical resolvent set and the spherical resolvent operator $\mathrm{C}_{q}(\mathrm{~A})$ is defined by

$$
\mathrm{C}_{q}(\mathrm{~A}):=\Delta_{q}(\mathrm{~A})^{-1} \bar{q}-\mathrm{A} \Delta_{q}(\mathrm{~A})^{-1}
$$

for every $q$ in the spherical resolvent set of A.
The noncommutative functional calculus based on the spherical resolvent operator is exploited in [14] in order to prove the counterpart of the classical generation theorems by Hille-Yosida and by Feller-Miyadera-Phillips for a strongly continuous right linear semigroup, i.e. a mapping $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.\right.$ such that $\mathrm{T}(\cdot) x$ is continuous for every $x \in X$. Their statements are analogous to the real and complex cases: the generator of A has the same formal definition and in particular we still have that A is bounded if and only if T is uniformly continuous, i.e. $\mathrm{T} \in C\left(\left[0, \infty\left[; \mathscr{L}^{\mathrm{r}}(X)\right)\right.\right.$; in this case $\mathrm{T}(t)=\sum_{n \geq 0}(t \mathrm{~A})^{n} / n!$.

In paper [30] we show that the above-mentioned generation theorems for quaternionic right linear semigroups can be actually reduced to the classical commutative case by means of a simple technique, so that the functional calculus is not needed at this stage. In [30] we also introduce the class of spherical sectorial right linear operators and we prove that such operators generate a semigroup which can be represented by a Cauchy integral formula. Let us recall that a right linear operator $A$ on $X$ is spherical sectorial with vertex $\omega \in \mathbb{R}$ if its spherical resolvent set contains a set of the form $\omega+\Omega_{\pi / 2+\delta}$, where

$$
\Omega_{\pi / 2+\delta}:=\{q \in \mathbb{H} \backslash\{0\}: \arg (q)<\pi / 2+\delta\}
$$

for some $\delta \in] 0, \pi / 2]$, with $\arg (q):=\theta \in] 0, \pi\left[\right.$ if $q \in \mathbb{H} \backslash \mathbb{R}$ and $q=r e^{\theta \mathbf{j}} \in \mathbb{C}_{\mathbf{j}}, \arg (q):=0$ if $q \in] 0, \infty[$, and $\arg (q):=\pi$ if $q \in]-\infty, 0[$. We prove that, if A has this property and satisfies the estimate

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{M}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta} \tag{1.3}
\end{equation*}
$$

for some $M \geq 0$, then the formula

$$
\begin{equation*}
\mathrm{T}(t)=\frac{1}{2 \pi} \int_{\gamma_{\mathbf{j}}} \mathrm{C}_{q}(\mathrm{~A}) \mathbf{j}^{-1} e^{t q} \mathrm{~d} q \quad \forall t>0 \tag{1.4}
\end{equation*}
$$

defines a strongly continuous right linear semigroup generated by $A$, where $\mathbf{j}$ is an arbitrarily fixed element of $\mathbb{S}$ and $\gamma_{\mathbf{j}}$ is a suitable path of $\mathbb{C}_{\mathbf{j}}$, surrounding the possibly unbounded spherical spectrum of A (in [30] we dealt with the case $\omega=0$, the general case being proved in Theorem 6.9 below). As a consequence, the integral in (1.4) is independent of $\mathbf{j}$ and the semigroup $\mathrm{T}(t)$ is analytic in time. Formula (1.4) is clearly related to the Cauchy integral formula (1.2), where the Cauchy kernel appears on the left: indeed the functions $q \longmapsto C_{q}(p)$ and $q \longmapsto C_{q}(\mathrm{~A})$ turn out to be both right slice regular. We underline that the noncommutative setting prevents from the possibility of applying the classical strategy for sectorial operators (see, e.g., [21, Proposition 4.3, p. 97]) and a different technique is needed (cf. [30]). We also point out a crucial difference between the scalar and operatorial quaternionic cases: if in (1.2) $p q=q p$ (i.e. when $p, q$ belong to the same $\mathbb{C}_{\mathbf{j}}$ ), then $C_{q}(p)=(q-p)^{-1}$, and we find again the form of the classical Cauchy kernel for holomorphic functions, while in the operatorial case the commutation $\mathrm{A} q=q \mathrm{~A}$ is in general false if $q$ is not real, so that the operatorial commutative and noncommutative cases are extremely different.

At this point there arises the problem to identify which kind of regularity characterizes the class of semigroups generated by spherical sectorial operators, in other terms we aim to find the class of right linear semigroups which can be represented by the noncommutative Cauchy integral formula (1.4). A major result in classical semigroups theory states that in the classical complex case this class is represented by the $\omega$-exponentially bounded analytic semigroups, i.e.
mappings $z \longmapsto \mathrm{~T}(z)$ which are holomorphic in a sector $D_{\delta} \subseteq \mathbb{C}$ with $\left.\lim _{z \rightarrow 0} \mathrm{~T}\right|_{\mathrm{D}_{\delta^{\prime}}}(z) x=x$, $\sup _{z \in D_{\delta^{\prime}}}\|\mathrm{T}(z)\| e^{-\omega \operatorname{Re}(z)}<\infty$ for every subsector $D_{\delta^{\prime}}, x \in X$, and satisfying the semigroup law

$$
\begin{equation*}
\mathrm{T}(z+w)=\mathrm{T}(z) \mathrm{T}(w) \tag{1.5}
\end{equation*}
$$

for $z, w \in D_{\delta}$. This result strongly connects the concept of operator semigroup to the theory of holomorphic functions (cf., e.g., [38, 45, 21]).

The present paper is devoted to study this problem in the noncommutative case.
1.2. A solution of the problem. If we first consider the simpler case of a bounded operator $\mathrm{A} \in \mathscr{L}^{r}(X)$, then it turns out that the proper definition for $\mathrm{T}(q)$ is given by $\mathrm{T}(q)=$ $\sum_{n \geq 0}\left(\mathrm{~A}^{n} / n!\right) q^{n}$ since it uniquely extends $\mathrm{T}(t)$ in a right slice regular manner (in the analogous theory for left linear operators we would find $\left.\sum_{n \geq 0} q^{n}\left(\mathrm{~A}^{n} / n!\right)\right)$. Anyway it turns out that $\mathrm{T}(p+q)$ is different from $\mathrm{T}(p) \mathrm{T}(q)$ even if $p$ and $q$ commute, and this occurs for any other "reasonable" extensions of $\mathrm{T}(t)$, i.e. $\sum_{n \geq 0} q^{n}\left(\mathrm{~A}^{n} / n!\right), \sum_{n}(\mathrm{~A} q)^{n} / n!, \sum_{n}(q \mathrm{~A})^{n} / n!$.

In order to understand what is the point here and to find the proper semigroup law in the noncommutative framework, let us consider again the concept of slice regularity with values in $\mathbb{H}$, or in $\mathscr{L}^{r}(X)$, or generally in a Banach two-sided $\mathbb{H}$-algebra $Y$, i.e. the natural noncommutative quaternionic counterpart of a Banach algebra (cf. Definition 3.5 below). One fundamental observation is that the pointwise product of two right slice regular functions is not a right slice regular function. The proper notion of product is instead given by the slice product, which can be easily illustrated for polynomial functions or power series. Indeed if we consider for instance series with coefficients in $Y$ on the left of the indeterminate $q$, then it is well-known that the proper way to perform the multiplication consists in imposing commutativity of $q$ with the coefficients (cf. [37]). Thus if $f(q)=\sum_{n} a_{n} q^{n}$ and $g(q)=\sum_{n} b_{n} q^{n}$, then their Cauchy product (or convolution) is defined by

$$
\begin{equation*}
(f * g)(q):=\sum_{n}\left(\sum_{k+h=n} a_{k} b_{h}\right) q^{n} \tag{1.6}
\end{equation*}
$$

Note that this product is different from the pointwise product of $f$ and $g$. This happens even when one of the two polynomials is constant, indeed if $g(q)=b_{0}$ the pointwise product is $f(q) g(q)=\sum_{n} a_{n} q^{n} b_{0}$, while $(f * g)(q)=\sum_{n} a_{n} b_{0} q^{n}$. The general notion of slice product between two right slice regular functions $f$ and $g$, which is given in Definition 4.9 below and will be denoted simply by $f \cdot g$, turns out to be the natural generalization to functions of the product (1.6) of power series. Since we are particularly interested in operator-valued functions (e.g. $\mathrm{T}(t)=\sum_{n}\left(\mathrm{~A}^{n} / n!\right) q^{n}$ if A is bounded), let us consider the case $Y=\mathscr{L}^{r}(X)$ where the product is the composition of operators. If $\mathrm{F}: \Omega_{D} \longrightarrow \mathscr{L}^{r}(X)$ and $\mathrm{G}: \Omega_{D} \longrightarrow \mathscr{L}^{r}(X)$ are two given right slice regular operatorial functions, then the function $q \longmapsto \mathrm{~F}(q) \mathrm{G}(q)$ is not right slice regular in general, and the correct notion of product turns out to be the slice product F.G, that in the special operatorial case $Y=\mathscr{L}^{r}(X)$ will be denoted by the symbol $\mathrm{F} \odot \mathrm{G}$. For simplicity let us consider again the case of power series: if $\left(\mathrm{A}_{n}\right)$ and $\left(\mathrm{B}_{n}\right)$ are two sequences in $\mathscr{L}^{r}(X)$ and if $\mathrm{F}(q)=\sum_{n} \mathrm{~A}_{n} q^{n}$ and $\mathrm{G}(q)=\sum_{n} \mathrm{~B}_{n} q^{n}$, then we have

$$
(\mathrm{F} \odot \mathrm{G})(q):=\sum_{n}\left(\sum_{k+h=n} \mathrm{~A}_{k} \mathrm{~B}_{h}\right) q^{n}
$$

We are now in position to describe the main result of our paper. We prove that if $A$ is a spherical sectorial operator with vertex $\omega$ satisfying (1.3), then it generates an $\omega$-exponentially bounded right slice regular semigroup, i.e. a mapping $\mathrm{T}: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{r}(X)$ such that $\left.\mathrm{T}\right|_{\Omega_{\delta}}$ is right slice regular, $\left.\lim _{q \rightarrow 0} \mathrm{~T}\right|_{\Omega_{\delta^{\prime}}}(q) x=x, \sup _{z \in \Omega_{\delta^{\prime}}}\|\mathrm{T}(q)\| e^{-\omega \operatorname{Re}(q)}<\infty$ for every $\left.q \in \Omega_{\delta^{\prime}}, \delta^{\prime} \in\right] 0, \delta[$,
$x \in X$, and the following noncommutative right linear operator semigroup law holds

$$
\begin{equation*}
\mathrm{T}(p+q)=\mathrm{T}(p) \odot_{p} \mathrm{~T}(q) \quad \forall p, q \in \Omega_{\delta} \text { with } p q=q p \tag{1.7}
\end{equation*}
$$

where $\mathrm{T}(p) \odot_{p} \mathbf{\top}(q)$ means that we are considering the slice product with respect to $p$, with $q$ fixed. Vice versa we prove that if T is an $\omega$-exponentially bounded right slice regular semigroup, then its generator is spherical sectorial with vertex $\omega$. Thus we have obtained the following theorem.

Theorem H. Let $X$ be a Banach two-sided $\mathbb{H}$-module, let $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{r}(X)\right.\right.$ be a strongly continuous right linear semigroup and let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be its right linear generator. Then A is a spherical sectorial operator with vertex $\omega$ satisfying (1.3) if and only if T extends to an $\omega$-exponentially bounded right slice regular semigroup.

This theorem implies that right slice regular semigroups provide the class of semigroups which can be represented by Cauchy integral formula (1.4), namely the infinite dimensional exponential in a noncommutative framework.

Theorem H is a particular case of our main result, Theorem 7.1, which is valid in a very general noncommutative setting when the set of scalars $\mathbb{H}$ is replaced by an arbitrary associative real ${ }^{*}$-algebra $\mathbb{A}$, including e.g. all the Clifford algebras $\mathbb{R}_{n}$. Indeed the relevant subset of this kind of algebras is the so-called quadratic cone $Q_{\mathbb{A}}$, which enjoys the same slice complex nature of $\mathbb{H}$, i.e. $Q_{\mathbb{A}}=\bigcup_{\mathbf{j} \in \mathbb{S}_{\mathbb{A}}} \mathbb{C}_{\mathbf{j}}$, where $\mathbb{S}_{\mathbb{A}}:=\left\{q \in \mathbb{A}: q^{2}=-1, q^{c}=-q\right\}, q \longmapsto q^{c}$ being the operation of ${ }^{*}$-involution (conjugation), and $\mathbb{C}_{\mathbf{j}}$ denotes again the Euclidean plane of $\mathbb{A}$ generated by 1 and $\mathbf{j}$. This fact allows to employ many arguments of the quaternionic case, even if additional difficulties may arise, due mainly to the existence of zero-divisors. A central point of this analysis is the introduction of the general definition of a slice regular function with values in a Banach two-sided $\mathbb{A}$-module. This new notion requires the concept of vector stem function (see [27] for the scalar case) and unifies all the different notions of slice regular function disseminated in the literature (cf. [24, 27, 15, 2]). The passage to the vector framework introduces a difficulty which is not present in the classical commutative complex case, since when we evaluate a right slice regular operator-valued function $q \longmapsto \mathrm{~F}(q)$ at a vector $x$, we obtain that $q \longmapsto \mathrm{~F}(q) x$ is not right slice regular anymore (cf. Example 5.5 below). This difficulty is evident in handling the noncommutative counterpart of the Laplace transform (see Section 6.2), an important tool for the proof of Theorem H.

We point out that our results comprise the classical ones as a particular case. Indeed, if $\mathbb{A}=\mathbb{C}$ and $X$ is a usual complex Banach space in which $z x=x z$ for $x \in X$ and $z \in \mathbb{C}$, then (1.7) reduces to (1.5) and (1.4) coincides with the standard Cauchy integral formula for analytic semigroups, because $\mathrm{C}_{z}(\mathrm{~A})=(z \mathrm{Id}-\mathrm{A})^{-1}$.
1.3. Structure of the paper. The next section is devoted to some preliminary notions and properties concerning real ${ }^{*}$-algebras $\mathbb{A}$. In Section 3 we recall the precise definition of Banach two-sided $\mathbb{A}$-module, we introduce the natural notion of Banach two-sided $\mathbb{A}$-algebra and we describe an important example of this kind of algebras, the one of right linear operators acting on a Banach two-sided $\mathbb{A}$-module. In Section 4 we define the general concept of slice regular function with values in a Banach two sided $\mathbb{A}$-module and we prove its main properties, while in the following Section 5 we provide a list of relevant examples, including right power series, noncommutative exponentials, slice compositions of operatorial functions and spherical resolvent operators. In Section 6 we recall the definition of right linear operator semigroups and we introduce the new class of right slice regular semigroups. The last section is devoted to prove that right slice regular semigroups represent precisely the class of semigroups generated by a spherical sectorial operator.

## 2. Preliminaries

Let us assume that

$$
\begin{equation*}
\mathbb{A} \text { is a nontrivial real algebra with unit } 1_{\mathbb{A}}, \tag{2.1}
\end{equation*}
$$

i.e. we are given a real vector space $\mathbb{A} \neq\{0\}$, endowed with a bilinear product $\mathbb{A} \times \mathbb{A} \longrightarrow$ $\mathbb{A}:(p, q) \longmapsto p q$ whose unit is $1_{\mathbb{A}}$. The simplest examples are provided by the set of real numbers $\mathbb{R}$ and by the complex plane $\mathbb{C}$, but in general we will admit that the product in $\mathbb{A}$ is noncommutative, as in the case of the skew-field $\mathbb{H}$ of quaternions, whose precise definition will be recalled in Example 2.6 below. From the bilinearity of the product it follows that

$$
\begin{equation*}
r(p q)=(r p) q=p(r q) \quad \forall r \in \mathbb{R}, \quad \forall p, q \in \mathbb{A} \tag{2.2}
\end{equation*}
$$

In this way we can identify the algebra of real numbers $\mathbb{R}$ with the subalgebra of $\mathbb{A}$ generated by $1_{\mathbb{A}}$, thus $1=1_{\mathbb{A}}$ and the notation $r q$ is not ambiguous if $r \in \mathbb{R}$ and $q \in \mathbb{A}$. Notice that

$$
\begin{equation*}
r q=q r \quad \forall r \in \mathbb{R}, \quad \forall q \in \mathbb{A} \tag{2.3}
\end{equation*}
$$

We can therefore consider the following well-known generalization of the complex conjugation.
Definition 2.1. Assume that (2.1) holds. We say that a mapping $\mathbb{A} \longrightarrow \mathbb{A}: q \longmapsto q^{c}$ is $a$ *-involution if it is $\mathbb{R}$-linear and

$$
\begin{array}{ll}
\left(q^{c}\right)^{c}=q & \forall q \in \mathbb{A} \\
(p q)^{c}=q^{c} p^{c} & \forall p, q \in \mathbb{A} \\
r^{c}=r & \forall r \in \mathbb{R}
\end{array}
$$

If $\mathbb{A}$ is endowed with $a^{*}$-involution, we also say that $\mathbb{A}$ is a real ${ }^{*}$-algebra.
In the remainder of the paper we will assume that $\mathbb{A}$ is associative and its real dimension is finite. We will summarize this and the previous assumptions by saying that

$$
\begin{equation*}
\mathbb{A} \text { is a finite dimensional associative nontrivial real }{ }^{*} \text {-algebra with unit, } \tag{2.4}
\end{equation*}
$$

and we will endow $\mathbb{A}$ with the (Euclidean) topology induced by any norm on it.
Definition 2.2. Assume that (2.4) holds. The imaginary sphere in $\mathbb{A}$ is defined by

$$
\begin{equation*}
\mathbb{S}_{\mathbb{A}}:=\left\{q \in \mathbb{A}: q^{c}=-q, q^{2}=-1\right\} \tag{2.5}
\end{equation*}
$$

and we set

$$
\mathbb{C}_{\mathbf{j}}:=\{r+s \mathbf{j} \in \mathbb{A}: r, s \in \mathbb{R}\}, \quad \mathbf{j} \in \mathbb{S}_{\mathbb{A}}
$$

i.e. $\mathbb{C}_{\mathbf{j}}$ is the real vector subspace of $\mathbb{A}$ generated by 1 and $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ or, equivalently, the real subalgebra of $\mathbb{A}$ generated by $\mathbf{j}$. The quadratic cone $Q_{\mathbb{A}}$ is defined by

$$
\begin{equation*}
Q_{\mathbb{A}}:=\bigcup_{\mathbf{j} \in \mathbb{S}_{\mathbb{A}}} \mathbb{C}_{\mathbf{j}} \tag{2.6}
\end{equation*}
$$

Finally the real part $\operatorname{Re}(q)$ and the imaginary part $\operatorname{Im}(q)$ of an element $q \in \mathbb{A}$ are defined by

$$
\begin{equation*}
\operatorname{Re}(q):=\left(q+q^{c}\right) / 2, \quad \operatorname{Im}(q):=\left(q-q^{c}\right) / 2, \quad q \in \mathbb{A} \tag{2.7}
\end{equation*}
$$

Observe that $Q_{\mathbb{A}}$ is a real cone and that every $q \in Q_{\mathbb{A}}$ satisfies the real quadratic equation $q^{2}-2 \operatorname{Re}(q) q+q q^{c}=0$, which justifies the name "quadratic cone". In general, $Q_{\mathbb{A}}$ is not a real vector subspace of $\mathbb{A}$ (cf. Remark 2.7 below).

In general $\operatorname{Re}(q)$ and $\operatorname{Im}(q)$ are not real numbers, at variance with the customary complex notation. If $z \in \mathbb{C}$ then we set $\Re(z):=(z+\bar{z}) / 2 \in \mathbb{R}$ and $\Im(z):=(z-\bar{z}) / 2 i \in \mathbb{R}$.

In the remainder of the paper, except for Section 3 , we will assume that

$$
\begin{equation*}
\mathbb{S}_{\mathbb{A}} \neq \varnothing \tag{2.8}
\end{equation*}
$$

in particular this removes from consideration the set of real numbers $\mathbb{R}$. For the reader's convenience, in the following proposition, we give the proof of some useful properties enjoyed by a real *-algebra.

Proposition 2.3. Assume that (2.4) and (2.8) hold. Then
(a) For every $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ we have that 1 and $\mathbf{j}$ are linearly independent and

$$
\begin{aligned}
& r, s \in \mathbb{R}, \quad q=r+s \mathbf{j} \quad \Longrightarrow \quad q^{c}=r-s \mathbf{j}, \quad q q^{c}=q^{c} q=r^{2}+s^{2}, \\
& p, q \in \mathbb{C}_{\mathbf{j}} \quad \Longrightarrow \quad p q=q p .
\end{aligned}
$$

(b) The following properties hold:

$$
\begin{aligned}
& q^{n} \in Q_{\mathbb{A}} \quad \forall q \in Q_{\mathbb{A}}, \quad \forall n \in \mathbb{N}, \\
& q \in Q_{\mathbb{A}} \backslash\{0\} \quad \Longrightarrow \quad \exists q^{-1}=\left(q q^{c}\right)^{-1} q^{c} \in Q_{\mathbb{A}} \backslash\{0\} .
\end{aligned}
$$

(c) We have that

$$
\begin{equation*}
\mathbb{C}_{\mathbf{j}} \cap \mathbb{C}_{\mathbf{k}}=\mathbb{R} \quad \forall \mathbf{j}, \mathbf{k} \in \mathbb{S}_{\mathbb{A}}, \mathbf{j} \neq \pm \mathbf{k} \tag{2.9}
\end{equation*}
$$

(d) The following set equalities hold:

$$
\begin{aligned}
\mathbb{S}_{\mathbb{A}} & =\left\{q \in Q_{\mathbb{A}}: q^{2}=-1\right\} \\
Q_{\mathbb{A}}=\mathbb{R} \cup\{q \in \mathbb{A} & \left.: \operatorname{Re}(q) \in \mathbb{R}, q q^{c} \in \mathbb{R}, q q^{c}>\operatorname{Re}(q)^{2}\right\} .
\end{aligned}
$$

In particular if $q \in Q_{\mathbb{A}} \backslash \mathbb{R}$, then $\operatorname{Im}(q) \operatorname{Im}(q)^{c}>0, \mathbf{j}:=\operatorname{Im}(q) / \sqrt{\operatorname{Im}(q) \operatorname{Im}(q)^{c}} \in \mathbb{S}_{\mathbb{A}}$, and $q=\operatorname{Re}(q)+\sqrt{\operatorname{Im}(q) \operatorname{Im}(q)^{c}} \mathbf{j} \in \mathbb{C}_{\mathbf{j}}$.
(e) $Q_{\mathbb{A}}=\mathbb{A}$ if and only if $\mathbb{A}$ is (a real ${ }^{*}$-algebra) isomorphic to $\mathbb{C}$ or $\mathbb{H}$. In this case, if $p, q \in \mathbb{A}=Q_{\mathbb{A}}$, then

$$
\begin{equation*}
p q=q p \quad \Longleftrightarrow \quad \exists \mathbf{k} \in \mathbb{S}_{\mathbb{A}}: p, q \in \mathbb{C}_{\mathbf{k}} . \tag{2.10}
\end{equation*}
$$

Proof. (a) If $r, s \in \mathbb{R}, s \neq 0$, and $r+s \mathbf{j}=0$, then $(r / s)^{2}=(-\mathbf{j})^{2}=-1$, a contradiction leading to the linear independence of 1 and $\mathbf{j}$. The properties of the *-involution yields, for $r, s \in \mathbb{R}$, $(r+s \mathbf{j})^{c}=r+s \mathbf{j}^{c}=r-s \mathbf{j}$. The formula for $q q^{c}$ and the equality $p q=q p$ are easily verified.
(b) The two properties follow from an easy induction and a direct computation.
(c) If $\left(\mathbb{C}_{\mathbf{j}} \cap \mathbb{C}_{\mathbf{k}}\right) \backslash \mathbb{R} \neq \varnothing$ then there are $r, s \in \mathbb{R}, s \neq 0$, such that $\mathbf{k}=r+s \mathbf{j}$, therefore the equality $-1=\mathbf{k}^{2}=r^{2}-s^{2}+2 r s \mathbf{j}$ yields $r=0$ and $s^{2}=1$. It follows that $\mathbf{k}= \pm \mathbf{j}$.
(d) If $q \in Q_{\mathbb{A}}$ and $q^{2}=-1$, then there are $r, s \in \mathbb{R}, \mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ such that $q=r+s \mathbf{j}, r=0$, and $s^{2}=1$. Therefore $q^{c}=-q$ and the characterization for $\mathbb{S}_{\mathbb{A}}$ is proved. Concerning the second equality, from (a) it follows that, for every $q \in Q_{\mathbb{A}} \backslash \mathbb{R}$, we have $\operatorname{Re}(q) \in \mathbb{R}, q q^{c} \in \mathbb{R}$ and $q q^{c}>\operatorname{Re}(q)^{2}$. On the other hand if $q \in \mathbb{A} \backslash \mathbb{R}$ satisfies these three conditions, then $\operatorname{Im}(q) \neq 0$ (otherwise $q=(q+q) / 2=\left(q+q^{c}\right) / 2 \in \mathbb{R}$ ) and $q q^{c}=q\left(q+q^{c}\right)-q^{2}=\left(q+q^{c}\right) q-q^{2}=q^{c} q$, therefore $\operatorname{Im}(q) \operatorname{Im}(q)^{c}=q q^{c}-\operatorname{Re}(q)^{2}>0, \mathbf{j}:=\operatorname{Im}(q) / \sqrt{\operatorname{Im}(q) \operatorname{Im}(q)^{c}} \in \mathbb{S}_{\mathbb{A}}, q=\operatorname{Re}(q)+\sqrt{\operatorname{Im}(q) \operatorname{Im}(q)^{c}} \mathbf{j} \in$ $\mathbb{C}_{\mathbf{j}}$ and (d) is proved.
(e) By the second part of (b), if $\mathbb{A}=Q_{\mathbb{A}}$, then $\mathbb{A}$ is a division algebra and hence Frobenius' theorem implies that $\mathbb{A}$ is isomorphic to $\mathbb{C}$ or $\mathbb{H}(c f .[19, \S 8.2 .4])$. The converse implication and (2.10) are evident if $\mathbb{A}=\mathbb{C}$ and well-known if $\mathbb{A}=\mathbb{H}$ (cf. Example 2.6 and Remark 2.7).

Remark 2.4. Part (d) of Proposition 2.3 shows that definitions (2.5) and (2.6) are consistent with the apparently different definitions given in [27].

Definition 2.5. Assume that (2.4) and (2.8) hold. If $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$, we define the real ${ }^{*}$-algebra isomorphism $\phi_{\mathbf{j}}: \mathbb{C} \longrightarrow \mathbb{C}_{\mathbf{j}}$ by setting

$$
\phi_{\mathbf{j}}(r+s i):=r+s \mathbf{j}, \quad r, s \in \mathbb{R} .
$$

Given a subset $D$ of $\mathbb{C}$, invariant under complex conjugation, the circular set associated to $D$ is the subset $\Omega_{D}$ of $Q_{\mathbb{A}}$ defined by

$$
\Omega_{D}:=\bigcup_{\mathbf{j} \in \mathbb{S}_{\mathbb{A}}} \phi_{\mathbf{j}}(D)=\left\{r+s \mathbf{j} \in Q_{\mathbb{A}}: r, s \in \mathbb{R}, r+s i \in D, \mathbf{j} \in \mathbb{S}_{\mathbb{A}}\right\} .
$$

A subset of $Q_{\mathbb{A}}$ is said to be circular if it is equal to $\Omega_{D}$ for some set $D$ as above.
Observe that if $D$ is open in $\mathbb{C}$, then $\Omega_{D}$ is a relatively open subset of $Q_{\mathbb{A}}$, because the function $Q_{\mathbb{A}} \rightarrow \mathbb{C}: q \longmapsto \operatorname{Re}(q)+i \sqrt{\operatorname{Im}(q) \operatorname{Im}(q)^{c}}$ easily extends to a continuous function on the whole A.

We recall that a real algebra $\mathbb{A}$ satisfying (2.4) is said to be Banach if it is equipped with a (complete) norm $|\cdot|$ which is submultiplicative, i.e. $|p q| \leq|p||q|$ for every $p, q \in \mathbb{A}$, and $|1|=1$.

In what follows, we will often assume that

$$
\begin{equation*}
\mathbb{A} \text { is Banach with a norm }|\cdot| \text { such that, for every } \mathbf{j} \in \mathbb{S}_{\mathbb{A}},|p q|=|p||q| \text { if } p, q \in \mathbb{C}_{\mathbf{j}} \text {. } \tag{2.11}
\end{equation*}
$$

Observe that (2.11) implies the compactness of $\mathbb{S}_{\mathbb{A}}$. Indeed, by definition (2.5), $\mathbb{S}_{\mathbb{A}}$ is closed in $\mathbb{A}$. Moreover $\mathbb{S}_{\mathbb{A}}$ is contained in the compact sphere $\{q \in \mathbb{A}:|q|=1\}$, because $|q|^{2}=\left|q^{2}\right|=|-1|=1$ if $q \in \mathbb{S}_{\mathbb{A}}$. As an immediate consequence of the compactness of $\mathbb{S}_{\mathbb{A}}$, one obtains that $Q_{\mathbb{A}}$ is closed in $\mathbb{A}$. We remark that (2.11) is ensured by the following condition

$$
\begin{equation*}
\mathbb{A} \text { is Banach with a norm }|\cdot| \text { such that }|q|^{2}=q q^{c} \text { for every } q \in Q_{\mathbb{A}} \text {. } \tag{2.12}
\end{equation*}
$$

Notice that under assumption (2.12) $\phi_{\mathbf{j}}$ is an isometry. It is worth also observing that (2.11) and (2.12) are equivalent if the norm $|\cdot|$ is induced by a scalar product on $\mathbb{A}(c f .[19, \S 10.1])$.
Example 2.6. A remarkable class of associative real *-algebras is the one of Clifford algebras (cf. $[31,33]$ and $[29$, Section 1]). Let $p, q \in \mathbb{N}$, let $n=p+q$ and let $\mathcal{P}(n)$ be the family of all subsets of $\{1, \ldots, n\}$, where $\mathcal{P}(0)=\varnothing$. Identify $\mathbb{R}$ with the vector subspace $\mathbb{R} \times\{0\}$ of $\mathbb{R}^{2^{n}}=\mathbb{R} \times \mathbb{R}^{2^{n}-1}$ and denote by $\left\{e_{K}\right\}_{K \in \mathcal{P}(n)}$ the canonical basis of $\mathbb{R}^{2^{n}}$, where $e_{\varnothing}:=1$. For convenience, indicate $e_{\{k\}}$ also by $e_{k}$ if $k \in\{1, \ldots, n\}$. Let us define a real bilinear and associative product on $\mathbb{R}^{2^{n}}$ by imposing that

- 1 is the neutral element;
- $e_{k}^{2}=1$ if $k \in\{1, \ldots, p\}$ and $e_{k}^{2}=-1$ if $k \in\{p+1, \ldots, n\}$;
- $e_{k} e_{h}=-e_{h} e_{k}$ if $k, h \in\{1, \ldots, n\}$ with $k \neq h$;
- $e_{K}=e_{k_{1}} \cdots e_{k_{s}}$ if $K \in \mathcal{P}(n) \backslash\{\varnothing\}$ and $K=\left\{k_{1}, \ldots, k_{s}\right\}$ with $k_{1}<\ldots<k_{s}$.

This product on $\mathbb{R}^{2^{n}}$ defines the so-called Clifford algebra $C \ell_{p, q}$ of signature ( $p, q$ ), which is denoted also by $\mathbb{R}_{p, q}$. Evidently, such an associative real algebra is not commutative if $n \geq 2$. The Clifford conjugation of $\mathbb{R}_{p, q}$ is the *-involution $x \longmapsto \bar{x}$ which fixes $e_{K}$ if $K$ has $s$ elements and $s \equiv 0,3 \bmod 4$ and sends $e_{K}$ into $-e_{K}$ if $s \equiv 1,2 \bmod 4$. Endowing $\mathbb{R}_{p, q}$ with Clifford conjugation, we obtain a real ${ }^{*}$-algebra satisfying (2.4). However, such an algebra $\mathbb{R}_{p, q}$ does not have both properties (2.8) and (2.11) if $p \geq 1$ :

- $\mathbb{S}_{\mathbb{R}_{0,0}}=\varnothing\left(\mathbb{R}_{0,0}=\mathbb{R}\right.$ indeed) and $\mathbb{S}_{\mathbb{R}_{1,0}}=\varnothing$, so $\mathbb{R}_{0,0}$ and $\mathbb{R}_{1,0}$ do not verify (2.8).
- $\mathbb{S}_{\mathbb{R}_{2,0}}$ and $\mathbb{S}_{\mathbb{R}_{1,1}}$ are 2-hyperboloids in $\mathbb{R}^{4}$ (recall that $\mathbb{R}_{2,0}$ and $\mathbb{R}_{1,1}$ are isomorphic) and hence they are not compact. It follows that $\mathbb{R}_{p, q}$ does not admit any norm with property (2.11) if $p \geq 2$ or $p=1$ and $q \geq 1$, because in these cases $\mathbb{S}_{\mathbb{R}_{2,0}} \subset \mathbb{S}_{\mathbb{R}_{p, q}}$ or $\mathbb{S}_{\mathbb{R}_{1,1}} \subset \mathbb{S}_{\mathbb{R}_{p, q}}$.

Let us consider the case $p=0$ and $n=q \geq 1$. For simplicity, we use the alternative notation $\mathbb{R}_{n}$ instead of $\mathbb{R}_{0, n}$. By direct inspection, one verifies that a point $x=\sum_{K \in \mathcal{P}(n)} x_{K} e_{K}$ of $\mathbb{R}_{n}$ with $x_{K} \in \mathbb{R}$ belongs to the quadratic cone $Q_{\mathbb{R}_{n}}$ of $\mathbb{R}_{n}$ if and only if it satisfies the following polynomial equations

$$
x_{K}=0 \quad \text { and } \quad\left\langle x, x e_{K}\right\rangle=0 \quad \text { for every } K \in \mathcal{P}(n) \backslash\{\varnothing\} \text { with } e_{K}^{2}=1,
$$

where $\langle\cdot, \cdot\rangle$ denotes the standard scalar product on $\mathbb{R}_{n}=\mathbb{R}^{2^{n}}$. On $\mathbb{R}_{n}$ it is defined the following submultiplicative norm, called Clifford operator norm:

$$
|x|_{C \ell}:=\sup \{|x a| \in \mathbb{R}:|a|=1\},
$$

where $|\cdot|$ indicates the Euclidean norm of $\mathbb{R}_{n}=\mathbb{R}^{2^{n}}$. It turns out that:

- $Q_{\mathbb{R}_{n}}=\mathbb{R}_{n}$ if and only if $n \in\{1,2\}$. In particular, $\mathbb{R}_{1}$ and $\mathbb{R}_{2}$ are division algebras.
- $|x|_{C \ell}=|x|=\sqrt{x \bar{x}}$ for every $x \in Q_{\mathbb{R}_{n}}$ and hence $|\cdot|_{C \ell}=|\cdot|$ if $n \in\{1,2\}$. If $n \geq 3$, the Euclidean norm $|\cdot|$ of $\mathbb{R}_{n}$ is not submultiplicative (e.g. $\left|\left(1+e_{\{1,2,3\}}\right)^{2}\right|=\sqrt{8}>2=$ $\left.\left|1+e_{\{1,2,3\}}\right|^{2}\right)$ and $\mathbb{R}_{n}$ has zero divisors (e.g $\left.\left(1+e_{\{1,2,3\}}\right)\left(1-e_{\{1,2,3\}}\right)=0\right)$.
Endowing $\mathbb{R}_{n}(n \geq 1)$ with Clifford conjugation and Clifford operator norm, we obtain a Banach real ${ }^{*}$-algebra satisfying (2.8) and (2.12). In what follows we always consider $\mathbb{R}_{n}$ equipped with such a structure of Banach real ${ }^{*}$-algebra. The cases $n=1$ and $n=2$ are very important:
- $\mathbb{R}_{1}$ coincides with $\mathbb{C}$ endowed with the standard conjugation, if we set $e_{1}=i$.
- $\mathbb{R}_{2}$ is called algebra of quaternions. Usually it is denoted by $\mathbb{H}$ and one writes $i, j$ and $k$ in place of $e_{1}, e_{2}$ and $e_{\{1,2\}}$, respectively.

Remark 2.7. Two quaternions $p, q \in \mathbb{H}$ commute if and only if they belong to the same slice $\mathbb{C}_{\mathbf{j}}$. Let $p, q \in \mathbb{H} \backslash \mathbb{R}$ and let $\mathbf{j}, \mathbf{k} \in \mathbb{S}_{\mathbb{H}}$ such that $p \in \mathbb{C}_{\mathbf{j}}$ and $q \in \mathbb{C}_{\mathbf{k}}$. The equality $p q=q p$ is equivalent to $\mathbf{j k}=\mathbf{k j}$. Since $\mathbf{j k} \mathbf{k} \mathbf{k j}=(\mathbf{j}-\mathbf{k})(\mathbf{j}+\mathbf{k})$ and $\mathbb{H}$ has no zero divisors, we conclude that $p$ and $q$ commute if and only if $\mathbf{j}= \pm \mathbf{k}$, i.e. $p$ and $q$ belong to the same slice $\mathbb{C}_{\mathbf{j}}$. This is not true in $\mathbb{R}_{n}$ if $n \geq 3$; indeed, $e_{3}, e_{\{1,2\}} \in \mathbb{S}_{\mathbb{R}_{3}}, e_{3} \neq \pm e_{\{1,2\}}$, but $e_{3} e_{\{1,2\}}=e_{\{1,2\}} e_{3}$. The reader observes that $Q_{\mathbb{R}_{n}}$ is not a real vector subspace of $\mathbb{R}_{n}$ if $n \geq 3$. Indeed, since $e_{3}$ and $e_{\{1,2\}}$ commute, $e_{3}+e_{\{1,2\}}$ does not belong to $Q_{\mathbb{R}_{3}}$, because $\left(e_{3}+e_{\{1,2\}}\right)\left(\overline{e_{3}+e_{\{1,2\}}}\right)=2+2 e_{\{1,2,3\}} \notin \mathbb{R}$.

## 3. Two-Sided $\mathbb{A}$-algebras

3.1. Two-sided modules and algebras. Let us recall that, if $\mathbb{A}$ satisfies (2.4), an abelian group $(X,+)$ is a left $\mathbb{A}$-module if it is endowed with a left scalar multiplication $\mathbb{A} \times X \longrightarrow X$ : $(q, x) \longmapsto q x$ such that

$$
\begin{array}{lll}
q(x+y)=q x+q y & \forall x, y \in X, & \forall q \in \mathbb{A}, \\
(p+q) x=p x+q x & \forall x \in X, & \forall p, q \in \mathbb{A}, \\
1 x=x & \forall x \in X, & \\
p(q x)=(p q) x & \forall x \in X, & \forall p, q \in \mathbb{A} .
\end{array}
$$

An abelian subgroup $Y$ of $X$ is a left $\mathbb{A}$-submodule if $q x \in Y$ whenever $x \in Y$ and $q \in \mathbb{A}$. If $\mathbb{A}$ is a field we obtain the classical notions of (left) vector space and subspace.

The definition of right $\mathbb{A}$-module is completely analogous: it is required that the abelian group $(X,+)$ is endowed with a right scalar multiplication $X \times \mathbb{A} \longrightarrow X:(x, q) \longmapsto x q$ such that

$$
\begin{array}{lll}
(x+y) q=x q+y q & \forall x, y \in X, & \forall q \in \mathbb{A}, \\
x(p+q)=x p+x q & \forall x \in X, & \forall p, q \in \mathbb{A}, \\
x 1=x & \forall x \in X, & \\
(x p) q=x(p q) & \forall x \in X, & \forall p, q \in \mathbb{A} .
\end{array}
$$

An abelian subgroup $Y$ of $X$ is a right $\mathbb{A}$-submodule if $x q \in Y$ whenever $x \in Y$ and $q \in \mathbb{A}$.
Definition 3.1. Assume that (2.4) holds and let $(X,+)$ be an abelian group. We say that $X$ is a two-sided $\mathbb{A}$-module (or $\mathbb{A}$-bimodule) if it is endowed with two scalar multiplications
$\mathbb{A} \times X \longrightarrow X:(q, x) \longmapsto q x$ and $X \times \mathbb{A} \longrightarrow X:(x, q) \longmapsto x q$ such that $X$ is both a left $\mathbb{A}$-module and a right $\mathbb{A}$-module and

$$
\begin{array}{ll}
p(x q)=(p x) q & \forall x \in X, \quad \forall p, q \in \mathbb{A}, \\
r x=x r & \forall x \in X, \quad \forall r \in \mathbb{R} . \tag{3.1}
\end{array}
$$

An abelian subgroup $Y$ of $X$ is $a$ two-sided $\mathbb{A}$-submodule if it is both a left and a right $\mathbb{A}$ submodule of $X$.

If $\mathbb{A}$ were simply a ring, then (2.2) and (2.3) make no sense, thus condition (3.1) should be omitted (see, e.g., [5, Chapter 1, Section 2, p. 26-28]). In our case $\mathbb{A}$ is an algebra and it is natural to require (3.1).

In [5] it is suggested a self-explanatory notation which is useful when we consider different sets of scalars simultaneously: if $X$ is an abelian group then
$\mathbb{A} X$ means that $X$ is considered as a left $\mathbb{A}$-module,
$X_{\mathbb{A}}$ means that $X$ is considered as a right $\mathbb{A}$-module.

Definition 3.2. Assume (2.4) and (2.11) hold and let $X$ be a two-sided $\mathbb{A}$-module. A function $\|\cdot\|: X \longrightarrow[0, \infty[$ is called an $\mathbb{A}$-norm on $X$ if

$$
\begin{array}{ll}
\|x\|=0 \Longleftrightarrow x=0, & \\
\|x+y\| \leq\|x\|+\|y\| & \forall x, y \in X, \\
\|q x\| \leq|q|\|x\|, \quad\|x q\| \leq|q|\|x\| & \forall x \in X, \quad \forall q \in \mathbb{A} . \tag{3.2}
\end{array}
$$

Equipped with this kind of norm, $X$ is called a normed two-sided $\mathbb{A}$-module and we endow it with the topology induced by the metric $d: X \times X \longrightarrow[0, \infty[:(x, y) \longmapsto\|x-y\|$. Finally, we say that $X$ is a Banach two-sided $\mathbb{A}$-module if this metric $d$ is complete.

Observe that if $q \in Q_{\mathbb{A}} \backslash\{0\}$ and $x \in X$, then (2.11) implies that $\|x q\| \leq\|x\||q|=\left\|x q q^{-1}\right\||q| \leq$ $\|x q\| \mid q^{-1}\|q\|=\|x q\|$, therefore $\|x q\|=\|x\||q|$. A similar argument applies to $\|q x\|$, therefore we have the following result.

Lemma 3.3. Assume (2.4) and (2.11) hold, and let $X$ be a normed two-sided $\mathbb{A}$-module. Then

$$
\|q x\|=\|x q\|=|q|\|x\| \quad \forall x \in X, \quad \forall q \in Q_{\mathbb{A}} .
$$

Remark 3.4. If $X$ is a normed two-sided $\mathbb{A}$-module whose $\mathbb{A}$-norm is $\|\cdot\|$, then, since $\mathbb{R} \subseteq Q_{\mathbb{A}}$, the preceding lemma implies that $\|\cdot\|$ is a norm on $\mathbb{R} X$ in the usual real sense. Therefore the metric on $X$ is the one induced by $\|\cdot\|$ as a standard norm on $\mathbb{R} X$. Finally observe that $X$ is a Banach two-sided $\mathbb{A}$-module if and only if $\mathbb{R} X$ is a real Banach space.

Definition 3.5. Assume that (2.4) holds. A two-sided $\mathbb{A}$-module $X$ is called (associative) twosided $\mathbb{A}$-algebra if it is endowed with an associative product $X \times X \longrightarrow X:(x, y) \longmapsto x y$ such that

$$
\begin{array}{lll}
x(y+z)=x y+x z & \forall x, y, z \in X, & \\
(x+y) z=x z+y z & \forall x, y, z \in X, & \\
q(x y)=(q x) y & \forall x, y \in X, & \forall q \in \mathbb{A}, \\
(x y) q=x(y q) & \forall x, y \in X, & \forall q \in \mathbb{A} .
\end{array}
$$

If we also assume that (2.11) holds, then we say that $X$ is a normed two-sided $\mathbb{A}$-algebra provided $X$ is endowed with an $\mathbb{A}$-norm $\|\cdot\|$ such that $\|x y\| \leq\|x\|\|y\|$ for every $x, y \in X$. If $X$ is complete we say that $X$ is a Banach two-sided $\mathbb{A}$-algebra. If in addition $X$ is nontrivial and has a unit $1_{X}$ such that $\left\|1_{X}\right\|=1$, then $X$ is called $a$ Banach two-sided $\mathbb{A}$-algebra with unit.

Example 3.6. Assume $\mathbb{A}$ satisfies (2.4) and (2.11), e.g. $\mathbb{A}=\mathbb{R}_{n}$. Given a nonempty set $S$, the set of bounded $\mathbb{A}$-valued functions on $S$, equipped with the pointwise operations of sum, of product, of left and right multiplications by scalars in $\mathbb{A}$, of ${ }^{*}$-involution $f^{c}(s):=(f(s))^{c}$ and endowed with supremum norm $\|f\|_{\infty}:=\sup _{s \in S}|f(s)|$, is a Banach two-sided $\mathbb{A}$-algebra with unit. In particular, this is true for each power $\mathbb{A}^{m}$. If $S$ has a topological structure, then the same pointwise defined operations make the set of bounded continuous $\mathbb{A}$-valued functions on $S$ a Banach two-sided $\mathbb{A}$-algebra with unit.

Another example of Banach two-sided $\mathbb{A}$-algebra with unit, which is of crucial importance in this paper, is the one of right linear operators on a Banach two-sided $\mathbb{A}$-module. We present this example in Section 4.
3.2. Right linear operators. Let us recall the concept of right linear operators acting on a two-sided $\mathbb{A}$-module. Assume that

$$
\mathbb{A} \text { satisfies }(2.4) \text { and } X \text { is a Banach two-sided } \mathbb{A} \text {-module. }
$$

Definition 3.7. Let $D(\mathrm{~A})$ be a right $\mathbb{A}$-submodule of $X$. We say that $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ is right linear if it is additive and

$$
\mathrm{A}(x q)=\mathrm{A}(x) q \quad \forall x \in D(\mathrm{~A}), \quad \forall q \in \mathbb{A} .
$$

As usual, the notation $\mathrm{A} x$ is often used in place of $\mathrm{A}(x)$. We use the symbol $\operatorname{End}^{r}(X)$ to denote the set of right linear operators A with $D(\mathrm{~A})=X$. The identity operator is right linear and is denoted by $\mathrm{Id}_{X}$ or simply by Id if no confusion may arise. Moreover, if $X$ is a normed two-sided $\mathbb{A}$-module, then we say that $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ is closed if its graph is closed in $X \times X$. As in the classical theory, we set $D\left(\mathrm{~A}^{n}\right):=\left\{x \in D\left(\mathrm{~A}^{n-1}\right): \mathrm{A}^{n-1} x \in D(\mathrm{~A})\right\}$ for every $n \in \mathbb{N} \backslash\{0\}$.

Let us also recall the following definition (see, e.g., [5, Chapter 1, p. 55-57]).
Definition 3.8. Let $D(\mathrm{~A})$ be a right $\mathbb{A}$-submodule of $X$ and let $q \in \mathbb{A}$. If $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ is a right linear operator, then we define the mapping $q \mathrm{~A}: D(\mathrm{~A}) \longrightarrow X$ by setting

$$
\begin{equation*}
(q \mathrm{~A})(x):=q \mathrm{~A}(x), \quad x \in D(\mathrm{~A}) \tag{3.3}
\end{equation*}
$$

If $D(\mathrm{~A})$ is also a left $\mathbb{A}$-submodule of $X$, then we can define $\mathrm{A} q: D(\mathrm{~A}) \longrightarrow X$ by setting

$$
\begin{equation*}
(\mathrm{A} q)(x):=\mathrm{A}(q x), \quad x \in D(\mathrm{~A}) \tag{3.4}
\end{equation*}
$$

The sum of operators is defined in the usual way.
It is easy to see that the operators defined in (3.3) and (3.4) are right linear.
Definition 3.9. Assume $X$ is normed with $\mathbb{A}$-norm $\|\cdot\|$. For every $\mathrm{A} \in \operatorname{End}^{r}(X)$, we set

$$
\begin{equation*}
\|\mathrm{A}\|:=\sup _{x \neq 0} \frac{\|\mathrm{~A} x\|}{\|x\|} \tag{3.5}
\end{equation*}
$$

and we define the set

$$
\mathscr{L}^{\mathrm{r}}(X):=\left\{\mathrm{A} \in \operatorname{End}^{\mathrm{r}}(X):\|\mathrm{A}\|<\infty\right\} .
$$

Observe that $\|A\|$ can be equivalently defined as the operatorial norm of $A$ as an element of $\operatorname{End}(\mathbb{R} X)$, therefore

$$
\begin{aligned}
\mathscr{L}^{\mathrm{r}}(X) & =\{\mathrm{A} \in \operatorname{End}(\mathbb{R} X): \mathrm{A} \text { is right linear, }\|A\|<\infty\} \\
& =\{\mathrm{A} \in \mathscr{L}(\mathbb{R} X): \mathrm{A} \text { is right linear }\}
\end{aligned}
$$

where $\mathscr{L}\left({ }_{\mathbb{R}} X\right)=\{\mathrm{A} \in \operatorname{End}(\mathbb{R} X):\|\mathrm{A}\|<\infty\}$ is the usual normed $\mathbb{R}$-vector space of continuous $\mathbb{R}$-linear operators on $\mathbb{R} X$. The sum of operators, the scalar multiplications (3.3) and (3.4), the composition, and (3.5), make $\mathscr{L}^{r}(X)$ a normed two-sided $\mathbb{A}$-algebra with unit Id. If $X$ is Banach, then $\mathscr{L}^{r}(X)$ is Banach. Let us recall the following lemma (cf. [30, Lemma 2.19]).

Lemma 3.10. Let $X$ be a normed two-sided $\mathbb{A}$-module with $\mathbb{A}$-norm $\|\cdot\|$. The $\mathbb{R}$-vector subspace $\mathscr{L}^{\mathrm{r}}(X)$ of $\mathscr{L}(\mathbb{R} X)$ is closed with respect to the topology of pointwise convergence and hence with respect to the uniform operator topology of $\mathscr{L}(\mathbb{R} X)$.

It is also useful to consider the following complex structures on the two-sided $\mathbb{A}$-module $X$.
Definition 3.11. Assume (2.8) holds and let $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. We endow the abelian group $(X,+)$ with the complex scalar multiplication $\mathbb{C} \times X \longrightarrow X$ defined by

$$
\begin{equation*}
z x:=x \phi_{\mathbf{j}}(z), \quad x \in X, z \in \mathbb{C} . \tag{3.6}
\end{equation*}
$$

The resulting complex vector space will be denoted by $X_{\mathbf{j}}$. If $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ is a right linear operator, then we define the complex subspace $D\left(\mathrm{~A}_{\mathbf{j}}\right)$ of $X_{\mathbf{j}}$ and the $\mathbb{C}$-linear operator $\mathrm{A}_{\mathbf{j}}: D\left(\mathrm{~A}_{\mathbf{j}}\right) \longrightarrow X_{\mathbf{j}}$ by setting $D\left(\mathrm{~A}_{\mathbf{j}}\right):=D(\mathrm{~A})$ and $\mathrm{A}_{\mathbf{j}}(x):=\mathrm{A}(x)$ for every $x \in D\left(\mathrm{~A}_{\mathbf{j}}\right)$.
Remark 3.12. (i) Fix $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. Since $\mathbb{C}_{\mathbf{j}} \subseteq Q_{\mathbb{A}}$, if $X$ is normed with $\mathbb{A}$-norm $\|\cdot\|$, then Lemma 3.3 ensures that $\|\cdot\|$ is a norm on $X_{\mathbf{j}}$ in the usual complex sense. It is immediate to verify that $(X,\|\cdot\|)$ is a Banach two-sided $\mathbb{A}$-module if and only if $\left(X_{\mathbf{j}},\|\cdot\|\right)$ is a complex Banach space.
(ii) Let $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and let $\|\cdot\|$ be an $\mathbb{A}$-norm on $X$. Denote by $\mathscr{L}\left(X_{\mathbf{j}}\right)$ the $\mathbb{C}$-vector space of continuous $\mathbb{C}$-linear operators defined on the whole $X_{\mathbf{j}}$, equipped with the usual pointwise operations of sum and scalar multiplication. We have that $\mathscr{L}^{r}(X) \subseteq \mathscr{L}\left(X_{\mathbf{j}}\right) \subseteq \mathscr{L}(\mathbb{R} X)$, the second inclusion being strict if $X \neq\{0\}$. If $X \neq\{0\}$ and there exists $q \in \mathbb{A}$ such that $\mathbf{j} q-q \mathbf{j}$ is invertible in $\mathbb{A}$ (this is true if, e.g., $\mathbb{A}=\mathbb{H}$ ), then the operator $X \rightarrow X: x \longmapsto x \mathbf{j}$ belongs to $\mathscr{L}\left(X_{\mathbf{j}}\right) \backslash \mathscr{L}^{\mathrm{r}}(X)$ and the first inclusion is strict too. Furthermore, if $\mathbb{A}$ coincides with the real subalgebra generated by $Q_{\mathbb{A}}$ (e.g. if $\mathbb{A}$ is equal to some $\mathbb{R}_{n}$ ), then $\mathscr{L}^{r}(X)=\bigcap_{\mathbf{i} \in \mathbb{S}_{\mathbb{A}}} \mathscr{L}\left(X_{\mathbf{i}}\right)$.
(iii) There would be no need to introduce the notation $A_{\mathbf{j}}$, the notion of mapping being a set-theoretical one. Anyway this is convenient to shorten some statements about A considered as a linear operator on a complex vector space.

## 4. Slice functions with values in a two-sided $\mathbb{A}$-module

The aim of this section is to introduce the notion of vector-valued slice regular function and to study its properties. We assume that
$\mathbb{A}$ is a real algebra satisying (2.4), (2.8) and (2.11).
and that

$$
X \text { is a Banach two-sided } \mathbb{A} \text {-module with } \mathbb{A} \text {-norm }\|\cdot\| \text {. }
$$

In order to introduce the notion of $X$-valued slice function, we consider $X$ as a real vector space, i.e. $\mathbb{R} X$, and we define in $X \times X$ a structure of complex vector space by defining the standard componentwise sum and the scalar multiplication $\mathbb{C} \times(X \times X) \longrightarrow(X \times X):(z, v) \longmapsto z v$ :

$$
\begin{equation*}
(r+s i)(x, y):=(r x-s y, r y+s x) \tag{4.1}
\end{equation*}
$$

for $z=r+s i, v=(x, y), r, s \in \mathbb{R}, x, y \in X$. Endowing $X \times X$ with this complex vector space structure, we obtain the so-called complexification $X \otimes_{\mathbb{R}} \mathbb{C}$ of $X$. The complex conjugation of $v=(x, y) \in X \otimes_{\mathbb{R}} \mathbb{C}$ is defined by

$$
\bar{v}:=(x,-y) .
$$

We make $X \otimes_{\mathbb{R}} \mathbb{C}$ a real Banach space by defining $\|(x, y)\|:=\max \{\|x\|,\|y\|\}$ for $(x, y) \in X \otimes_{\mathbb{R}} \mathbb{C}$, thus if $D$ is a nonempty open subset of $\mathbb{C} \simeq \mathbb{R}^{2}$, then $C^{1}\left(D ; X \otimes_{\mathbb{R}} \mathbb{C}\right)$ will denote the set of real continuously differentiable functions from $D$ into $X \otimes_{\mathbb{R}} \mathbb{C}$ in the sense of differential calculus in real Banach spaces. If in addition
$X$ is a Banach two-sided $\mathbb{A}$-algebra with unit $1_{X}$,
the following product makes $X \otimes_{\mathbb{R}} \mathbb{C}$ a complex algebra:

$$
(x, y)\left(x^{\prime}, y^{\prime}\right):=\left(x x^{\prime}-y y^{\prime}, x y^{\prime}+y x^{\prime}\right) .
$$

By setting $1:=\left(1_{X}, 0\right) \in X \otimes_{\mathbb{R}} \mathbb{C}$ and $\mathrm{i}:=\left(0,1_{X}\right) \in X \otimes_{\mathbb{R}} \mathbb{C}$, every $v=(x, y) \in X \otimes_{\mathbb{R}} \mathbb{C}$ can be uniquely written in the form $v=x 1+y \mathrm{i}=x+y \mathrm{i}$, and i is called an imaginary unit: $X \otimes_{\mathbb{R}} \mathbb{C}=X+X \mathrm{i}=\{v=x+y \mathrm{i}: x, y \in X\}$ and $\mathrm{i}^{2}=-1$. Observe that $i v=\mathrm{i} v=v \mathrm{i}$ for every $v \in X \otimes_{\mathbb{R}} \mathbb{C}$ and the structure of real vector space induced by the scalar multiplication (4.1) with $s=0$ is the same of $\mathbb{R} X \times \mathbb{R} X$.
Remark 4.1. Let $D$ be a nonempty open subset of $\mathbb{C}$. Using [42, Theorem 3.31, p. 79], the vector Cauchy integral formula and standard complex analysis arguments for scalar functions, it is easy to check that the following statements are equivalent:
(i) $F \in C^{1}\left(D ; X \otimes_{\mathbb{R}} \mathbb{C}\right)$ and $\frac{\partial F}{\partial r}+i \frac{\partial F}{\partial s}=0$.
(ii) $F$ is complex differentiable in $D$.
(iii) $z \longmapsto\langle L, F(z)\rangle$ is holomorphic in $D$ for every $\mathbb{C}$-linear continuous $L: X \otimes_{\mathbb{R}} \mathbb{C} \longrightarrow \mathbb{C}$.

In the remaining part of this section, $D$ will denote a nonempty subset of $\mathbb{C}$ invariant under complex conjugation.
Definition 4.2. A function $F=\left(F_{1}, F_{2}\right): D \longrightarrow X \otimes_{\mathbb{R}} \mathbb{C}$ is said to be a stem function if

$$
F(\bar{z})=\overline{F(z)} \quad \forall z \in D,
$$

i.e. $F_{1}(\bar{z})=F_{1}(z)$ and $F_{2}(\bar{z})=-F_{2}(z)$ for every $z \in D$.

Let $\Omega_{D}$ be the circular subset of $Q_{\mathbb{A}}$ associated to $D$ and, for every $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$, let $\phi_{\mathbf{j}}: \mathbb{C} \longrightarrow \mathbb{C}_{\mathbf{j}}$ be the isomorphism $\phi_{\mathbf{j}}(r+s i)=r+s \mathbf{j}$ (cf. Definition 2.5). We say that $f: \Omega_{D} \longrightarrow X$ is a ( $X$-valued) right slice function if there exists a stem function $F=\left(F_{1}, F_{2}\right): D \longrightarrow X \otimes_{\mathbb{R}} \mathbb{C}$ such that

$$
\begin{equation*}
f\left(\phi_{\mathbf{j}}(z)\right)=F_{1}(z)+F_{2}(z) \mathbf{j} \quad \forall z \in D, \quad \forall \mathbf{j} \in \mathbb{S}_{\mathbb{A}} . \tag{4.2}
\end{equation*}
$$

In this case, we write $f=\Im_{r}(F)$. In the reminder of the paper we will set $f_{\mathbf{j}}:=f \circ \phi_{\mathbf{j}}: D \longrightarrow X_{\mathbf{j}}$.
The right slice function $f$ is well-defined and it is induced by a unique stem function. Indeed, if $r \in \mathbb{R}$, then $F_{2}(r)=0$ (being $F_{2}(\bar{z})=-F_{2}(z)$ ) and $f(r)=F_{1}(r)$ independently from the choice of $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. If $q \in Q_{\mathbb{A}} \backslash \mathbb{R}$, then it admits two representations $q=\phi_{\mathbf{j}}(z)=\phi_{-\mathbf{j}}(\bar{z})$ with $z \in D \backslash \mathbb{R}$ and $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. However, $f(q)$ is uniquely determined by $F$ :

$$
f\left(\phi_{\mathbf{j}}(z)\right)=F_{1}(z)+F_{2}(z) \mathbf{j}=F_{1}(\bar{z})+F_{2}(\bar{z})(-\mathbf{j})=f\left(\phi_{-\mathbf{j}}(\bar{z})\right) .
$$

The stem function $F$ is in turn uniquely determined by $f$ :

$$
\begin{equation*}
F_{1}(z)=\frac{1}{2}\left(f(q)+f\left(q^{c}\right)\right), \quad F_{2}(z)=-\frac{1}{2}\left(f(q)-f\left(q^{c}\right)\right) \mathbf{j} \tag{4.3}
\end{equation*}
$$

if $z \in D, \mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and $q=\phi_{\mathbf{j}}(z)$. The latter equalities imply the following representation formula for right slice functions $f$ :

$$
\begin{equation*}
f(r+s \mathbf{k})=\frac{1}{2}\left(f(q)+f\left(q^{c}\right)\right)-\frac{1}{2}\left(f(q)-f\left(q^{c}\right)\right) \mathbf{j} \mathbf{k} \tag{4.4}
\end{equation*}
$$

if $q=r+s \mathbf{j} \in \Omega_{D}, r, s \in \mathbb{R}$ and $\mathbf{j}, \mathbf{k} \in \mathbb{S}_{\mathbb{A}}$.
We now introduce the notion of slice regularity for vector-valued mappings.
Definition 4.3. Let $D \subseteq \mathbb{C}$ be open and let $f: \Omega_{D} \longrightarrow X$ be a right slice function with $f=$ $\Im_{r}(F)$. We say that $f$ is right slice regular if $F$ is holomorphic in $D$, i.e. if $F \in C^{1}\left(D ; X \otimes_{\mathbb{R}} \mathbb{C}\right)$ and

$$
\begin{equation*}
\frac{\partial F}{\partial r}+i \frac{\partial F}{\partial s}=0 \tag{4.5}
\end{equation*}
$$

where $(r, s)$ denote the real coordinates in $\mathbb{C}$. If $F=\left(F_{1}, F_{2}\right)$, then (4.5) is equivalent to

$$
\begin{equation*}
\frac{\partial F_{1}}{\partial r}=\frac{\partial F_{2}}{\partial s}, \quad \frac{\partial F_{1}}{\partial s}=-\frac{\partial F_{2}}{\partial r} . \tag{4.6}
\end{equation*}
$$

Definition 4.4. The notions of left slice and left slice regular functions are completely analogous to the right ones. We say that $f: \Omega_{D} \longrightarrow X$ is a left slice function if there exists a (unique) stem function $F=\left(F_{1}, F_{2}\right): D \longrightarrow X \otimes_{\mathbb{R}} \mathbb{C}$ such that $f\left(\phi_{\mathbf{j}}(z)\right)=F_{1}(z)+\mathbf{j} F_{2}(z)$ for every $z \in D$ and $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. In this case, we write $f=\mathfrak{I}_{\ell}(F)$. If $D$ is open in $\mathbb{C}$ and $F$ is holomorphic in $D$, then $f$ is called left slice regular.

Example 4.5. (a) If $c \in X$, then the constant function $f: \Omega_{D} \longrightarrow X: q \longmapsto c$ is obviously both left and right regular. In the reminder of the paper we will denote the constant functions by its constant value: $f=c$.
(b) If $X$ is a Banach two-sided $\mathbb{A}$-algebra, $c \in X$, and $f: \Omega_{D} \longrightarrow X$ is right slice regular with $f=\mathfrak{I}_{r}(F)$, then $g: \Omega_{D} \longrightarrow X: q \longmapsto c f(q)$ is right slice regular, since $g=\mathfrak{I}_{r}(G)$, where $G(z)=c F(z)$ is a holomorphic stem function. On the other hand, in general $q \longmapsto f(q) c$ is not a right slice function, but it is left slice regular if $f$ is.

Proposition 4.6. Let $D \subseteq \mathbb{C}$ be open and let $f: \Omega_{D} \longrightarrow X$ be a right slice function. Then the following statements are equivalent.
(i) $f$ is right slice regular.
(ii) $f_{\mathbf{j}}:=f \circ \phi_{\mathbf{j}}: D \longrightarrow X_{\mathbf{j}}$ is holomorphic for every $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$.
(iii) There exists $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ such that $f_{\mathbf{j}}: D \longrightarrow X_{\mathbf{j}}$ is holomorphic.

Proof. Assume that $f=\Im_{r}(F)$ with $F=\left(F_{1}, F_{2}\right)$. Since $f_{\mathbf{j}}(z)=f\left(\phi_{\mathbf{j}}(z)\right)=F_{1}(z)+F_{2}(z) \mathbf{j}$, recalling (3.6), if $f$ satisfies (i), then it holds

$$
\begin{aligned}
\frac{\partial f_{\mathbf{j}}}{\partial r}+i \frac{\partial f_{\mathbf{j}}}{\partial s} & =\frac{\partial F_{1}}{\partial r}+\frac{\partial F_{2}}{\partial r} \mathbf{j}+\left(\frac{\partial F_{1}}{\partial s}+\frac{\partial F_{2}}{\partial s} \mathbf{j}\right) \mathbf{j} \\
& =\frac{\partial F_{1}}{\partial r}+\frac{\partial F_{2}}{\partial r} \mathbf{j}+\frac{\partial F_{1}}{\partial s} \mathbf{j}-\frac{\partial F_{2}}{\partial s} \\
& =\frac{\partial F_{1}}{\partial r}-\frac{\partial F_{2}}{\partial s}+\left(\frac{\partial F_{2}}{\partial r}+\frac{\partial F_{1}}{\partial s}\right) \mathbf{j}=0 .
\end{aligned}
$$

This proves (ii). The implication (ii) $\Longrightarrow$ (iii) is evident. Finally, suppose (iii) holds, i.e. $\frac{\partial f_{\mathbf{j}}}{\partial r}+\frac{\partial f_{\mathbf{j}}}{\partial s} \mathbf{j}=0$ for some $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. Thanks to (4.3), we infer that

$$
2 \frac{\partial F_{1}}{\partial r}(z)=\frac{\partial f_{\mathbf{j}}}{\partial r}(z)+\frac{\partial f_{\mathbf{j}}}{\partial r}(\bar{z})=-\frac{\partial f_{\mathbf{j}}}{\partial s}(z) \mathbf{j}-\frac{\partial f_{\mathbf{j}}}{\partial s}(\bar{z}) \mathbf{j}=2 \frac{\partial F_{2}}{\partial s}(z)
$$

for every $z \in D$. Similarly, we obtain also the second equality of (4.6), and (i) follows.
Remark 4.7. If $\mathbb{A}=\mathbb{H}$ and $D \subseteq \mathbb{C}$ is connected, then Proposition 4.6 entails that a function $f: \Omega_{D} \longrightarrow \mathbb{H}$ is slice regular if and only if it is regular in the sense of [24, Definition 2.2].

For $X$-valued slice regular functions the following extension lemma holds.
Lemma 4.8. Let $D \subseteq \mathbb{C}$ be open and connected, and let $f: \Omega_{D} \longrightarrow X$ be a right slice regular function. If $f(q)=0$ for all $q \in \Omega_{D} \cap \mathbb{R}$, then $f=0$.

Proof. Since $D$ is connected and invariant under complex conjugation, then $D \cap \mathbb{R} \neq \varnothing$. Assume that $f=\Im_{r}(F)$ with $F=\left(F_{1}, F_{2}\right)$. Let $r \in D \cap \mathbb{R}$. Since $F(\bar{z})=\overline{F(z)}$, we have $F_{2}(r)=0$. Choose $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. Then

$$
0=f\left(\phi_{\mathbf{j}}(r)\right)=F_{1}(r)+F_{2}(r) \mathbf{j}=F_{1}(r),
$$

thus $F(r)=0$ for every $r \in D \cap \mathbb{R}$. Hence $F=0$ in $D$ and the lemma follows from (4.2).

If $X$ is also a Banach two-sided $\mathbb{A}$-algebra with unit, then one can perform the pointwise product of two right slice functions. However, it is not in general a right slice function. On the contrary, it is immediately seen that the pointwise product of two stem functions is a stem function. Therefore it is possible to define the following notion of slice product which generalizes the convolution product between power series with coefficients in $X$.

Definition 4.9. Let $X$ be a Banach two-sided $\mathbb{A}$-algebra with unit, and let $f: \Omega_{D} \longrightarrow X$ and $g: \Omega_{D} \longrightarrow X$ be two right slice functions with $f=\Im_{r}(F), g=\mathfrak{I}_{r}(G)$ and $F=F_{1}+F_{2}$ i, $G=G_{1}+G_{2}$ i. The (right) slice product of $f$ and $g$ is the right slice function $f \cdot g:=\mathfrak{I}_{r}(F G)$, where $F G$ is the pointwise product of $F$ and $G$ :

$$
(F G)(z):=\left(F_{1}(z) G_{1}(z)-F_{2}(z) G_{2}(z)\right)+\left(F_{1}(z) G_{2}(z)+F_{2}(z) G_{1}(z)\right) \mathrm{i} \quad \forall z \in D .
$$

Since a real bilinear product of two holomorphic vector functions is holomorphic, we immediately get the following result.

Proposition 4.10. The slice product of two right slice regular functions is right slice regular.
Some more words are necessary concerning the notation for the slice product. If we want to stress the role of the independent variable, the following notation is convenient:

$$
f(q) \cdot_{q} g(q):=(f \cdot g)(q) .
$$

This is especially useful when the functions $f$ and $g$ depend on several variables:

$$
f(p, q) \cdot_{q} g(p, q):=(f(p, \cdot) \cdot g(p, \cdot))(q) .
$$

Dealing with slice powers, the following notation will be also used for $n \in \mathbb{N}$ :

$$
f(p, q)^{q^{n}}:=\underbrace{f(p, q) \cdot{ }_{q} f(p, q) \cdot_{q} \cdots{ }_{q} f(p, q)}_{n \text { times }},
$$

i.e. this $n$-th power is the slice product with respect to $q$ of $f(p, q)$ with itself computed $n$ times.

## 5. Examples of vector slice regular functions

In this section we consider some fundamental examples of vector-valued right slice regular functions, which will be exploited in the remainder of the paper. Throughout the section we assume that

$$
\mathbb{A} \text { satisfies (2.4) and (2.11). }
$$

5.1. Right power series. Let $\left(c_{n}\right)$ be a sequence in a Banach two-sided $\mathbb{A}$-module $X$. Consider the series $s=\sum_{n \geq 0} c_{n} q^{n}$ with $q \in Q_{\mathbb{A}}$. Thanks to Proposition 2.3(b) and Lemma 3.3, we know that $\left\|c_{n} q^{n}\right\|=\left\|c_{n}\right\||q|^{n}$. This equality ensures the validity of Abel theorem for $s$. In other words, if $R \in[0,+\infty]$ is defined by $1 / R:=\limsup _{n \rightarrow+\infty} \sqrt[n]{\left\|c_{n}\right\|}$ and if $R>0$, then $s$ converges totally on compact subsets of the ball $\Omega_{R}:=\left\{q \in Q_{\mathbb{A}}:|q|<R\right\}$. The sum function $\Omega_{R} \longrightarrow X: q \longmapsto \sum_{n>0} c_{n} q^{n}$ of $s$, we denote again by $s$, is right slice regular. Indeed, if $B_{R}$ is the Euclidean open ball of $\mathbb{C}$ centered at 0 of radius $R$ and $S_{1}, S_{2}: B_{R} \longrightarrow X$ are functions defined by $S_{1}(z):=\sum_{n \geq 0} c_{n} \Re\left(z^{n}\right)$ and $S_{2}(z):=\sum_{n \geq 0} c_{n} \Im\left(z^{n}\right)$, then $S=\left(S_{1}, S_{2}\right)$ is a holomorphic stem function and $s=\mathfrak{I}_{r}(S)$. We have just seen that convergent power series with left coefficients in $X$ are right slice regular. In general, convergent power series with right coefficients are not right slice functions, but they are left slice regular functions.
5.2. Noncommutative exponentials. In this subsection we introduce some noncommutative generalizations of the complex exponential functions $z \longmapsto e^{a z}$, where $a$ is a vector of a complex Banach algebra. In what follows, we also give the definition of the "slice translation" of these exponential mappings. First we recall that there exists a positive constant $C$, depending only on $\mathbb{A}$, such that

$$
\left|(p+q)^{\cdot q n}\right| \leq C\left((\operatorname{Re}(p)+\operatorname{Re}(q))^{2}+(|\operatorname{Im}(p)|+|\operatorname{Im}(q)|)^{2}\right)^{n / 2}
$$

for every $p, q \in Q_{\mathbb{A}}$ and for every $n \in \mathbb{N}$ (cf. [28, Inequality (3.2)]). Therefore the series in the following formula (5.1) is convergent on the whole $Q_{\mathbb{A}}$.

Definition 5.1. Let $X$ be a Banach two-sided $\mathbb{A}$-algebra, let $x \in X$ and let $p \in Q_{\mathbb{A}}$. We define the right slice regular function $\exp _{p}^{x}: Q_{\mathbb{A}} \longrightarrow X$ by setting

$$
\begin{equation*}
\exp _{p}^{x}(q):=\sum_{n \geq 0} \frac{x^{n}}{n!}(p+q)^{\cdot q^{n}}, \quad q \in Q_{\mathbb{A}} . \tag{5.1}
\end{equation*}
$$

For $p=0$ we simply set $\exp ^{x}:=\exp _{0}^{x}$, i.e.

$$
\exp ^{x}(q):=\exp _{0}^{x}=\sum_{n \geq 0} \frac{x^{n}}{n!} q^{n}, \quad q \in Q_{\mathbb{A}} .
$$

We will also write $e^{x}:=\exp ^{x}(1)=\sum_{n \geq 0} \frac{x^{n}}{n!}$, i.e. the usual exponential function in $\mathbb{R} X$.
Here are the properties of the "non-commutative" exponential.
Lemma 5.2. Let $X$ be a Banach two-sided $\mathbb{A}$-algebra, let $x \in X$ and let $p \in Q_{\mathbb{A}}$. Then the following propositions hold.
(i) Let $q \in Q_{\mathbb{A}}$ with $p+q \in Q_{\mathbb{A}}$. If either $x^{2}=0$ or $p q=q p$, then

$$
\begin{equation*}
\exp _{p}^{x}(q)=\exp ^{x}(p+q) . \tag{5.2}
\end{equation*}
$$

A partial vice versa is true. If $\exp _{t p}^{x}(t q)=\exp ^{x}(t(p+q))$ for every $t \in \mathbb{R}$, then either $x^{2}=0$ or $p q=q p$ or $p q-q p$ is a left zero divisor of $\mathbb{A}$ (that is, $p q-q p \neq 0$ and $(p q-q p) a=0$ for some $a \in \mathbb{A} \backslash\{0\})$.
(i') Assume $x p=p x$. Let $q \in Q_{\mathbb{A}}$ with $p+q \in Q_{\mathbb{A}}$. If either $x^{2}=0$ or $p q=q p$, then

$$
\begin{equation*}
\exp ^{x}(p+q)=\exp ^{x}(p) \exp ^{x}(q) . \tag{5.3}
\end{equation*}
$$

In particular this equality holds if $p, q \in \mathbb{R}$. A partial vice versa is true. If $\exp ^{x}(t(p+q))=$ $\exp ^{x}(t p) \exp ^{x}(t q)$ for every $t \in \mathbb{R}$, then either $x^{2}=0$ or $p q=q p$ or $p q-q p$ is a left zero divisor of $\mathbb{A}$.
(ii) If $x q=q x$ for some $q \in Q_{\mathbb{A}}$, then

$$
\begin{equation*}
\exp ^{x}(q)=e^{x q} \tag{5.4}
\end{equation*}
$$

A partial vice versa is true. If $\exp ^{x}(t q)=e^{x t q}$ for every $t \in \mathbb{R}$, then either $x q=q x$ or $x$ is a left zero divisor of $X$.
(iii) $\exp _{p}^{x}$ is the unique right slice regular function on $Q_{\mathbb{A}}$ such that $\exp _{p}^{x}(t)=\sum_{n \geq 0} \frac{x^{n}}{n!}(p+t)^{n}$ for every $t \in \mathbb{R}$.
(iv) If $t \in \mathbb{R}$ then $Q_{\mathbb{A}} \longrightarrow X: q \longmapsto \exp _{q}^{x}(t)$ is right slice regular.

Proof. Let $q \in Q_{\mathbb{A}}$ with $p+q \in Q_{\mathbb{A}}$. Since

$$
\exp _{p}^{x}(q)-\exp ^{x}(p+q)=\frac{x^{2}}{2}(p q-q p)+\sum_{n \geq 3} \frac{x^{n}}{n!}\left((p+q)^{\cdot q^{n}}-(p+q)^{n}\right)
$$

if either $x^{2}=0$ or $p q=q p$ then (5.2) holds. Suppose that $\mathrm{E}(t):=\exp _{t p}^{x}(t q)-\exp ^{x}(t p+t q)=0$ for every $t \in \mathbb{R}$. Observe that

$$
\mathrm{E}(t)=\frac{t^{2} x^{2}}{2}(p q-q p)+t^{3} h_{x}(t)
$$

for some continuous (real analytic indeed) function $h_{x}: \mathbb{R} \longrightarrow X$. Thus we have

$$
0=\lim _{\mathbb{R} \ni t \rightarrow 0} 2 \mathrm{E}(t) t^{-2}=x^{2}(p q-q p)
$$

If $x^{2} \neq 0$ and $p^{\prime}:=p q-q p \neq 0$, then $p^{\prime}$ must be a left zero divisor. Otherwise, being $\mathbb{A}$ finite dimensional, there would exist $q^{\prime} \in \mathbb{A}$ such that $p^{\prime} q^{\prime}=1$ and hence $x^{2}=\left(x^{2} p^{\prime}\right) q^{\prime}=0$, which is a contradiction. This completes the proof of point (i).

Let us prove (i'). Suppose $x p=p x$. Thank to this hypothesis, we have that $\exp ^{x}(p+q)-$ $\exp ^{x}(p) \exp ^{x}(q)=x^{2} y$ for some $y \in X$. Thus, (5.3) is satisfied if $x^{2}=0$. If instead $p$ commutes with $q$, then

$$
\exp ^{x}(p+q)-\exp ^{x}(p) \exp ^{x}(q)=\sum_{n \geq 2} \frac{x^{n}}{n!} \sum_{k=0}^{n}\binom{n}{k} p^{k} q^{n-k}-\sum_{n \geq 2} \sum_{k=0}^{n} \frac{x^{k}}{k!} p^{k} \frac{x^{n-k}}{(n-k)!} q^{n-k}=0 .
$$

Suppose that $\mathrm{F}(t):=\exp ^{x}(t p+t q)-\exp ^{x}(t p) \exp ^{x}(t q)$ for every $t \in \mathbb{R}$. We have that

$$
\mathrm{F}(t)=\frac{x^{2}}{2}(q p-p q)+t^{3} k_{x}(t)
$$

for some continuous function $k_{x}: \mathbb{R} \longrightarrow X$, and hence $0=\lim _{\mathbb{R} \ni t \rightarrow 0} 2 \mathrm{~F}(t) t^{-2}=x^{2}(q p-p q)$. We can now conclude as above.

The proof of point (ii) is similar. If $x q=q x$, then (5.4) is evident. Suppose that $\mathrm{G}(t):=$ $\exp ^{x}(t q)-e^{x t q}=0$ for every $t \in \mathbb{R}$. Since

$$
\mathrm{G}(t)=\sum_{n \geq 2}\left(x^{n} q^{n}-(x q)^{n}\right) \frac{t^{n}}{n!}=\frac{t^{2}}{2} x(x q-q x) q+t^{3} \ell_{x}(t)
$$

for some continuous function $\ell_{x}: \mathbb{R} \longrightarrow X$, it follows that $0=\lim _{\mathbb{R} \ni t \rightarrow 0} 2 \mathrm{G}(t) t^{-2}=x(x q-q x) q$ and hence $0=x(x q-q x)$ if $q \neq 0$. Thus either $x q=q x$ or $x$ is a left zero divisor of $X$.

Point (iii) is a consequence of (i) and Lemma 4.8, while point (iv) follows from (i) and (iii), being $\exp _{q}^{x}(t)=\exp ^{x}(q+t)=\exp _{t}^{x}(q)$.

### 5.3. Operatorial slice composition. Assume that

$$
X \text { is a Banach two-sided } \mathbb{A} \text {-module. }
$$

The slice product deserves a particular attention when functions take on values in the set $\mathscr{L}^{\text {r }}(X)$ whose product is the composition of operators. In order to avoid any notational ambiguity we explicitly state we consider the following product

$$
\mathscr{L}^{\mathrm{r}}(X) \times \mathscr{L}^{\mathrm{r}}(X) \longrightarrow \mathscr{L}^{\mathrm{r}}(X):(\mathrm{A}, \mathrm{~B}) \longmapsto \mathrm{AB}:=\mathrm{A} \circ \mathrm{~B},
$$

i.e. $(\mathrm{AB})(x)=\mathrm{A}(\mathrm{B} x)$ for every $x \in X$, which makes $\mathscr{L}^{\mathrm{r}}(X)$ a Banach two-sided $\mathbb{A}$-algebra with unit. In this special case we will adopt a new symbol for the slice composition of operatorial functions, i.e. the slice product of operatorial functions $q \longmapsto \mathrm{~F}(q), q \longmapsto \mathrm{G}(q)$ will be denoted with the symbol " $\odot$ " rather than the dot ".". For the sake of clarity we formalize this notation in the following definition.

Definition 5.3. Let $D$ be a nonempty subset of $\mathbb{C}$ invariant under complex coniugation and let $\Omega_{D}$ be the circular subset of $Q_{\mathbb{A}}$ associated to $D$. Consider two right slice functions $\mathrm{F}: \Omega_{D} \longrightarrow$ $\mathscr{L}^{\mathrm{r}}(X)$ and $\mathrm{G}: \Omega_{D} \longrightarrow \mathscr{L}^{r}(X)$ with $\mathrm{F}=\mathfrak{I}_{\mathrm{r}}(\mathcal{F}), \mathrm{G}=\mathfrak{I}_{\mathrm{r}}(\mathcal{G})$ and $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right), \mathcal{G}=\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right)$. The
slice product of F and G will be called (right) slice composition of F and G and will be denoted by $\mathrm{F} \odot \mathrm{G}: \Omega_{D} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$. In other terms

$$
\mathrm{F} \odot \mathrm{G}:=\mathfrak{I}_{r}(\mathcal{F} \mathcal{G}),
$$

i.e.

$$
\begin{equation*}
(\mathrm{F} \odot \mathrm{G})\left(\phi_{\mathbf{j}}(z)\right)=\left(\mathcal{F}_{1}(z) \circ \mathcal{G}_{1}(z)-\mathcal{F}_{2}(z) \circ \mathcal{G}_{2}(z)\right)+\left(\mathcal{F}_{2}(z) \circ \mathcal{G}_{1}(z)+\mathcal{F}_{1}(z) \circ \mathcal{G}_{2}(z)\right) \mathbf{j} \tag{5.5}
\end{equation*}
$$

for every $z \in D$ and for every $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$.
Example 5.4. Let $\mathrm{A} \in \mathscr{L}^{\mathrm{r}}(X)$ and let $\mathrm{F}: \Omega_{D} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ be a right slice function. We know from Example 4.5(b) that the function $q \longmapsto \mathrm{AF}(q)=\mathrm{A} \circ \mathrm{F}(q)$ is a right slice function. In general, instead, the mapping $q \longmapsto \mathrm{~F}(q) \mathrm{A}$ is not right slice. If we consider A as a constant function, then the slice composition $\mathrm{F} \odot \mathrm{A}$ is a right slice function. Explicitly if $\mathrm{F}=\mathfrak{I}_{r}(\mathcal{F})$ with $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ then

$$
(\mathrm{F} \odot \mathrm{~A})\left(\phi_{\mathbf{j}}(z)\right)=\mathcal{F}_{1}(z) \mathrm{A}+\mathcal{F}_{2}(z) \mathrm{A} \mathbf{j} \quad \forall z \in D, \forall \mathbf{j} \in \mathbb{S}_{\mathbb{A}} . ■
$$

In the following remark we show that, given a right slice function $\mathrm{F}: \Omega_{D} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ and $x \in X$, in general we cannot conclude that $\Omega_{D} \longrightarrow X: q \longmapsto \mathrm{~F}(q) x$ is right slice (nor left slice).

Remark 5.5. Let $x \in X$, let $\mathrm{F}: \Omega_{D} \longrightarrow \mathscr{L}^{r}(X)$ be a right slice function and let $\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ be the stem function inducing F . Define $\mathrm{F}_{x}: \Omega_{D} \longrightarrow X$ by $\mathrm{F}_{x}(q):=\mathrm{F}(q) x$. Therefore we have that $\mathrm{F}_{x}\left(\phi_{\mathbf{j}}(z)\right)=\left(\mathcal{F}_{1}(z)+\mathcal{F}_{2}(z) \mathbf{j}\right) x=\mathcal{F}_{1}(z) x+\mathcal{F}_{2}(z)(\mathbf{j} x)$ if $z \in D$ and $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. Given $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$, if $\mathrm{F}_{x}=\mathfrak{I}_{r}(F)$ for some stem function $F: D \longrightarrow X \otimes_{\mathbb{R}} \mathbb{C}$ with $F=\left(F_{1}, F_{2}\right)$, then (4.3) implies that $F_{1}(z)=\mathcal{F}_{1}(z) x$ and $F_{2}(z)=-\mathcal{F}_{2}(z)(\mathbf{j} x \mathbf{j})$. It follows immediately that $\mathrm{F}_{x}$ is right slice if and only if, for every $z \in D$ and for every $\mathbf{j}, \mathbf{k} \in \mathbb{S}_{\mathbb{A}}, \mathcal{F}_{2}(z)(\mathbf{k} x)=-\mathcal{F}_{2}(z)(\mathbf{j} x \mathbf{j}) \mathbf{k}$ or, equivalently, $\mathcal{F}_{2}(z)(\mathbf{k} x \mathbf{k}-\mathbf{j} x \mathbf{j})=0$. A concrete example in which the latter equality fails is as follows. Denote by $\{1, i, j, k\}$ the standard real vector basis of $\mathbb{H}$ and define $\mathbb{A}:=\mathbb{H}, X$ as $\mathbb{H}$ with its standard structure of Banach two-sided $\mathbb{A}$-module (cf. Example 3.6), $x:=j \in X=\mathbb{H}$ and the function $\mathrm{F}: \mathbb{H} \longrightarrow \mathscr{L}^{\mathrm{r}}(\mathbb{H})$ by setting $\mathrm{F}(q) p:=i q p$ for every $p \in \mathbb{H}=X$. Observe that, in this case, $\mathcal{F}_{2}(z) p=i \Im(z) p$ and hence, if $z=i \in \mathbb{C}, \mathbf{j}:=j \in \mathbb{A}=\mathbb{H}$ and $\mathbf{k}:=k \in \mathbb{A}=\mathbb{H}$, then $\mathcal{F}_{2}(z)(\mathbf{k} x \mathbf{k}-\mathbf{j} x \mathbf{j})=2 k \neq 0$. It follows that $\mathrm{F}_{x}: \mathbb{H} \longrightarrow \mathbb{H}, \mathrm{F}_{x}(q)=i q j$, is not right slice. It is immediate to easy that $\mathrm{F}_{x}$ is not left slice as well.
5.4. Integrals. Here is a result on the slice regularity of integrals depending on a parameter.

Proposition 5.6. Let $X$ be a Banach two-sided $\mathbb{A}$-module, let $I$ be an interval of $\mathbb{R}$, let $D$ be a nonempty open subset of $\mathbb{C}$ invariant under complex conjugation and let $f: I \times \Omega_{D} \longrightarrow X$ be a map such that $f(\cdot, q) \in L^{1}(I ; X)$ for every $q \in \Omega_{D}$ and $f(t, \cdot)$ is right slice regular with $f(t, \cdot)=\mathfrak{I}_{r}(F(t, \cdot))$ for every $t \in I$. Suppose there exist $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and $g_{r}, g_{s} \in L^{1}(I ; \mathbb{R})$ such that, if $f_{\mathbf{j}}: I \times D \longrightarrow X$ denotes the map $f_{\mathbf{j}}(t, z):=f\left(t, \phi_{\mathbf{j}}(z)\right),\left\|\left(\partial f_{\mathbf{j}} / \partial r\right)(t, z)\right\| \leq g_{r}(t)$ and $\left\|\left(\partial f_{\mathbf{j}} / \partial s\right)(t, z)\right\| \leq g_{s}(t)$ for every $t \in I$ and for every $z=r+i s \in D$. Then the function $h: \Omega_{D} \longrightarrow X$ defined by

$$
h(q):=\int_{I} f(t, q) \mathrm{d} t, \quad q \in \Omega_{D}
$$

is right slice regular and $h=\Im_{r}(H)$, where $H(z):=\int_{I} F(t, z) \mathrm{d} t$ if $z \in D$.
Proof. If $F(t, \cdot)=\left(F_{1}(t, \cdot), F_{2}(t, \cdot)\right)$ for every $t \in I$, then representation formulas (4.3) imply that $F_{m}(\cdot, z), m=1,2$, is integrable for every $z \in D$, therefore the definition of $H$ makes sense. If $H=\left(H_{1}, H_{2}\right)$, then $H_{m}(z)=\int_{I} F_{m}(t, z) \mathrm{d} t$ for every $z \in D, m=1,2, H$ is a stem function, and

$$
H_{1}(z)+H_{2}(z) \mathbf{j}=\int_{I}\left(F_{1}(t, z)+F_{2}(t, z) \mathbf{j}\right) \mathrm{d} t=\int_{I} f\left(t, \phi_{\mathbf{j}}(z)\right) \mathrm{d} t=h\left(\phi_{\mathbf{j}}(z)\right)
$$

for every $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and every $z \in D$, i.e. $h=\Im_{r}(H)$. Using again formulas (4.3) we also infer that there exist $G_{r, m}, G_{s, m} \in L^{1}(I ; \mathbb{R}), m=1,2$, such that $\left\|\left(\partial F_{m} / \partial r\right)(t, z)\right\| \leq G_{r, m}(t)$ and $\left\|\left(\partial F_{m} / \partial s\right)(t, z)\right\| \leq G_{s, m}(t)$ for every $(t, z) \in I \times D$. In this way we can perform derivatives under the sign of integral, obtaining

$$
\frac{\partial H}{\partial r}(z)+i \frac{\partial H}{\partial s}(z)=\int_{I}\left(\frac{\partial F}{\partial r}(t, z)+i \frac{\partial F}{\partial s}(t, z)\right) \mathrm{d} t=0
$$

therefore $H$ is holomorphic and we are done.
5.5. Spherical resolvent operator. The notions of spherical spectrum and of spherical resolvent operator was given for the first time in [9] for quaternions and in [16] for arbitrary Clifford algebras $\mathbb{R}_{n}$. Here we consider the general case introduced in [30, Definition 2.26].

Assume that
$\mathbb{A}$ satisfies (2.4), (2.8) and (2.12), and $X$ is a Banach two-sided $\mathbb{A}$-module.
Definition 5.7. Let $D(\mathrm{~A})$ be a right $\mathbb{A}$-submodule of $X$ and let $\mathrm{A}: ~ D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator. Given $q \in Q_{\mathbb{A}}$, we define the right linear operator $\Delta_{q}(\mathrm{~A}): D\left(\mathrm{~A}^{2}\right) \longrightarrow X$ by setting

$$
\Delta_{q}(\mathrm{~A}):=\mathrm{A}^{2}-2 \operatorname{Re}(q) \mathrm{A}+|q|^{2} \mathrm{Id} .
$$

The spherical resolvent set $\rho_{s}(\mathrm{~A})$ of A and the spherical spectrum $\sigma_{s}(\mathrm{~A})$ of A are the circular subsets of $Q_{\mathbb{A}}$ defined as follows:

$$
\rho_{s}(\mathrm{~A}):=\left\{q \in Q_{\mathbb{A}}: \Delta_{q}(\mathrm{~A}) \text { is bijective, } \Delta_{q}(\mathrm{~A})^{-1} \in \mathscr{L}^{\mathrm{r}}(X)\right\}
$$

and

$$
\sigma_{s}(\mathrm{~A}):=Q_{\mathbb{A}} \backslash \rho_{s}(\mathrm{~A}) .
$$

For every $q \in \rho_{s}(\mathrm{~A})$, we define the operators $\mathrm{Q}_{q}(\mathrm{~A}) \in \mathscr{L}^{\mathrm{r}}(X)$ and $\mathrm{C}_{q}(\mathrm{~A}) \in \mathscr{L}^{\mathrm{r}}(X)$ by setting

$$
\mathrm{Q}_{q}(\mathrm{~A}):=\Delta_{q}(\mathrm{~A})^{-1}
$$

and

$$
\begin{equation*}
\mathrm{C}_{q}(\mathrm{~A}):=\mathrm{Q}_{q}(\mathrm{~A}) q^{c}-\mathrm{AQ}_{q}(\mathrm{~A}) \tag{5.6}
\end{equation*}
$$

The operator $\mathrm{C}_{q}(\mathrm{~A})$ is called spherical resolvent operator of A at $q$.
Observe that the boundedness of $\mathrm{C}_{q}(\mathrm{~A})$ follows from the closed graph theorem on $\mathscr{L}\left(\mathbb{R}^{X} X\right)$ (cf. [30, Proposition 2.28]). We also mention that a definition that has some similarities with the spherical spectrum was given in [36] in the context of real *-algebras.
Remark 5.8. Let $\mathbb{A}=\mathbb{H}$ and let $X=\mathbb{H}^{2}$ with standard left and right multiplications by scalars in $\mathbb{H}$ (cf. Example 3.6). Define $\mathrm{A} \in \mathscr{L}^{\mathrm{r}}\left(\mathbb{H}^{2}\right)$ by setting

$$
\mathrm{A}\binom{p}{q}:=\left(\begin{array}{ll}
0 & i \\
j & 0
\end{array}\right)\binom{p}{q}=\binom{i q}{j p} \quad \forall\binom{p}{q} \in \mathbb{H}^{2} .
$$

By direct inspection, one easily verifies that $\lambda=\lambda_{0}+\lambda_{1} i+\lambda_{2} j+\lambda_{3} k \in \mathbb{H}$ with $\lambda_{0}, \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{R}$ belongs to $\sigma_{S}(\mathrm{~A})$ if and only if $\lambda_{0}^{2}=\frac{1}{2}$ and $\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=\frac{1}{2}$. In other words, we have

$$
\sigma_{s}(\mathrm{~A})=\left(-\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} \mathbb{S}_{\mathbb{H}}\right) \cup\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} \mathbb{S}_{\mathbb{H}}\right) .
$$

It is also immediate to see that the operator $\lambda \mathrm{Id}-\mathrm{A} \in \mathscr{L}^{\mathrm{r}}\left(\mathbb{H}^{2}\right)$ is not invertible if and only if $\lambda \in\left\{\mu, \mu^{c}\right\}$, where $\mu:=\frac{1}{\sqrt{2}}(i+j)$. Observe that $\left\{\mu, \mu^{c}\right\} \cap \sigma_{s}(\mathrm{~A})=\varnothing$. This shows that in general there is no relation between the notion of spherical spectrum and the noncommutative version of the classical concept of spectrum. Indeed, $\Delta_{\mu}(\mathrm{A})$ is invertible, but $\mu \mathrm{Id}-\mathrm{A}$ and $\mu^{c} \mathrm{Id}-\mathrm{A}$ are not. Moreover, if $\lambda=\frac{1}{\sqrt{2}}(1+i)$, then $\lambda$ Id -A and $\lambda^{c} \mathrm{Id}-\mathrm{A}$ are invertible, but $\Delta_{\lambda}(\mathrm{A})$ is not.

It is worth recalling that, in the quaternionic matricial case, the spherical spectrum coincides with the set of right eigenvalues (cf. [25, Proposition 4.5]): $\lambda \in \sigma_{s}(\mathrm{~A})$ if and only if $\mathrm{A} x=x \lambda$ for some $x \in \mathbb{H}^{2} \backslash\{(0,0)\}$. The spherical spectrum is equal also to the set of left eigenvalues, provided $\mathbb{H}^{2}$ is endowed with a suitable left scalar multiplication (cf. [26, Example 7.3]).

In our next result, given $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$, we describe the deep connection existing between the notions of spherical resolvent set and of spherical resolvent operator of an operator A on $X$ and the classical complex ones of resolvent set and of resolvent operator of the operator $\mathrm{A}_{\mathbf{j}}$ on $X_{\mathbf{j}}$.

Theorem 5.9. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator, $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$, and let $\rho\left(\mathrm{A}_{\mathbf{j}}\right)$ denote the resolvent set of the operator $\mathrm{A}_{\mathbf{j}}: D\left(\mathrm{~A}_{\mathbf{j}}\right) \longrightarrow X_{\mathbf{j}}$ (cf. Definition 3.11). Then the following equivalent assertions hold.
(i) Given $\lambda \in \mathbb{C}$, we have that $\phi_{\mathbf{j}}(\lambda) \in \rho_{s}(\mathbf{A})$ if and only if both $\lambda$ and $\bar{\lambda}$ belong to $\rho\left(\mathrm{A}_{\mathbf{j}}\right)$.
(ii) $\rho_{s}(\mathrm{~A})$ is equal to the circular subset of $Q_{\mathbb{A}}$ associated to $\rho\left(\mathrm{A}_{\mathbf{j}}\right) \cap \overline{\rho\left(\mathrm{A}_{\mathbf{j}}\right)}$, where $\overline{\rho\left(\mathrm{A}_{\mathbf{j}}\right)}$ denotes the set $\left\{\lambda \in \mathbb{C}: \bar{\lambda} \in \rho\left(\mathrm{A}_{\mathbf{j}}\right)\right\}$.
Furthermore, if $\lambda \in \rho\left(\mathrm{A}_{\mathbf{j}}\right) \cap \overline{\rho\left(\mathrm{A}_{\mathbf{j}}\right)}$,

$$
\begin{equation*}
Q_{\phi_{\mathbf{j}}(\lambda)}(A)=R_{\bar{\lambda}}\left(A_{\mathbf{j}}\right) R_{\lambda}\left(A_{\mathbf{j}}\right) . \tag{5.7}
\end{equation*}
$$

Proof. The equivalence between (i) and (ii) is evident. Let us prove (i). If $\lambda=r+s i \in \mathbb{C}$ with $r, s \in \mathbb{R}$ and $q:=\phi_{\mathbf{j}}(\lambda) \in Q_{\mathbb{A}}$, then for every $x \in D\left(\mathrm{~A}^{2}\right)$ we have

$$
\begin{align*}
\left(\lambda \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\bar{\lambda} \mathrm{Id}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right) x & =\left((r+s i) \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left((r-s i) \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right) x \\
& =\left(\mathrm{A}_{\mathbf{j}}^{2}-2 r \mathrm{~A}_{\mathbf{j}}+r^{2} \mathbf{I d}_{X_{\mathbf{j}}}+s^{2} \mathbf{I d}_{X_{\mathbf{j}}}\right) x \\
& =\mathrm{A}^{2} x-\mathrm{A} x(2 r)+x\left(r^{2}+s^{2}\right)=\Delta_{q}(\mathrm{~A}) x . \tag{5.8}
\end{align*}
$$

Suppose that $\{\lambda, \bar{\lambda}\} \subseteq \rho\left(\mathrm{A}_{\mathbf{j}}\right)$. If $y \in D(\mathrm{~A})$, then there is $x \in D(\mathrm{~A})$ such that $\mathrm{A}_{\mathbf{j}} x=\bar{\lambda} x-y$, therefore $\mathrm{A} x \in D(\mathrm{~A})$ since $D(\mathrm{~A})$ is a complex vector space. This proves that $\left(\bar{\lambda} \mathrm{ld}-\mathrm{A}_{\mathbf{j}}\right)\left(D\left(\mathrm{~A}^{2}\right)\right)=$ $D(\mathrm{~A})$, which together with (5.8) implies that $\Delta_{q}(\mathrm{~A})$ is onto $X$. Moreover from (5.8) we also infer that $\Delta_{q}(\mathrm{~A})$ is injective and (5.7) holds. This also implies that $\mathrm{Q}_{q}(\mathrm{~A})$ is continuous. Moreover $\mathrm{Q}_{q}(\mathrm{~A})$ is right linear by virtue of $\left[30\right.$, Lemma 2.16], thus $q \in \rho_{s}(\mathrm{~A})$. Suppose now that $q \in \rho_{s}(\mathrm{~A})$. From (5.8) it follows that $\left(\lambda \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\bar{\lambda} \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right) \mathrm{Q}_{q}(\mathrm{~A}) x=x$ for every $x \in X$, thus $\lambda \operatorname{Id}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}$ has a right inverse, which is provided by the operator

$$
\left(\bar{\lambda} \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\mathrm{Q}_{q}(\mathrm{~A})\right)_{\mathbf{j}}
$$

Let us prove that it is also a left inverse. Consider a point $y$ in $D\left(\mathrm{~A}_{\mathbf{j}}\right)=D(\mathrm{~A})$. Since $\Delta_{q}(\mathrm{~A})\left(D\left(\mathrm{~A}^{3}\right)\right)=D(\mathrm{~A})$ and $\Delta_{q}(\mathrm{~A}) \mathrm{A}=\mathrm{A} \Delta_{q}(\mathrm{~A})$, we infer that $\mathrm{AQ}_{q}(\mathrm{~A}) y=\mathrm{Q}_{q}(\mathrm{~A}) \mathrm{A} y$, indeed: $\mathrm{AQ}_{q}(\mathrm{~A}) y=\mathrm{Q}_{q}(\mathrm{~A}) \Delta_{q}(\mathrm{~A}) \mathrm{AQ}_{q}(\mathrm{~A}) y=\mathrm{Q}_{q}(\mathrm{~A}) \mathrm{A} \Delta_{q}(\mathrm{~A}) \mathrm{Q}_{q}(\mathrm{~A}) y=\mathrm{Q}_{q}(\mathrm{~A}) \mathrm{A} y$. It follows that

$$
\begin{aligned}
\left(\bar{\lambda} \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\mathrm{Q}_{q}(\mathrm{~A})\right)_{\mathbf{j}}\left(\lambda \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right) & y
\end{aligned}=\left(\bar{\lambda} \mathrm{Id}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\left(\mathrm{Q}_{q}(\mathrm{~A})\right)_{\mathbf{j}}(\lambda y)-\mathrm{Q}_{q}(\mathrm{~A}) \mathrm{A} y\right) ~\left(\bar{\lambda} \mathrm{Id}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\lambda\left(\mathrm{Q}_{q}(\mathrm{~A})(y)\right)-\mathrm{AQ}_{q}(\mathrm{~A}) y\right) .
$$

This proves that $\lambda \in \rho\left(\mathrm{A}_{\mathbf{j}}\right)$ and $\left(\bar{\lambda} \mathrm{Id}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right)\left(\mathrm{Q}_{q}(\mathrm{~A})\right)_{\mathbf{j}}=\mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right)$. Interchanging $\lambda$ and $\bar{\lambda}$ we obtain also that $\bar{\lambda} \in \rho\left(\mathbf{A}_{\mathbf{j}}\right)$ and we are done.

Remark 5.10. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator and let $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. Choose $\lambda \in \rho\left(\mathrm{A}_{\mathbf{j}}\right) \cap \overline{\rho\left(\mathrm{A}_{\mathbf{j}}\right)}$ and define $q:=\phi_{\mathbf{j}}(\lambda) \in \rho_{s}(\mathrm{~A})$. Since $\left(\bar{\lambda} \operatorname{ld}_{X_{\mathbf{j}}}-\mathrm{A}_{\mathbf{j}}\right) \mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right)=\operatorname{ld} X_{X_{\mathbf{j}}}$, we have that $\mathrm{A}_{\mathbf{j}} \mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right)-\mathrm{Id}_{X_{\mathbf{j}}}=\bar{\lambda} \mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right)$. In this way, thanks to (5.7), given any $x \in X$, it holds:

$$
\begin{aligned}
\mathrm{C}_{q}(\mathrm{~A}) x-\mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right) x & =\mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right)\left(q^{c} x\right)-\left(\mathrm{A}_{\mathbf{j}} \mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right)-\mathrm{Id}_{X_{\mathbf{j}}}\right) \mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right) x \\
& =\mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right)\left(q^{c} x\right)-\bar{\lambda} \mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right) x \\
& =\mathrm{R}_{\bar{\lambda}}\left(\mathrm{A}_{\mathbf{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right)\left(q^{c} x-x q^{c}\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \forall x \in X \quad: \quad \mathrm{C}_{q}(\mathrm{~A}) x=\mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right) x \quad \Longleftrightarrow \quad q^{c} x=x q^{c} \\
& \mathrm{C}_{q}(\mathrm{~A})=\mathrm{R}_{\lambda}\left(\mathrm{A}_{\mathbf{j}}\right) \quad \Longleftrightarrow \quad q^{c} x=x q^{c} \quad \forall x \in X .
\end{aligned}
$$

In particular, we have that $\mathrm{C}_{r}(\mathrm{~A})=\mathrm{R}_{r}\left(\mathrm{~A}_{\mathbf{j}}\right)$ for every $r \in \mathbb{R}$.
Proposition 5.11. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator such that $\rho_{s}(\mathrm{~A}) \cap \mathbb{R} \neq \varnothing$. Then the mapping $\rho_{s}(\mathrm{~A}) \longrightarrow \mathscr{L}^{\mathrm{r}}(X): q \longmapsto \mathrm{C}_{q}(\mathrm{~A})$ is right slice regular.

Proof. Following the proof of Lemma 2.36 of [30], one obtains that, if $\lambda \in \rho_{s}(\mathrm{~A}) \cap \mathbb{R}, \mathrm{B}:=$ $-\mathrm{C}_{\lambda}(\mathrm{A}) \in \mathscr{L}^{r}(X)$ and $\Phi: Q_{\mathbb{A}} \backslash\{\lambda\} \longrightarrow Q_{\mathbb{A}} \backslash\{\lambda\}$ is the inversion map $\Phi(q):=(q-\lambda)^{-1}$, then $\Phi\left(\rho_{s}(\mathrm{~A}) \backslash\{\lambda\}\right)=\rho_{s}(\mathrm{~B}) \backslash\{\lambda\}$ and $\mathrm{C}_{q}(\mathrm{~A})=-\mathrm{BC}_{\Phi(q)}(\mathrm{B}) \Phi(q)$ for every $q \in \rho_{s}(\mathrm{~A}) \backslash\{\lambda\}$. Since [30, Lemma 2.31] ensures that $\rho_{s}(\mathbb{B})$ is nonempty and open in $Q_{\mathbb{A}}$, we infer that $\rho_{s}(\mathbb{A})$ is a nonempty open circular subset of $Q_{\mathbb{A}}$. Let $D$ be the nonempty open subset of $\mathbb{C}$ invariant under complex conjugation such that $\Omega_{D}=\rho_{s}(\mathrm{~A})$. Fix $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and define the stem function $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right): D \longrightarrow \mathscr{L}^{\mathrm{r}}(X) \otimes_{\mathbb{R}} \mathbb{C}$ as follows:

$$
\begin{align*}
& \mathcal{F}_{1}(z):=\mathrm{Q}_{\phi_{\mathbf{j}}(z)}(\mathrm{A}) \Re(z)-\mathrm{AQ}_{\phi_{\mathrm{j}}(z)}(\mathrm{A}),  \tag{5.9}\\
& \mathcal{F}_{2}(z):=-\mathrm{Q}_{\phi_{\mathbf{j}}(z)}(\mathrm{A}) \Im(z) \tag{5.10}
\end{align*}
$$

For every $z \in D$, we have that $\mathcal{F}(\bar{z})=\overline{\mathcal{F}(z)}$ and

$$
\begin{align*}
\mathcal{F}_{1}(z)+\mathcal{F}_{2}(z) \mathbf{j} & =\mathrm{Q}_{\phi_{\mathbf{j}}(z)}(\mathrm{A}) \Re(z)-\mathrm{AQ}_{\phi_{\mathbf{j}}(z)}(\mathrm{A})-\mathrm{Q}_{\phi_{\mathbf{j}}(z)}(\mathrm{A}) \Im(z) \mathbf{j} \\
& =\mathrm{Q}_{\phi_{\mathbf{j}}(z)}(\mathrm{A}) \phi_{\mathbf{j}}(z)^{c}-\mathrm{AQ}_{\phi_{\mathbf{j}}(z)}(\mathrm{A})=\mathrm{C}_{\phi_{\mathbf{j}}(z)}(\mathrm{A}), \tag{5.11}
\end{align*}
$$

therefore $q \longmapsto \mathrm{C}_{q}(\mathrm{~A})$ is right slice. From [30, Lemma 2.32] it follows that the map $D \longrightarrow$ $\left(\mathscr{L}^{r}(X)\right)_{\mathbf{j}}: z \longmapsto \mathrm{C}_{\phi_{\mathbf{j}}(z)}(\mathrm{B})$ is holomorphic. Since $\mathrm{C}_{q}(\mathrm{~A})=-\mathrm{BC}_{\Phi(q)}(\mathrm{B}) \Phi(q)$, the map $z \longmapsto$ $\mathrm{C}_{\phi_{\mathrm{j}}(z)}(\mathrm{A})$ is holomorphic as well. Now we can conclude by invoking Proposition 4.6.

If $\omega \in \mathbb{R}$ a straightforward computation shows that $\Delta_{q}(\mathrm{~A}-\omega \mathrm{Id})=\Delta_{q+\omega}(\mathrm{A})$ for every $q \in Q_{\mathbb{A}}$, therefore we can relate the spherical resolvent operators of A and of A - $\omega$ Id as in the classical case (this is not true if $\omega$ is not real).

Lemma 5.12. If $\omega \in \mathbb{R}$ then $\Delta_{q}(\mathrm{~A}-\omega \mathrm{Id})=\Delta_{q+\omega}(\mathrm{A})$ for every $q \in Q_{\mathbb{A}}$ and $\rho_{s}(\mathrm{~A}-\omega \mathrm{Id})=$ $\rho_{s}(\mathrm{~A})-\omega$. Moreover $\mathrm{Q}_{q}(\mathrm{~A}-\omega \mathrm{Id})=\mathrm{Q}_{q+\omega}(\mathrm{A})$ and $\mathrm{C}_{q}(\mathrm{~A}-\omega \mathrm{Id})=\mathrm{C}_{q+\omega}(\mathrm{A})$ for every $q \in \rho_{s}(\mathrm{~A}-\omega \mathrm{Id})$.

## 6. Right linear operator semigroups

Throughout this section, we will assume that
$\mathbb{A}$ satisfies (2.4), (2.8) and (2.12), and $X$ is a Banach two-sided $\mathbb{A}$-module.
6.1. Strongly continuous semigroups. We first recall the natural definition of right linear operator semigroup (cf. [14] for the quaternionic case and [30] for the general case).

Definition 6.1. A mapping $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.\right.$ is called (right linear operator) semigroup if

$$
\begin{aligned}
& \mathrm{T}(t+s)=\mathrm{T}(t) \mathrm{T}(s) \quad \forall t, s>0, \\
& \mathrm{~T}(0)=\mathrm{I} \mathrm{~d} .
\end{aligned}
$$

A semigroup T is called uniformly continuous if $\mathrm{T} \in C\left(\left[0, \infty\left[; \mathscr{L}^{\mathrm{r}}(X)\right)\right.\right.$. A semigroup T is called strongly continuous if $\mathrm{T}(\cdot) x \in C([0, \infty[; X)$ for every $x \in X$. The generator of T is the right linear operator $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ defined by

$$
\begin{aligned}
& D(\mathrm{~A}):=\left\{x \in X: \exists \lim _{h \rightarrow 0}(1 / h)(\mathrm{T}(h) x-x)=\left.(\mathrm{d} / \mathrm{d} t) \mathrm{T}(t) x\right|_{t=0}\right\}, \\
& \mathrm{A} x:=\lim _{h \rightarrow 0} \frac{1}{h}(\mathrm{~T}(h) x-x), \quad x \in D(\mathrm{~A}) .
\end{aligned}
$$

Remark 6.2. By Lemma 3.10, we could also say that T is a uniformly continuous (resp. strongly continuous) semigroup in $X$ if and only if T is $\mathscr{L}^{\mathrm{r}}(X)$-valued and T is a uniformly continuous (resp. strongly continuous) semigroup in $\mathbb{R} X$.

Here is the generation theorem relating generators and semigroups (cf. [14, Section 4] for the quaternionic case and [30, Theorem 4.5] for the general case).

Theorem 6.3. The following assertions hold.
(a) Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator with $D(\mathrm{~A})$ dense in $X$. Suppose that there are constants $M \in\left[1, \infty[\right.$ and $\omega \in \mathbb{R}$ such that $] \omega, \infty\left[\subseteq \rho_{s}(\mathrm{~A})\right.$ and

$$
\begin{equation*}
\left\|\mathrm{C}_{\lambda}(\mathrm{A})^{n}\right\| \leq \frac{M}{(\lambda-\omega)^{n}} \quad \forall n \in \mathbb{N}, \quad \forall \lambda>\omega \tag{6.1}
\end{equation*}
$$

Then A is the generator of the strongly continuous semigroup $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{r}(X)\right.\right.$ defined by

$$
\mathrm{T}(t) x=\lim _{n \rightarrow \infty} e^{t \mathrm{~A}_{n}} x, \quad x \in X, \quad \text { where } \mathrm{A}_{n}:=n \mathrm{AC}_{n}(\mathrm{~A}) \in \mathscr{L}^{\mathrm{r}}(X)
$$

Moreover, $\|\mathrm{T}(t)\| \leq M e^{\omega t}$ for all $t \geq 0$.
(b) Let $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.\right.$ be a strongly continuous semigroup such that there are constants $M \in\left[1, \infty\left[\right.\right.$ and $\omega \in \mathbb{R}$ with the following property: $\|\mathrm{T}(t)\| \leq M e^{t \omega}$ for all $t \geq 0$. Then the generator A of T is closed, $D(\mathrm{~A})$ is dense in $X,] \omega, \infty\left[\subseteq \rho_{s}(\mathrm{~A})\right.$ and $\left\|\mathrm{C}_{\lambda}(\mathrm{A})^{n}\right\| \leq \frac{M}{(\lambda-\omega)^{n}}$ for all $n \in \mathbb{N}$ and for all $\lambda>\omega$.
In both cases (a) and (b), we have that

$$
\mathrm{C}_{\lambda}(\mathrm{A}) x=\int_{0}^{\infty} e^{-t \lambda} \mathrm{~T}(t) x \mathrm{~d} t \quad \forall \lambda>\omega, \quad \forall x \in X
$$

6.2. Noncommutative Laplace transform. In the noncommutative setting a natural notion of argument of a number is provided by the following definition (cf. [30, Definition 5.1]) that we will use also in the complex case.

Definition 6.4. Define the argument function $\arg : Q_{\mathbb{A}} \backslash\{0\} \longrightarrow[0, \pi]$ on $Q_{\mathbb{A}}$ as follows. If $q \in Q_{\mathbb{A}} \backslash \mathbb{R}$, then there exist, and are unique, $\left.\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, \rho \in\right] 0, \infty[$ and $\theta \in] 0, \pi[$ such that $q=\rho e^{\theta \mathbf{j}} \in \mathbb{C}_{\mathbf{j}}$. Thus, we define $\arg (q):=\theta$. Moreover we set: $\arg (q):=0$ if $\left.q \in\right] 0, \infty[$ and $\arg (q):=\pi$ if $q \in]-\infty, 0[$.

We need to introduce the following classes of open subsets of $\mathbb{C}$ and of $Q_{\mathbb{A}}$.

Definition 6.5. If $\eta \in] 0, \pi]$ we define

$$
D_{\eta}:=\{z \in \mathbb{C} \backslash\{0\}: \arg (z)<\eta\}
$$

and the associated circular set

$$
\Omega_{\eta}:=\Omega_{D_{\eta}}=\left\{q \in Q_{\mathbb{A}} \backslash\{0\}: \arg (q)<\eta\right\}
$$

Now we prove that the spherical resolvent operator can be written as a suitable Laplace transform. This result is stated in [14, Theorem 4.2] in the quaternionic setting and for $n=1$. Here we provide a different proof which also allows to get an integral representation for all the integer slice powers of the resolvent operator, confirming the central role of the slice composition defined in Definition 5.3. It is worth noting that Proposition 5.6 does not apply since the mapping $q \longmapsto\left(\mathrm{~T}(t) e^{-t q}\right) x$ is not right slice regular even if $q \longmapsto \mathrm{~T}(t) e^{-t q}$ is (cf. Remark 5.5).

Theorem 6.6. Let $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{r}(X)\right.\right.$ be a strongly continuous semigroup. Suppose there exist $M \in\left[1, \infty\left[\right.\right.$ and $\omega \in \mathbb{R}$ such that $\|\mathrm{T}(t)\| \leq M e^{\omega t}$ for all $t \geq 0$. If A is the generator of T then $\omega+\Omega_{\pi / 2} \subseteq \rho_{s}(\mathrm{~A})$ and, for every $n \in \mathbb{N}$, we have

$$
\begin{equation*}
\left(\mathrm{C}_{q}(\mathrm{~A})_{q}^{n}\right) x=\frac{1}{(n-1)!} \int_{0}^{\infty}\left(\mathrm{T}(t) t^{n-1} e^{-t q}\right) x \mathrm{~d} t \quad \forall q \in \omega+\Omega_{\pi / 2}, \quad \forall x \in X \tag{6.2}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~A})^{\odot_{q}^{n}}\right\| \leq \frac{M}{(\operatorname{Re}(q)-\omega)^{n}} \quad \forall q \in \omega+\Omega_{\pi / 2}, \quad \forall n \in \mathbb{N} \tag{6.3}
\end{equation*}
$$

Proof. Fix $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and let $\mathrm{S}_{\mathbf{j}}:\left[0, \infty\left[\longrightarrow \mathscr{L}\left(X_{\mathbf{j}}\right)\right.\right.$ be defined by $\mathrm{S}_{\mathbf{j}}(t):=\mathrm{T}(t)$. It follows that $\mathrm{S}_{\mathbf{j}}$ is a strongly continuous semigroup satisfying the estimate $\left\|S_{\mathbf{j}}(t)\right\| \leq M e^{\omega t}$ for every $t \geq 0$ and its generator is the operator $\mathrm{A}_{\mathbf{j}}: D\left(\mathrm{~A}_{\mathbf{j}}\right) \longrightarrow X_{\mathbf{j}}$ defined by $D\left(\mathrm{~A}_{\mathbf{j}}\right):=D(\mathrm{~A})$ and $\mathrm{A}_{\mathbf{j}} x:=\mathrm{A} x$ for every $x \in D\left(\mathbf{A}_{\mathbf{j}}\right)$. Therefore from the classical theory we have that $\omega+D_{\pi / 2} \subseteq \rho\left(\mathrm{~A}_{\mathbf{j}}\right)$, the resolvent set of $\mathrm{A}_{\mathbf{j}}$, hence $\omega+\Omega_{\pi / 2} \subseteq \rho_{s}(\mathrm{~A})$ by virtue of Theorem 5.9.

If $n \in \mathbb{N}, q \in \omega+\Omega_{\pi / 2}$, and $x \in X$ are fixed, then a standard $2 \varepsilon$-argument shows that $t \longmapsto$ $\left(\mathrm{T}(t) t^{n-1} e^{-t q}\right) x=\mathrm{T}(t)\left(t^{n-1} e^{-t q} x\right)$ is continuous. Moreover we have that $\left\|\mathrm{T}(t)\left(t^{n-1} e^{-t q} x\right)\right\| \leq$ $M t^{n-1} e^{t(\omega-\operatorname{Re}(q))}\|x\|$ for every $t \geq 0$, therefore we can define the following $X$-valued Lebesgue integral

$$
\begin{equation*}
\mathrm{L}_{n}(q) x:=\int_{0}^{\infty}\left(\mathrm{T}(t) t^{n-1} e^{-t q}\right) x \mathrm{~d} t, \quad q \in \omega+\Omega_{\pi / 2}, \quad x \in X \tag{6.4}
\end{equation*}
$$

Now we show that (6.4) defines a right slice regular function $L_{n}: \omega+\Omega_{\pi / 2} \longrightarrow \mathscr{L}^{r}(X)$. From the right linearity of $\mathrm{T}(t)$ and from the definition of $X$-valued Lebesgue integral it follows that $\mathrm{L}_{n}(q)$ is right linear, moreover $\left\|\mathrm{L}_{n}(q) x\right\| \leq \int_{0}^{\infty}\left\|\mathrm{T}(t) t^{n-1} e^{-t q} x\right\| \mathrm{d} t \leq\|x\| M \int_{0}^{\infty} t^{n-1} e^{t(\omega-\operatorname{Re}(q))} \mathrm{d} t$, thus actually $\mathrm{L}_{n}(q) \in \mathscr{L}(\mathbb{R} X)$ for every $q \in \omega+\Omega_{\pi / 2}$. By a direct computation, it is immediate to verify that $\int_{0}^{\infty} t^{n-1} e^{t(\omega-\operatorname{Re}(q))} \mathrm{d} t \leq(n-1)!(\operatorname{Re}(q)-\omega)^{-n}$. In particular, we have that

$$
\begin{equation*}
\left\|\mathrm{L}_{n}(q)\right\| \leq \frac{M(n-1)!}{(\operatorname{Re}(q)-\omega)^{n}} \tag{6.5}
\end{equation*}
$$

For every fixed $t \in] 0, \infty\left[\right.$, let $F_{n}^{t}=\left(F_{n, 1}^{t}, F_{n, 2}^{t}\right): \mathbb{C} \longrightarrow \mathbb{A} \otimes_{\mathbb{R}} \mathbb{C}$ be the stem function such that $t^{n-1} \exp ^{-t}=\Im_{r}\left(F_{n}^{t}\right): F_{n, 1}(z):=t^{n-1} e^{-t \Re(z)} \cos (t \Im(z))$ and $F_{n, 2}(z):=-t^{n-1} e^{-t \Re(z)} \sin (t \Im(z))$. Thanks to (4.3) it makes sense to define $\mathcal{L}_{n, k}: \omega+D_{\pi / 2} \longrightarrow \mathscr{L}^{r}(X), k=1,2$, by

$$
\mathcal{L}_{n, k}(z) x:=\int_{0}^{\infty}\left(\mathrm{T}(t) F_{n, k}^{t}(z)\right) x \mathrm{~d} t, \quad z \in \omega+D_{\pi / 2}, \quad x \in X
$$

Then $\mathcal{L}_{n}:=\left(\mathcal{L}_{n, 1}, \mathcal{L}_{n, 2}\right)$ is a stem function and for every $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, z \in \omega+D_{\pi / 2}$ and $x \in X$, we have that

$$
\begin{aligned}
\left(\mathcal{L}_{n, 1}(z)+\mathcal{L}_{n, 2}(z) \mathbf{j}\right) x & =\int_{0}^{\infty}\left(\mathrm{T}(t) F_{n, 1}^{t}(z) x+\mathrm{T}(t) F_{n, 2}^{t}(z) \mathbf{j} x\right) \mathrm{d} t \\
& =\int_{0}^{\infty} \mathrm{T}(t)\left(F_{n, 1}^{t}(z)+F_{n, 2}^{t}(z) \mathbf{j}\right) x \mathrm{~d} t \\
& =\int_{0}^{\infty} \mathrm{T}(t) t^{n-1} e^{-t \phi_{\mathbf{j}}(z)} x \mathrm{~d} t=\mathrm{L}_{n}\left(\phi_{\mathbf{j}}(z)\right) x,
\end{aligned}
$$

therefore $\mathrm{L}_{n}=\mathfrak{I}_{r}\left(\mathcal{L}_{n}\right)$ is a right slice function.
Consider $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and the map $\left(\mathrm{L}_{n}\right)_{\mathbf{j}}: \omega+D_{\pi / 2} \longrightarrow\left(\mathscr{L}^{\mathrm{r}}(X)\right)_{\mathbf{j}}$ defined by setting $\left(\mathrm{L}_{n}\right)_{\mathbf{j}}:=\mathrm{L}_{n} \circ \phi_{\mathbf{j}}$. Let us show that $\left(\mathrm{L}_{n}\right)_{\mathbf{j}}$ is of class $C^{1}$. Denote by $(r, s)$ the real coordinates in $\mathbb{C}$, and by $\partial_{r}$ and $\partial_{s}$ the partial derivatives $\partial / \partial r$ and $\partial / \partial s$, respectively. Observe that, since $\mathbb{C} \longrightarrow \mathbb{C}: z \longmapsto e^{-t z}$ is holomorphic, we have that $\partial_{r} e^{-t \phi_{\mathbf{j}}(z)}+\partial_{s} e^{-t \phi_{\mathbf{j}}(z)} \mathbf{j}=0$ for every $z \in \mathbb{C}$. Define the mappings $\mathrm{D}_{n, \mathbf{j}, r}, \mathrm{D}_{n, \mathbf{j}, s}: \omega+D_{\pi / 2} \longrightarrow\left(\mathscr{L}^{r}(X)\right)_{\mathbf{j}}$ by setting

$$
\mathrm{D}_{n, \mathbf{j}, r}(z) x:=\int_{0}^{\infty} \mathrm{T}(t) t^{n-1}\left(\partial_{r} e^{-t \phi_{\mathbf{j}}(z)}\right) x \mathrm{~d} t, \quad \mathrm{D}_{n, \mathbf{j}, s}(z) x:=\int_{0}^{\infty} \mathrm{T}(t) t^{n-1}\left(\partial_{s} e^{-t \phi_{\mathbf{j}}(z)}\right) x \mathrm{~d} t
$$

for all $x \in X, z \in \omega+D_{\pi / 2}$. A $2 \varepsilon$-argument shows again that $\mathrm{D}_{n, \mathbf{j}, r}$ and $\mathrm{D}_{n, \mathbf{j}, s}$ are continuous. Moreover, for every $z \in \omega+D_{\pi / 2}$ and for every $h \in \mathbb{R} \backslash\{0\}$ such that $z+h \in \omega+D_{\pi / 2}$, we find

$$
\begin{align*}
& \left\|\frac{\left(\mathrm{L}_{n}\right)_{\mathbf{j}}(z+h)-\left(\mathrm{L}_{n}\right)_{\mathbf{j}}(z)}{h}-\mathrm{D}_{n, \mathbf{j}, r}(z)\right\| \\
= & \sup _{\|x\| \leq 1}\left\|\int_{0}^{\infty} \mathrm{T}(t) t^{n-1}\left(\frac{e^{-t \phi_{\mathbf{j}}(z+h)}-e^{-t \phi_{\mathbf{j}}(z)}}{h}-\partial_{r} e^{-t \phi_{\mathbf{j}}(z)}\right) x \mathrm{~d} t\right\| \\
\leq & \sup _{\|x\| \leq 1} \int_{0}^{\infty}\left\|\mathrm{T}(t) t^{n-1}\left(\frac{e^{-t \phi_{\mathbf{j}}(z+h)}-e^{-t \phi_{\mathbf{j}}(z)}}{h}-\partial_{r} e^{-t \phi_{\mathbf{j}}(z)}\right) x\right\| \mathrm{d} t \\
\leq & \int_{0}^{\infty} M t^{n-1} e^{\omega t}\left|\frac{e^{-t \phi_{\mathbf{j}}(z+h)}-e^{-t \phi_{\mathbf{j}}(z)}}{h}-\partial_{r} e^{-t \phi_{\mathbf{j}}(z)}\right| \mathrm{d} t, \tag{6.6}
\end{align*}
$$

where the last integral is finite because

$$
\begin{aligned}
& M t^{n-1} e^{\omega t}\left|\frac{e^{-t(r+h+s \mathbf{j})}-e^{-t(r+s \mathbf{j})}}{h}-\partial_{r} e^{-t(r+s \mathbf{j})}\right| \\
= & M t^{n-1} e^{\omega t}\left|e^{-t(r+s \mathbf{j})}\right|\left|\frac{e^{-t h}-1}{h}+t\right| \leq M t^{n-1} e^{t \omega} e^{-t r} 2 t=2 M t^{n} e^{t(r-\omega)} .
\end{aligned}
$$

Moreover the last integrand in (6.6) converges to zero as $h \rightarrow 0$, therefore we can apply the dominated convergence theorem, obtaining that $\partial_{r}\left(\mathrm{~L}_{n}\right)_{\mathbf{j}}=\mathrm{D}_{n, \mathbf{j}, r}$. The proof that $\partial_{s}\left(\mathrm{~L}_{n}\right)_{\mathbf{j}}=\mathrm{D}_{n, \mathbf{j}, s}$ is entirely analogous. It follows that $\left(\mathrm{L}_{n}\right)_{\mathbf{j}} \in C^{1}\left(\omega+D_{\pi / 2} ;\left(\mathscr{L}^{r}(X)\right)_{\mathbf{j}}\right)$. Moreover, for every $x \in X$, we have

$$
\begin{aligned}
\left(\partial_{r}\left(\mathrm{~L}_{n}\right)_{\mathbf{j}}(z)+i \partial_{s}\left(\mathrm{~L}_{n}\right)_{\mathbf{j}}(z)\right) x & =\partial_{r}\left(\mathrm{~L}_{n}\right)_{\mathbf{j}}(z) x+\partial_{s}\left(\mathrm{~L}_{n}\right)_{\mathbf{j}}(z)(\mathbf{j} x)=\mathrm{D}_{n, \mathbf{j}, r} x+\mathrm{D}_{n, \mathbf{j}, s}(\mathbf{j} x) \\
& =\int_{0}^{\infty}\left(\mathrm{T}(t) t^{n-1}\left(\partial_{r} e^{-t \phi_{\mathbf{j}}(z)}+\partial_{s} e^{-t \phi_{\mathbf{j}}(z)} \mathbf{j}\right) x\right) \mathrm{d} t=0
\end{aligned}
$$

From Proposition 4.6 we infer that $\mathrm{L}_{n}$ is right slice regular. Thanks to Proposition 5.11 the function $q \longmapsto \mathrm{C}_{q}(\mathrm{~A})_{q}^{n}$ is right slice regular as well, and from [30, Theorem 4.5] we have that $\mathrm{C}_{r}(\mathrm{~A})=\mathrm{R}_{r}(\mathrm{~A})=\mathrm{L}_{1}(r)$ for every $r>\omega$. Furthermore, from (5.9), (5.10), (5.11) and from (5.5), it follows that the value of $\mathrm{C}_{q}(\mathrm{~A})^{\odot_{q}^{n}}$ at $q=r$, which we denote by $\mathrm{C}_{r}(\mathrm{~A}) \odot_{r}^{n}$, coincides with $\mathrm{C}_{r}(\mathrm{~A})^{n}$
for every $r>\omega$. From the classical semigroup theory applied to $\mathrm{T}:[0, \infty[\longrightarrow \mathscr{L}(\mathbb{R} X)$, we know that $(n-1)!\mathrm{R}_{r}(\mathrm{~A})^{n}=\mathrm{L}_{n}(r)$ (cf. Remark 6.2 and [21, Corollary 1.11, p. 56]). Therefore $(n-1)!\mathrm{C}_{r}(\mathrm{~A})^{\odot_{r}^{n}}=\mathrm{L}_{n}(r)$ for every $r>\omega$, thus Lemma 4.8 implies (6.2), i.e. $(n-1)!\mathrm{C}_{q}(\mathrm{~A})^{\odot_{q}^{n}}=$ $\mathrm{L}_{n}(q)$. Estimate (6.3) is now an immediate consequence of (6.5).
6.3. Uniformly continuous semigroups. Strongly continuous semigroups are somehow the less regular class of semigroups. At the other extreme there are the uniformly continuous semigroups. We have the following result.
Theorem 6.7. Let $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.\right.$ be a strongly continuous semigroup and let A be its generator. Then T is a uniformly continuous semigroup if and only if $\mathrm{A} \in \mathscr{L}^{\mathrm{r}}(X)$. In this case $\mathrm{T}(t)=e^{t \mathrm{~A}}$ for every $t \geq 0$ and the mapping $\exp ^{\mathrm{A}}: Q_{\mathbb{A}} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ defined by

$$
\exp ^{\mathrm{A}}(q):=\sum_{n \geq 0} \frac{\mathrm{~A}^{n}}{n!} q^{n}, \quad q \in Q_{\mathbb{A}}
$$

is the unique right slice regular extension of T .
Proof. The fact that A is bounded if and only if $\mathrm{T}(t)=e^{t A}$ for every $t \geq 0$ is proved in [30, Thereom 4.3]. The last statement follows immediately from Lemma 5.2( $\mathrm{i}^{\prime}$ ) and Lemma 4.8.
6.4. Slice regular semigroups. While uniformly continuous semigroups admits a power series representation by means of the exponential function, in the strongly continuous case this representation is not possible, since the generator is not bounded. As in the classical complex case it is possible to develop a quaternionic functional calculus (cf. [16]) that allows to represent $e^{t \mathrm{~A}}$ via a Cauchy integral formula if A is bounded. However the counterpart of this functional calculus for unbounded operators (cf. [11]) does not apply to the exponential function $e^{t A}$, i.e. to semigroups. Nevertheless in [30] we show that a Cauchy integral formula representation is possible if the generator of the semigroup is spherical sectorial, a natural quaternionic generalization of complex sectorial operators. Now we recall the definition of spherical sectorial operator and in the next section we are going to prove that the semigroups generated by spherical sectorial operators are exactly those who can be extended to a right slice regular operatorial functions on a spherical sector of $\mathbb{A}$. Moreover this extension satisfies a suitable "noncommutative semigroup law", originating what we call the class of right slice regular semigroup. This result casts a bridge between the theory of semigroups on Banach two-sided $\mathbb{A}$-modules and the theory of slice regular (operatorial) functions.
Definition 6.8. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator, let $\delta \in] 0, \pi / 2$ ] and let $\omega \in \mathbb{R}$. We say that A is a spherical $\delta$-sectorial operator with vertex $\omega$ if

$$
\omega+\Omega_{\pi / 2+\delta}=\left\{q \in Q_{\mathbb{A}} \backslash\{\omega\}: \arg (q-\omega)<\pi / 2+\delta\right\} \subseteq \rho_{s}(\mathrm{~A}) .
$$

If A is a spherical $\delta$-sectorial operator with vertex $\omega$ for some $\delta \in] 0, \pi / 2]$, then we say that A is a spherical sectorial operator with vertex $\omega$. If in addition $\omega=0$, we simply say that A is $a$ spherical sectorial operator.

The starting point of our analysis is the next result (cf. [30, Theorem 5.6]) where we prove that a spherical sectorial operator generates a strongly continuous semigroup represented by a suitable noncommutative Cauchy integral formula. We state here this theorem in a form which is slightly more general than in [30]. In order to do this, we need some preparations.

Let $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$. Recall that, given an interval $I$ of $\mathbb{R}$, a $C^{1}$-path $\gamma: I \longrightarrow \mathbb{C}_{\mathbf{j}}$, a map $f: \gamma(I) \longrightarrow X$ and a function $g: \gamma(I) \longrightarrow \mathbb{A}$, one can define the integral $\int_{\gamma} f(\alpha) \mathrm{d} \alpha g(\alpha) \in X$ (if it exists) by setting

$$
\begin{equation*}
\int_{\gamma} f(\alpha) \mathrm{d} \alpha g(\alpha):=\int_{I} f(\gamma(t)) \gamma^{\prime}(t) g(\gamma(t)) \mathrm{d} t . \tag{6.7}
\end{equation*}
$$

If $\left\{\gamma_{\ell}: I_{\ell} \longrightarrow \mathbb{C}_{\mathbf{j}}\right\}_{\ell=1}^{n}$ is a finite family of $C^{1}$-paths of $\mathbb{C}_{\mathbf{j}}, \Gamma$ is the formal sum $\sum_{\ell=1}^{n} \gamma_{i}$, and $f$ and $g$ are defined on $\bigcup_{\ell=1}^{n} \gamma_{\ell}\left(I_{\ell}\right)$, then we define $\int_{\Gamma} f(\alpha) \mathrm{d} \alpha g(\alpha):=\sum_{\ell=1}^{n} \int_{\gamma_{\ell}} f(\alpha) \mathrm{d} \alpha g(\alpha)$. If the image of $g$ is contained in $\mathbb{C}_{\mathbf{j}}$, then we write $\int_{\Gamma} f(\alpha) g(\alpha) \mathrm{d} \alpha$ in place of $\int_{\Gamma} f(\alpha) \mathrm{d} \alpha g(\alpha)$, because $\gamma_{\ell}^{\prime}(t)$ and $g\left(\gamma_{\ell}(t)\right)$ commutes for every $\ell \in\{1, \ldots, n\}$ and for every $t \in I_{\ell}$. We refer the reader to [30, Section 6] for more details concerning this kind of integrals.

Let $r \in] 0, \infty[$ and let $\eta \in] 0, \pi\left[\right.$. Denote by $\left.\left.\mathscr{R}^{-}(\mathbf{j} ; r ;-\eta):\right]-\infty,-r\right] \longrightarrow \mathbb{C}_{\mathbf{j}}, \mathscr{C}(\mathbf{j} ; r ; \eta)$ : $[-\eta, \eta] \longrightarrow \mathbb{C}_{\mathbf{j}}$ and $\left.\left.\mathscr{R}^{+}(\mathbf{j} ; r ; \eta):\right] r, \infty\right] \longrightarrow \mathbb{C}_{\mathbf{j}}$ the $C^{1}$-paths of $\mathbb{C}_{\mathbf{j}}$ given by

$$
\begin{array}{ll}
\mathscr{R}^{-}(\mathbf{j} ; r ;-\eta)(t):=-t e^{-\eta \mathbf{j}} & \forall t \in]-\infty,-r], \\
\mathscr{C}(\mathbf{j} ; r ; \eta)(t):=r e^{t \mathbf{j}} & \forall t \in[-\eta, \eta], \\
\mathscr{R}^{+}(\mathbf{j} ; r ; \eta)(t):=t e^{\eta \mathbf{j}} & \forall t \in[r, \infty[.
\end{array}
$$

Define $\Gamma(\mathbf{j} ; r ; \eta)$ as the following formal sum of $C^{1}$-paths of $\mathbb{C}_{\mathbf{j}}$ :

$$
\Gamma(\mathbf{j} ; r ; \eta):=\mathscr{R}^{-}(\mathbf{j} ; r ;-\eta)+\mathscr{C}(\mathbf{j} ; r ; \eta)+\mathscr{R}^{+}(\mathbf{j} ; r ; \eta) .
$$

The mentioned slightly more general version of [30, Theorem 5.6] reads as follows.
Theorem 6.9. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a spherical $\delta$-sectorial operator with vertex $\omega$. Suppose that $D(\mathrm{~A})$ is dense in $X$ and there exists $K>0$ such that

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta}
$$

If $\left.\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, r \in\right] 0, \infty[$ and $\eta \in] \pi / 2, \pi / 2+\delta[$, then the integral

$$
\begin{equation*}
\mathrm{T}(t):=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)} \mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} e^{t \alpha} \mathrm{~d} \alpha \quad \forall t>0 \tag{6.8}
\end{equation*}
$$

is convergent in $\mathscr{L}^{\mathrm{r}}(X)$ and is independent of $\mathbf{j}, r$ and $\eta$. If we set $\mathrm{T}(0):=\mathrm{Id}$, then (6.8) defines a strongly continuous semigroup $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{r}(X)\right.\right.$ which is real analytic in $] 0, \infty[$ and whose generator is A .

Proof. Here we show how to reduce to the case $\omega=0$ which is dealt with in [30, Theorem 5.6]. Define $\mathrm{B}:=\mathrm{A}-\omega \mathrm{Id}$. By Lemma 5.12, we know $\mathrm{C}_{q}(\mathrm{~A}-\omega \mathrm{Id})=\mathrm{C}_{q+\omega}(\mathrm{A})$ for every $q \in \rho_{s}(\mathrm{~A}-\omega \mathrm{Id})=\rho_{s}(\mathrm{~A})-\omega$. In particular we get that B is spherical sectorial and $\left\|\mathrm{C}_{q}(\mathrm{~B})\right\| \leq K /|q|$ for every $q \in \Omega_{\pi / 2+\delta}$, thus Theorem [30, Theorem 5.6] applies and we get that B generates the strongly continuous semigroup $\mathrm{S}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.\right.$ defined by $\mathrm{S}(0)=\mathrm{Id}$ and $\mathrm{S}(t):=(1 / 2 \pi) \int_{\Gamma(\mathbf{j} ; r, \eta)} \mathrm{C}_{\alpha}(\mathrm{B}) \mathbf{j}^{-1} e^{\alpha t} \mathrm{~d} \alpha$ for $t>0$, and real analytic in $] 0, \infty[$, where the integral is independent of $\mathbf{j}, r$ and $\eta$. Therefore, since $e^{\omega t} \in \mathbb{R}$, we obtain that $\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X): t \longmapsto e^{\omega t} \mathrm{~S}(t)\right.\right.$ is a strongly continuous semigroup generated by $\mathrm{B}+\omega \mathrm{Id}=\mathrm{A}$ and we have

$$
e^{\omega t} \mathbf{S}(t)=e^{\omega t} \frac{1}{2 \pi} \int_{\Gamma(\mathbf{j} ; r ; \eta)} \mathrm{C}_{\alpha}(\mathrm{B}) \mathbf{j}^{-1} e^{\alpha t} \mathrm{~d} \alpha=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)} \mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} e^{\alpha t} \mathrm{~d} \alpha=\mathrm{T}(t)
$$

for all $t>0$. This completes the proof.
In the next result we introduce a class of line integrals which extend (6.8) to suitable spherical sectors of $\mathbb{A}$ and allow to infer the noncommutative semigroup law (1.7).

Lemma 6.10. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a spherical $\delta$-sectorial operator with vertex $\omega$ such that $D(\mathrm{~A})$ dense in $X$ and there exists $K>0$ with

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta}
$$

If $\left.\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, r \in\right] 0, \infty[, \eta \in] \pi / 2, \pi / 2+\delta\left[\right.$ and $p, q \in \Omega_{\delta}$, then the integral

$$
\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q):=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \exp _{p}^{\alpha}(q)\right)
$$

is absolutely convergent and defines a right slice regular function $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, \cdot): \Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ such that

$$
\begin{equation*}
\left.\forall \delta^{\prime} \in\right] 0, \delta\left[\quad \exists M _ { \delta ^ { \prime } } \in \left[1, \infty\left[\quad: \quad\left\|\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q)\right\| \leq M_{\delta^{\prime}} e^{\omega \operatorname{Re}(p+q)} \quad \forall p, q \in \Omega_{\delta^{\prime}},\right.\right.\right. \tag{6.9}
\end{equation*}
$$

$\left(M_{\delta^{\prime}}\right.$ is independent of $\left.q\right)$. Moreover $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q)$ does not depend on $\left.\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, r \in\right] 0, \infty[$ and $\eta \in] \pi / 2, \pi / 2+\delta[$.

Proof. If $\alpha, p, q \in \mathbb{C}_{\mathbf{j}}$ then points (i) and (ii) of Lemma 5.2 imply that $\exp _{p}^{\alpha}(q)=\exp ^{\alpha}(p+q)=$ $e^{\alpha(p+q)} \in \mathbb{C}_{\mathbf{j}}$. Thus, if $\left.\gamma:\right] 0,1\left[\longrightarrow \mathbb{C}_{\mathbf{j}}\right.$ is a piecewise $C^{1}$ reparametrization of $\Gamma(\mathbf{j} ; r ; \eta)$, we have

$$
\int_{0}^{1}\left\|\mathrm{C}_{\omega+\gamma(t)}(\mathrm{A}) \mathbf{j}^{-1} \gamma^{\prime}(t) \exp _{p}^{\omega+\gamma(t)}(q)\right\| \mathrm{d} t \leq e^{\omega \operatorname{Re}(p+q)} \int_{0}^{1} \frac{K}{|\gamma(t)|}\left|\gamma^{\prime}(t)\right| e^{\operatorname{Re}(\gamma(t)(p+q))} \mathrm{d} t
$$

hence the absolute convergence of $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q)$ and (6.9) follow from the same argument of the complex case (see, e.g., [21, Proposition 4.3, p. 97]). Now we assume that $p=p_{1}+p_{2} \mathbf{k} \in \mathbb{C}_{\mathbf{k}}$ and $q=q_{1}+q_{2} \mathbf{h} \in \mathbb{C}_{\mathbf{h}}$ for some $\mathbf{k}, \mathbf{h} \in \mathbb{S}_{\mathbb{A}}, p_{m}, q_{m} \in \mathbb{R}, m=1,2$. Let us set $p_{\mathbf{j}}:=p_{1}+p_{1} \mathbf{j} \in \mathbb{C}_{\mathbf{j}}$, $q_{\mathbf{j}}:=q_{1}+q_{2} \mathbf{j} \in \mathbb{C}_{\mathbf{j}}$, and $q_{\mathbf{k}}:=q_{1}+q_{2} \mathbf{k} \in \mathbb{C}_{\mathbf{k}}$. Since $\exp _{p}^{\alpha}$ is a right slice function, we can apply (4.4) twice and we find constants $b_{m}, c_{m}, d_{m} \in \mathbb{A}, m=1,2$, such that

$$
\begin{aligned}
\exp _{p}^{\alpha}(q) & =\exp _{p}^{\alpha}\left(q_{\mathbf{k}}\right) b_{1}+\exp _{p}^{\alpha}\left(q_{\mathbf{k}}^{c}\right) b_{2} \\
& =\exp ^{\alpha}\left(p+q_{\mathbf{k}}\right) b_{1}+\exp ^{\alpha}\left(p+q_{\mathbf{k}}^{c}\right) b_{2} \\
& =\exp ^{\alpha}\left(p_{\mathbf{j}}+q_{\mathbf{j}}\right) c_{1}+\exp ^{\alpha}\left(p_{\mathbf{j}}^{c}+q_{\mathbf{j}}^{c}\right) d_{1}+\exp ^{\alpha}\left(p_{\mathbf{j}}+q_{\mathbf{j}}^{c}\right) c_{2}+\exp ^{\alpha}\left(p_{\mathbf{j}}^{c}+q_{\mathbf{j}}\right) d_{2}, \\
& =e^{\alpha\left(p_{\mathbf{j}}+q_{\mathbf{j}}\right)} c_{1}+e^{\alpha\left(p_{\mathbf{j}}^{c}+q_{\mathbf{j}}^{c}\right)} d_{1}+e^{\alpha\left(p_{\mathbf{j}}+q_{\mathbf{j}}^{c}\right)} c_{2}+e^{\alpha\left(p_{\mathbf{j}}^{c}+q_{\mathbf{j}}\right)} d_{2}
\end{aligned}
$$

This formula allows to reduce to the previous case when $p, q \in \mathbb{C}_{\mathbf{j}}$, thus the absolute convergence of $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q)$ and estimate (6.9) are completely proved.

Fix $s \in] 0, \infty\left[\right.$. Let us show that $\Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X): p \longmapsto \mathrm{~T}_{p}(\mathbf{j} ; r ; \eta, s)$ is right slice regular. Consider the map $\left.f_{s}:\right] 0,1\left[\times \Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.$ defined by

$$
f_{s}(t, p):=\mathrm{C}_{\omega+\gamma(t)}(\mathrm{A}) \mathbf{j}^{-1} \gamma^{\prime}(t) \exp _{p}^{\omega+\gamma(t)}(s)=\left(\mathrm{C}_{\omega+\gamma(t)}(\mathrm{A}) \mathbf{j}^{-1} \gamma^{\prime}(t)\right) \circ\left(\operatorname{Id} \exp _{p}^{\omega+\gamma(t)}(s)\right)
$$

By Lemma 5.2(iv), the function $p \longmapsto \exp _{p}^{\omega+\gamma(t)}(s)$ is right slice regular for every $\left.t \in\right] 0,1$ [. It follows immediately that, for every $t \in] 0,1\left[, p \longmapsto \operatorname{Id}_{\exp }^{p}{ }_{p}^{\omega+\gamma(t)}(s)\right.$ is right slice regular and hence the same is true for $f_{s}(t, \cdot)$ (cf. Example 4.5(b)). Thanks to Proposition 5.6, we infer that $p \longmapsto \mathrm{~T}_{p}(\mathbf{j} ; r ; \eta, s)$ is right slice regular as well. Observe that

$$
\mathrm{T}_{t}(\mathbf{j} ; r ; \eta ; s)=\mathrm{T}_{0}(\mathbf{j} ; r ; \eta, t+s)=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)} \mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} e^{\alpha(t+s)} \mathrm{d} \alpha \quad \forall t>0
$$

Thanks to Theorem 6.9, we know that $\mathrm{T}_{0}(\mathbf{j} ; r ; \eta, t+s)$ is independent of $\mathbf{j}, r$ and $\eta$. Therefore, by Lemma 4.8 , for every $s \in] 0, \infty\left[\right.$ and for every $p \in \Omega_{\delta}$, we get that $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, s)$ is independent of $\mathbf{j}, r$ and $\eta$. Now we fix $p \in \Omega_{\delta}$. Since $\exp _{p}^{\alpha}$ is right slice regular for every $\alpha$, proceeding as above, we obtain that $q \longmapsto \mathrm{~T}_{p}(\mathbf{j} ; r ; \eta, q)$ is right slice regular. Furthermore, we proved that $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q)$ is independent of $\mathbf{j}, r$ and $\eta$ when $\left.q \in\right] 0, \infty[$. Thus, by Lemma 4.8, we get that $\mathrm{T}_{p}(\mathbf{j} ; r ; \eta, q)$ is independent of $\mathbf{j}, r$ and $\eta$ for every $p, q \in \Omega_{\delta}$.

The previous Lemma 6.10 allows us to give the following definition.

Definition 6.11. Let $A: D(A) \longrightarrow X$ be a spherical $\delta$-sectorial operator of vertex $\omega$. Suppose that $D(\mathrm{~A})$ is dense in $X$ and there exists $K>0$ such that

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta}
$$

For every $p \in \Omega_{\delta} \cup\{0\}$, we define $\mathrm{T}_{p}: \Omega_{\delta} \longrightarrow \mathscr{L}^{r}(X)$ by setting

$$
\mathrm{T}_{p}(q):=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \exp _{p}^{\alpha}(q)\right), \quad q \in \Omega_{\delta}
$$

where $\left.\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, r \in\right] 0, \infty[$ and $\eta \in] \pi / 2, \pi / 2+\delta\left[\right.$ are arbitrarily chosen. Moreover we set $\mathrm{T}:=\mathrm{T}_{0}$, i.e.

$$
\mathrm{T}(q):=\mathrm{T}_{0}(q)=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \exp ^{\alpha}(q)\right), \quad q \in \Omega_{\delta}
$$

Since in general $C_{\alpha}(\mathrm{A}) \mathbf{j} \neq \mathbf{j} \mathrm{C}_{\alpha}(\mathrm{A})$ and $\mathrm{C}_{\alpha}(\mathrm{A}) \exp ^{\alpha}(q) \neq \exp ^{\alpha}(q) \mathrm{C}_{\alpha}(\mathrm{A})$, the classical semigroup law fails for T . In the following definition we introduce a new noncommutative semigroup law.

Definition 6.12. If $\delta \in] 0, \pi / 2]$, then we say that $\mathrm{T}: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{r}(X)$ is a right slice regular semigroup (of angle $\delta$ ) if the restriction $\left.\mathrm{T}\right|_{\Omega_{\delta}}: \Omega_{\delta} \longrightarrow \mathscr{L}^{r}(X)$ is right slice regular and

$$
\begin{align*}
& \mathrm{T}(p+q)=\mathrm{T}(p) \odot_{p} \mathrm{~T}(q) \quad \forall p, q \in \Omega_{\delta} \text { with } p+q \in \Omega_{\delta} \text { and } p q=q p, \\
& \mathrm{~T}(0)=\mathrm{Id}, \\
& \left.\left.\lim _{q \rightarrow 0} \mathrm{~T}\right|_{\Omega_{\delta^{\prime}}}(q) x=x \quad \forall \delta^{\prime} \in\right] 0, \delta[, \quad \forall x \in X . \tag{6.10}
\end{align*}
$$

If T is a slice regular semigroup of angle $\delta$ for some $\delta \in] 0, \pi / 2]$, then we say that T is a right slice regular semigroup. Moreover we say that a right slice regular semigroup T of angle $\delta$ is bounded if

$$
\left.\forall \delta^{\prime} \in\right] 0, \delta\left[\quad \exists M _ { \delta ^ { \prime } } \in \left[1, \infty\left[\quad: \quad \sup _{q \in \Omega_{\delta^{\prime}}}\|\mathrm{T}(q)\| \leq M_{\delta^{\prime}}\right.\right.\right.
$$

Lemma 6.13. If $\top: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{r}(X)$ is a right slice regular semigroup, then its restriction $\left.\mathrm{T}\right|_{[0, \infty[ }$ is a strongly continuous semigroup.

Proof. Let $\mathcal{T}=\left(\mathcal{T}_{1}, \mathcal{T}_{2}\right): D_{\delta} \longrightarrow \mathscr{L}^{r}(X) \otimes_{\mathbb{R}} \mathbb{C}$ be such that $\mathrm{T}=\Im_{r}(\mathcal{T})$. Since T is right slice we have that $\mathcal{T}_{2}(s)=0$ for every $s>0$, thus we get, if $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$,

$$
\begin{aligned}
\mathrm{T}(t+s) & =\mathrm{T}(t) \odot_{t} \mathrm{~T}(s)=(\mathrm{T} \odot \mathrm{~T}(s))(t)=(\mathrm{T} \odot \mathrm{~T}(s))\left(\phi_{\mathbf{j}}(t)\right) \\
& =\mathcal{T}_{1}(t) \mathrm{T}(s)+\mathcal{T}_{2}(t) \mathrm{T}(s) \mathbf{j}=\mathcal{T}_{1}(t) \mathrm{T}(s) \\
& =\left(\mathcal{T}_{1}(t)+\mathcal{T}_{2}(t) \mathbf{j}\right) \mathrm{T}(s)=\mathrm{T}(t) \mathrm{T}(s)
\end{aligned}
$$

The continuity of $\left.\mathrm{T}\right|_{[0, \infty[ }(\cdot) x$ for $x \in X$ follows from (6.10).
Thanks to the latter lemma, we can give the following definition.
Definition 6.14. Give a right slice regular semigroup $\mathrm{T}: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{r}(X)$, we say that an operator $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ is the generator of T if it is the generator of the strongly continuous semigroup $\left.\mathrm{T}\right|_{[0, \infty[ }$. We say also that A generates T .

## 7. Spherical sectorial operators and slice regular semigroups

Throughout this section, we will assume that
$\mathbb{A}$ satisfies $(2.4),(2.8)$ and $(2.12)$, and $X$ is a Banach two-sided $\mathbb{A}$-module.
The main result of this paper reads as follows.
Theorem 7.1. The following assertions hold.
(a) Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a spherical $\delta$-sectorial operator with vertex $\omega$. Suppose that $D(\mathrm{~A})$ is dense in $X$ and there exists $K>0$ such that

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta}
$$

Then A generates a right slice regular semigroup $\mathrm{T}: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ such that

$$
\left.\forall \delta^{\prime} \in\right] 0, \delta\left[\quad \exists M _ { \delta ^ { \prime } } \in \left[1, \infty\left[\quad: \quad\|\mathrm{T}(q)\| \leq M_{\delta^{\prime}} e^{\omega \operatorname{Re}(q)} \quad \forall q \in \Omega_{\delta^{\prime}} .\right.\right.\right.
$$

(b) Let $\mathrm{T}: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{r}(X)$ be a right slice regular semigroup and let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow$ $\mathscr{L}^{\mathrm{r}}(X)$ be its generator. Suppose there exist $\left.\left.\delta^{\prime} \in\right] 0, \delta\right], M \in[1, \infty[$ and $\omega \in \mathbb{R}$ such that $\|\mathrm{T}(q)\| \leq M e^{\omega \operatorname{Re}(q)}$ for every $q \in \Omega_{\delta^{\prime}}$. Then A is a spherical $\eta$-sectorial operator with vertex $\omega$ for some $\eta \in] 0, \pi / 2]$. Moreover, there exists $K>0$ such that

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\eta}
$$

Notice that bounded right slice semigroups are exactly those generated by spherical sectorial operators with vertex $\omega=0$. We will give the proof of this result in the following two subsections.
7.1. From spherical sectoriality to slice regularity. Let us show that a spherical sectorial operator with vertex $\omega$ generates an exponentially bounded right slice regular semigroup.
Theorem 7.2. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a spherical $\delta$-sectorial operator with vertex $\omega$. Suppose that $D(\mathrm{~A})$ is dense in $X$ and there exists $K>0$ such that

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta} .
$$

Let $\mathrm{T}_{p}: \Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ be as in Definition 6.11. Then $\mathrm{T}_{p}$ is right slice regular for every $p \in \Omega_{\delta} \cup\{0\}$ and

$$
\mathrm{T}_{p}(q)=\mathrm{T}(q) \odot_{q} \mathrm{~T}(p) \quad \forall p, q \in \Omega_{\delta} .
$$

The function $\mathrm{T}=\mathrm{T}_{0}$ is the unique right slice regular function from $\Omega_{\delta}$ to $\mathscr{L}^{\mathrm{r}}(X)$ which coincides with the semigroup generated by A on $] 0, \infty[$. Moreover, it holds

$$
\mathrm{T}(p+q)=\mathrm{T}(p) \odot_{p} \mathrm{\top}(q)=\mathrm{T}(q) \odot_{q} \mathrm{~T}(p) \quad \forall p, q \in \Omega_{\delta} \text { with } p+q \in \Omega_{\delta} \text { and } p q=q p
$$

i.e.

$$
\mathrm{T}(p+q)=(\mathrm{T} \odot \mathrm{~T}(q))(p)=(\mathrm{T} \odot \mathrm{~T}(p))(q) \quad \forall p, q \in \Omega_{\delta} \text { with } p+q \in \Omega_{\delta} \text { and } p q=q p,
$$

where in the second term $\mathrm{T}(q)$ is the constant function $p \longmapsto \mathrm{~T}(q)$ and in the last term $\mathrm{T}(p)$ is the constant function $q \longmapsto \mathrm{~T}(p)$.
Proof. We already proved in Lemma 6.10 that $\mathrm{T}_{p}$ is a right slice regular function. Let us explicitly write its stem function in the particular case $p=0$. Given $\alpha \in \mathbb{A}$, we define $E^{\alpha}=\left(E_{1}^{\alpha}, E_{2}^{\alpha}\right)$ : $D_{\delta} \longrightarrow \mathscr{L}^{r}(X) \otimes_{\mathbb{R}} \mathbb{C}$ by setting $E_{1}^{\alpha}(z):=\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \Re\left(z^{n}\right)$ and $E_{2}^{\alpha}(z):=\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \Im\left(z^{n}\right)$. It follows immediately that $\exp _{0}^{\alpha}=\exp ^{\alpha}=\mathfrak{I}_{r}\left(E^{\alpha}\right)$. Then, from Proposition 5.6 and Example 4.5(b), we obtain that $\mathrm{T}=\mathrm{T}_{0}=\mathfrak{I}_{\mathrm{r}}(\mathcal{T})$, where $\mathcal{T}=\left(\mathcal{T}_{1}, \mathcal{T}_{2}\right)$ and

$$
\mathcal{T}_{m}(z):=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r, \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha E_{m}^{\alpha}(z)\right) \quad \forall z \in D_{\delta}, \quad m=1,2
$$

for some fixed $\left.\mathbf{j} \in \mathbb{S}_{\mathbb{A}}, r\right] 0, \infty[$ and $\eta \in] \pi / 2, \pi / 2+\delta[$. Thanks to Lemma 5.2(ii), we have

$$
\mathrm{T}(t)=\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)} \mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} e^{\alpha t} \mathrm{~d} \alpha \quad \forall t>0
$$

therefore from Theorem 6.9 it follows that

$$
\begin{equation*}
\mathbf{T}(t+s)=\mathbf{T}(t) \mathbf{T}(s)=\mathbf{T}(s) \mathbf{T}(t) \quad \forall t, s>0 \tag{7.1}
\end{equation*}
$$

Now for any $t>0$ let us consider the mappings

$$
\mathrm{T}_{t}=\mathrm{T}(t+\cdot): \Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X): p \longmapsto \mathrm{~T}(t+p)
$$

(cf. formula (5.2)) and

$$
\mathrm{U}_{t}:=\mathrm{T}(t) \mathrm{T}(\cdot): \Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X): p \longmapsto \mathrm{~T}(t) \mathrm{T}(p) .
$$

Clearly $\mathrm{U}_{t}$ is right slice regular (cf. Example 4.5(b)) and from (7.1) it follows that $\mathrm{T}_{t}(s)=\mathrm{U}_{t}(s)$ for every $s>0$. Therefore, since $\mathrm{T}_{t}$ is right slice regular by Lemma 6.10, we obtain that $\mathrm{T}_{t}=\mathrm{U}_{t}$, hence

$$
\mathrm{T}(p+t)=\mathrm{T}(t) \mathrm{T}(p) \quad \forall p \in \Omega_{\delta}, \forall t>0
$$

Now we fix $p$ and consider the slice right regular function $\mathrm{T}_{p}: \Omega_{\delta} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$. If $p, q \in \Omega_{\delta}$ with $p+q \in \Omega_{\delta}$ and $p q=q p$, then Lemma 5.2(i) implies that

$$
\begin{align*}
\mathrm{T}_{p}(q) & =\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \exp _{p}^{\alpha}(q)\right) \\
& =\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \exp ^{\alpha}(p+q)\right)=\mathrm{T}(p+q), \tag{7.2}
\end{align*}
$$

in particular $\mathrm{T}_{p}(t)=\mathrm{T}(p+t)$ for every $t>0$. Thus from (7.1) we obtain

$$
\mathrm{T}_{p}(t)=\mathrm{T}(t) \mathrm{T}(p) \quad \forall p \in \Omega_{\delta}, \forall t>0 .
$$

For every $p \in \Omega_{\delta}$, define the right slice regular function $\bigvee_{p}: \Omega_{\delta} \longrightarrow \mathscr{L}^{r}(X)$ by setting

$$
\mathrm{V}_{p}:=\mathrm{T} \odot \mathrm{~T}(p)
$$

(according to our notation $\mathrm{T}(p)$ is here the constant function $q \longmapsto \mathrm{~T}(p)$ ). If $z \in D_{\delta}$ and $q:=\phi_{\mathbf{j}}(z)$, then we have

$$
\begin{aligned}
E_{1}^{\alpha}(z) \mathrm{\top}(p)+E_{2}^{\alpha}(z) \mathrm{\top}(p) \mathbf{j} & =\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \Re\left(z^{n}\right) \boldsymbol{\top}(p)+\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \Im\left(z^{n}\right) \boldsymbol{\top}(p) \mathbf{j} \\
& =\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \boldsymbol{\top}(p) \Re\left(z^{n}\right)+\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \mathrm{T}(p) \Im\left(z^{n}\right) \mathbf{j} \\
& =\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \boldsymbol{\top}(p)\left(\Re\left(z^{n}\right)+\Im\left(z^{n}\right) \mathbf{j}\right)=\sum_{n \geq 0} \frac{\alpha^{n}}{n!} \mathrm{T}(p) q^{n},
\end{aligned}
$$

hence

$$
\begin{aligned}
(\mathrm{T} \odot \mathrm{~T}(p))(q)= & \mathcal{T}_{1}(z) \mathrm{T}(p)+\mathcal{T}_{2}(z) \mathrm{T}(p) \mathbf{j} \\
= & \frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha E_{1}^{\alpha}(z) \mathrm{T}(p)\right) \\
& +\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)} \mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha E_{2}^{\alpha}(z) \mathrm{T}(p) \mathbf{j} \\
= & \frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha\left(E_{1}^{\alpha}(z) \mathrm{T}(p)+E_{2}^{\alpha}(z) \mathrm{T}(p) \mathbf{j}\right)\right) \\
= & \frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \sum_{n \geq 0} \frac{\alpha^{n}}{n!} \mathrm{T}(p) q^{n}\right) .
\end{aligned}
$$

Therefore if $t>0$ we get

$$
\begin{aligned}
(\mathbf{T} \odot \mathrm{T}(p))(t) & =\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \sum_{n \geq 0} \frac{\alpha^{n}}{n!} \mathrm{T}(p) t^{n}\right) \\
& =\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \sum_{n \geq 0} \frac{\alpha^{n}}{n!} t^{n} \mathrm{~T}(p)\right) \\
& =\frac{1}{2 \pi} \int_{\omega+\Gamma(\mathbf{j} ; r ; \eta)}\left(\mathrm{C}_{\alpha}(\mathrm{A}) \mathbf{j}^{-1} \mathrm{~d} \alpha \exp ^{\alpha}(t)\right) \mathrm{T}(p) \\
& =\mathrm{T}(t) \mathrm{T}(p),
\end{aligned}
$$

thus

$$
\mathrm{V}_{p}(t)=\mathrm{T}_{p}(t) \quad \forall t>0
$$

Since $\mathrm{V}_{p}$ and $\mathrm{T}_{p}$ are both right slice regular, Lemma 4.8 yields

$$
\mathrm{T}_{p}(q)=(\mathrm{T} \odot \mathrm{~T}(p))(q) \quad \forall p, q \in \Omega_{\delta}
$$

and, by virtue of (7.2),

$$
\mathrm{T}(p+q)=(\mathrm{T} \odot \mathrm{~T}(p))(q) \quad \forall p, q \in \Omega_{\delta} \text { with } p+q \in \Omega_{\delta} \text { and } p q=q p .
$$

This completes the proof.
7.2. From slice regularity to spherical sectoriality. Our final task is proving that a right slice regular semigroup is generated by a spherical sectorial operator. We need the following lemma providing the estimate (7.3) for the spherical resolvent operator of the generator of a semigroup. As in the classical case, the Laplace transform (6.2) is a crucial tool for this proof, but in our noncommutative framework things are complicated by the fact that $q \longmapsto\left(\mathbf{T}(t) e^{-t q}\right) x$ is not right slice regular even if $q \longmapsto \mathrm{~T}(t) e^{-t q}$ is (cf. Remark 5.5).

Lemma 7.3. Let $\delta \in] 0, \pi / 2\left[\right.$ and let $\mathrm{T}: \Omega_{\delta} \cup\{0\} \longrightarrow \mathscr{L}^{\mathrm{r}}(X)$ be a function such that $\left.\mathrm{T}\right|_{\Omega_{\delta}}$ is right slice regular and $\left.\mathrm{T}\right|_{[0, \infty}$ is a strongly continuous semigroup. Suppose there exist $\left.\left.\delta^{\prime} \in\right] 0, \delta\right]$, $M \in\left[1, \infty\left[\right.\right.$ and $\omega \in \mathbb{R}$ such that $\|\mathrm{T}(q)\| \leq M e^{\omega \operatorname{Re}(q)}$ for every $q \in \Omega_{\delta^{\prime}}$. If A is the generator of T , then $\rho_{s}(\mathrm{~A}) \subseteq \omega+\Omega_{\pi / 2}$ and there exists $K>0$ such that

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2} \tag{7.3}
\end{equation*}
$$

Proof. Thanks to Theorem 6.6, we know that $\rho_{s}(\mathrm{~A}) \subseteq \omega+\Omega_{\pi / 2}$ and (7.3) is true for $\left.q \in\right] \omega, \infty[$. Fix $q \in\left(\omega+\Omega_{\pi / 2}\right) \backslash \mathbb{R}$. Let $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and $r, s \in \mathbb{R}$ be such that $s>0$ and $q=r+s \mathbf{j}$. Define $\lambda \in D_{\delta}$ by $\lambda:=r+i s$, thus $q=\phi_{\mathbf{j}}(\lambda)$. The function $\mathbf{T}_{\mathbf{j}}: D_{\eta} \longrightarrow\left(\mathscr{L}^{\mathrm{r}}(X)\right)_{\mathbf{j}}$ is holomorphic by Proposition 4.6, hence $\left.\mathrm{T}\right|_{\varepsilon \varepsilon, \infty[ } \in C\left(\left[\varepsilon, \infty\left[; \mathscr{L}^{r}(X)\right)\right.\right.$ for every $\varepsilon>0$. Using again Theorem 6.6, we infer that

$$
\begin{align*}
\mathrm{C}_{q}(\mathrm{~A}) x & =\int_{0}^{\varepsilon}\left(\mathrm{T}(t) e^{-t q}\right) x \mathrm{~d} t+\int_{\varepsilon}^{\infty}\left(\mathbf{T}(t) e^{-t q}\right) x \mathrm{~d} t \\
& =\int_{0}^{\varepsilon}\left(\mathrm{T}(t) e^{-t q}\right) x \mathrm{~d} t+\left(\int_{\varepsilon}^{\infty} \mathrm{T}(t) e^{-t q} \mathrm{~d} t\right) x \\
& =\int_{0}^{\varepsilon}\left(\mathrm{T}(t) e^{-t q}\right) x \mathrm{~d} t+\left(\int_{\varepsilon}^{\infty} e^{-t \lambda} \mathrm{~T}_{\mathbf{j}}(t) \mathrm{d} t\right) x . \tag{7.4}
\end{align*}
$$

The mapping $z \longmapsto e^{-z \lambda} \mathrm{~T}_{\mathbf{j}}(z)$ is holomorphic from $D_{\delta}$ into $\left(\mathscr{L}^{\mathrm{r}}(X)\right)_{\mathbf{j}}$, hence a standard argument allows us to change the path of integration in the last integral in (7.4) from $\left[\varepsilon, \infty\left[\right.\right.$ into $\gamma_{\varepsilon}$ :
$\left[0, \infty\left[\longrightarrow \mathbb{C}: \rho \longmapsto \varepsilon+\rho e^{\theta i}\right.\right.$ where $\theta$ is a fixed element of $]-\delta^{\prime}, 0[$. Therefore we get

$$
\int_{\varepsilon}^{\infty} e^{-t \lambda} \mathbf{T}_{\mathbf{j}}(t) \mathrm{d} t=\int_{\gamma_{\varepsilon}} e^{-z \lambda} \mathrm{~T}_{\mathbf{j}}(z) \mathrm{d} z=\int_{0}^{\infty} e^{\theta i} e^{-\lambda\left(\varepsilon+\rho e^{\theta i}\right)} \mathrm{T}_{\mathbf{j}}\left(\varepsilon+\rho e^{\theta i}\right) \mathrm{d} \rho,
$$

thus, if $C:=-M / \sin \theta$, then the following standard estimate can be obtained on the interval $[\varepsilon, \infty[$ (rather than in $[0, \infty[$ ):

$$
\begin{aligned}
\left\|\int_{\varepsilon}^{\infty} e^{-t \lambda} \mathrm{~T}_{\mathbf{j}}(t) \mathrm{d} t\right\| & \leq \int_{0}^{\infty} M e^{-\varepsilon(\operatorname{Re}(\lambda)-\omega)} e^{-\operatorname{Re}\left((\lambda-\omega) \rho e^{\theta i}\right)} \mathrm{d} \rho \\
& \leq \int_{0}^{\infty} M e^{-\rho((r-\omega) \cos \theta-s \sin \theta)} \mathrm{d} \rho \\
& =\frac{M}{(r-\omega) \cos \theta-s \sin \theta} \leq \frac{M}{-s \sin \theta}=\frac{C}{s}=\frac{C}{|\operatorname{Im}(q)|}
\end{aligned}
$$

In this way, for every $x \in X$, we find

$$
\begin{aligned}
\left\|\mathrm{C}_{q}(\mathrm{~A}) x\right\| & \leq \int_{0}^{\varepsilon}\left\|\left(\mathrm{T}(t) e^{-t q}\right) x\right\| \mathrm{d} t+\frac{C}{|\operatorname{Im}(q)|}\|x\| \\
& \leq M \int_{0}^{\varepsilon} e^{t(\omega-\operatorname{Re}(q))}\|x\| \mathrm{d} t+\frac{C}{|\operatorname{Im}(q)|}\|x\|=\left(M \frac{1-e^{\varepsilon(\omega-\operatorname{Re}(q))}}{\operatorname{Re}(q)-\omega}+\frac{C}{|\operatorname{Im}(q)|}\right)\|x\|,
\end{aligned}
$$

hence, by the arbitrariness of $\varepsilon$, we obtain

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{C}{|\operatorname{Im}(q)|} \tag{7.5}
\end{equation*}
$$

Collecting together (6.3) with (7.5) we find (7.3).
Theorem 7.4. Let $\mathrm{A}: D(\mathrm{~A}) \longrightarrow X$ be a closed right linear operator with $D(\mathrm{~A})$ dense in $X$. Suppose that A generates a strongly continuous semigroup $\mathrm{T}:\left[0, \infty\left[\longrightarrow \mathscr{L}^{\mathrm{r}}(X)\right.\right.$ and there exist $M \in\left[1, \infty\left[, \omega \in \mathbb{R}\right.\right.$ and $L>0$ such that $\|\mathrm{T}(t)\| \leq M e^{\omega t}$ for all $t \geq 0$, and

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{L}{|\operatorname{Im}(q)|} \quad \forall q \in \omega+\Omega_{\pi / 2} \tag{7.6}
\end{equation*}
$$

Then A is a spherical $\delta$-sectorial operator with vertex $\omega$ for some $\delta \in] 0, \pi / 2]$. Moreover, there exists $K>0$ such that

$$
\left\|\mathrm{C}_{q}(\mathrm{~A})\right\| \leq \frac{K}{|q-\omega|} \quad \forall q \in \omega+\Omega_{\pi / 2+\delta}
$$

Proof. If B $:=\mathrm{A}-\omega \mathrm{ld}$, then B generates the strongly continuous semigroup $\mathrm{S}(t)=e^{-\omega t} \mathbf{T}(t)$ statisfying the estimate $\|\mathrm{S}(t)\| \leq M$. Therefore $\Omega_{\pi / 2} \subseteq \rho_{s}(\mathrm{~B})$ and (7.6) yields

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~B})\right\|=\left\|\mathrm{C}_{q+\omega}(\mathrm{A})\right\| \leq \frac{L}{|\operatorname{Im}(q)|} \quad \forall q \in \Omega_{\pi / 2} \tag{7.7}
\end{equation*}
$$

Moreover, thanks to (6.3), for every $q \in \Omega_{\pi / 2}$ we have $\left\|\mathrm{C}_{q}(\mathrm{~B})\right\| \leq M / \operatorname{Re}(q)$, which together with (7.7) yields

$$
\begin{equation*}
\left\|\mathrm{C}_{q}(\mathrm{~B})\right\| \leq \frac{C}{|q|} \quad \forall q \in \Omega_{\pi / 2} \tag{7.8}
\end{equation*}
$$

for some $C>0$. Fix $p \in \Omega_{\pi / 2}$. By definition of spherical resolvent operator we have $\mathrm{C}_{p}(\mathrm{~B})=$ $\mathrm{Q}_{p}(\mathrm{~B}) p^{c}-\mathrm{BQ}_{p}(\mathrm{~B})$ and $\mathrm{C}_{p^{c}}(\mathrm{~B})=\mathrm{Q}_{p^{c}}(\mathrm{~B}) p-\mathrm{BQ}_{p}(\mathrm{~B})=\mathrm{Q}_{p^{c}}(\mathrm{~B}) p-\mathrm{BQ}_{p}(\mathrm{~B})$. Hence, subtracting the two identities, we get $\mathrm{C}_{p^{c}}(\mathrm{~B})-\mathrm{C}_{p}(\mathrm{~B})=\mathrm{Q}_{p}(\mathrm{~B})\left(p-p^{c}\right)=\mathrm{Q}_{p}(\mathrm{~B}) 2 \operatorname{Im}(p)$. Therefore if $\operatorname{Im}(p) \neq 0$ then

$$
\mathrm{Q}_{p}(\mathrm{~B})=\left(\mathrm{C}_{p^{c}}(\mathrm{~B})-\mathrm{C}_{p}(\mathrm{~B})\right)(2 \operatorname{Im}(p))^{-1},
$$

therefore it follows that

$$
\begin{equation*}
\left\|\mathrm{Q}_{p}(\mathrm{~B})\right\| \leq \frac{1}{2|\operatorname{Im}(p)|}\left(\left\|\mathrm{C}_{p^{c}}(\mathrm{~B})\right\|+\left\|\mathrm{C}_{p}(\mathrm{~B})\right\|\right) \leq \frac{C}{|\operatorname{Im}(p)||p|} \tag{7.9}
\end{equation*}
$$

Now fix $x \in X, \mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ and let $\mu \in \mathbb{C}$ be such that $\phi_{\mathbf{j}}(\mu)=p$. From (5.6) and (5.7), we infer the following chain of equalities:

$$
\begin{aligned}
\mathrm{R}_{\mu}\left(\mathrm{B}_{\mathbf{j}}\right) x & =\left(\bar{\mu} \mathrm{Id}_{X_{\mathbf{j}}}-\mathrm{B}_{\mathbf{j}}\right) \mathrm{Q}_{p}(\mathrm{~B}) x \\
& =\bar{\mu} \mathrm{Q}_{p}(\mathrm{~B}) x-\mathrm{B}_{\mathbf{j}} \mathrm{Q}_{p}(\mathrm{~B}) x \\
& =\left(\mathrm{Q}_{p}(\mathrm{~B}) x\right) p^{c}-\mathrm{B}\left(\mathrm{Q}_{p}(\mathrm{~B}) x\right) \\
& =\mathrm{Q}_{p}(\mathrm{~B})\left(x p^{c}\right)+\mathrm{C}_{p}(\mathrm{~B}) x-\mathrm{Q}_{p}(\mathrm{~B})\left(p^{c} x\right),
\end{aligned}
$$

therefore from (7.8) and (7.9) we get

$$
\begin{aligned}
\left\|\mathrm{R}_{\mu}\left(\mathrm{B}_{\mathbf{j}}\right) x\right\| & \leq\left\|\mathrm{Q}_{p}(\mathrm{~B})\left(x p^{c}\right)\right\|+\left\|\mathrm{C}_{p}(\mathrm{~B}) x\right\|+\left\|\mathrm{Q}_{p}(\mathrm{~B})\left(p^{c} x\right)\right\| \\
& \leq\left\|\mathrm{Q}_{p}(\mathrm{~B})\right\|\left\|x p^{c}\right\|+\left\|\mathrm{C}_{p}(\mathrm{~B})\right\|\|x\|+\left\|\mathrm{Q}_{p}(\mathrm{~B})\right\|\left\|p^{c} x\right\| \\
& =\left\|\mathrm{Q}_{p}(\mathrm{~B})\right\|\|x\||p|+\left\|\mathrm{C}_{p}(\mathrm{~B})\right\|\|x\|+\left\|\mathrm{Q}_{p}(\mathrm{~B})\right\|\|x\||p| \\
& \leq\left(\frac{C|p|}{|\operatorname{Im}(p)||p|}+\frac{C}{|p|}+\frac{C|p|}{|\operatorname{Im}(p) \| p|}\right)\|x\| \leq \frac{3 C}{|\operatorname{Im}(p)|}\|x\|=\frac{3 C}{|\operatorname{Im}(\mu)|}\|x\|
\end{aligned}
$$

Hence, by the arbitrariness of $p \in \Omega_{\pi / 2}$ and of $x \in X$, we have proved that

$$
\left\|\mathrm{R}_{\mu}\left(\mathrm{B}_{\mathbf{j}}\right)\right\| \leq \frac{3 C}{|\operatorname{Im}(\mu)|} \quad \forall \mu \in D_{\pi / 2}
$$

Therefore the classical complex theory of analytic semigroups (see, e.g., [21, Thereom 4.6]) applies to $\mathrm{B}_{\mathbf{j}}$ and we find that there exists $\left.\left.\delta_{\mathbf{j}} \in\right] 0, \pi / 2\right]$ such that $D_{\pi / 2+\delta_{\mathbf{j}}} \subseteq \rho\left(\mathrm{B}_{\mathbf{j}}\right)$, the resolvent set of $B_{j}$. This fact allows to apply Theorem 5.9 and to deduce that $B$ is spherical sectorial of angle $\delta:=\sup _{\mathbf{j} \in \mathbb{S}_{\mathbb{A}}} \delta_{\mathbf{j}}$, i.e. $\Omega_{\pi / 2+\delta} \subseteq \rho_{s}(\mathrm{~B})$. Moreover, we have that $D_{\pi / 2+\delta} \subseteq \rho\left(\mathrm{B}_{\mathbf{j}}\right)$ for all $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ (in other words, we can assume that $\delta_{\mathbf{j}}$ does not depend on $\mathbf{j} \in \mathbb{S}_{\mathbb{A}}$ ). Now let $q \in \Omega_{\pi / 2+\delta}$ and let $\lambda \in D_{\pi / 2+\delta}$ be such that $q=\phi_{\mathbf{j}}(\lambda)$. From the classical theory we also have that there is a constant $N>0$ such that $\left\|\mathrm{R}_{\lambda}\left(\mathrm{B}_{\mathbf{j}}\right)\right\| \leq N /|\lambda|=N /|q|$, hence (5.7) yields

$$
\left\|\mathrm{Q}_{q}(\mathrm{~B})\right\| \leq\left\|\mathrm{R}_{\bar{\lambda}}\left(\mathrm{B}_{\mathrm{j}}\right)\right\|\left\|\mathrm{R}_{\lambda}\left(\mathrm{B}_{\mathrm{j}}\right)\right\| \leq \frac{N}{|\lambda|^{2}}=\frac{N}{|q|^{2}},
$$

therefore, observing that $\mathrm{BR}_{z}\left(\mathrm{~B}_{\mathbf{j}}\right)=\mathrm{B}_{\mathbf{j}} \mathrm{R}_{z}\left(\mathrm{~B}_{\mathbf{j}}\right)=z \mathrm{R}_{z}\left(\mathrm{~B}_{\mathbf{j}}\right)-\mathrm{Id}_{X_{\mathbf{j}}}$ for every $z \in \rho\left(\mathrm{~B}_{\mathbf{j}}\right)$, we get

$$
\begin{aligned}
\left\|\mathrm{C}_{q}(\mathrm{~B})\right\| & =\left\|\mathrm{Q}_{q}(\mathrm{~B}) q^{c}-\mathrm{BQ}_{q}(\mathrm{~B})\right\| \leq\left\|\mathrm{Q}_{q}(\mathrm{~B}) q^{c}\right\|+\left\|\mathrm{BQ}_{q}(\mathrm{~B})\right\| \\
& =\left\|\mathrm{Q}_{q}(\mathrm{~B}) q^{c}\right\|+\left\|\mathrm{BR}\left(\mathrm{~B}_{\mathbf{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{B}_{\mathbf{j}}\right)\right\| \\
& =\left\|\mathrm{Q}_{q}(\mathrm{~B})\right\|\left|q^{c}\right|+\left\|\left(\bar{\lambda} \mathrm{R}_{\bar{\lambda}}\left(\mathrm{B}_{\mathbf{j}}\right)-\mathrm{Id}_{X_{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{B}_{\mathbf{j}}\right)\right\| \\
& \leq\left\|\mathrm{Q}_{q}(\mathrm{~B})\right\|\left|q^{c}\right|+|\lambda|\left\|\mathrm{R}_{\bar{\lambda}}\left(\mathrm{B}_{\mathbf{j}}\right) \mathrm{R}_{\lambda}\left(\mathrm{B}_{\mathbf{j}}\right)\right\|+\left\|\mathrm{R}_{\lambda}\left(\mathrm{B}_{\mathbf{j}}\right)\right\| \\
& \leq \frac{N\left|q^{c}\right|}{|q|^{2}}+\frac{N|q|}{\left|q^{2}\right|}+\frac{N}{|q|}=\frac{3 N}{|q|} .
\end{aligned}
$$

Now we conclude by invoking the equalities $\rho_{s}(\mathrm{~A})=\omega+\rho_{s}(\mathrm{~B})$ and $\mathrm{C}_{q}(\mathrm{~A})=\mathrm{C}_{q-\omega}(\mathrm{B})$.
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