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IMPROVED Lp-POINCARÉ INEQUALITIES1

ON THE HYPERBOLIC SPACE2

ELVISE BERCHIO, LORENZO D’AMBROSIO, DEBDIP GANGULY, AND GABRIELE GRILLO3

Abstract. We investigate the possibility of improving the p-Poincaré inequality ‖∇HNu‖pp
≥ Λp‖u‖pp on the hyperbolic space, where p > 1 and Λp := [(N−1)/p]p is the best constant
for which such inequality holds. We prove several different, and independent, improved
inequalities, one of which is a Poincaré-Hardy inequality, namely an improvement of the
best p-Poincaré inequality in terms of the Hardy weight r−p, r being geodesic distance
from a given pole. Certain Hardy-Maz’ya-type inequalities in the Euclidean half-space are
also obtained.

1. Introduction4

Let HN denote the hyperbolic space of dimension N ≥ 2, ∇HN ,∆HN and dvHN its5

Riemannian gradient, Laplacian and measure, respectively. It is well known that the L26

spectrum of −∆HN is bounded away from zero. More precisely one has σ(−∆HN ) =7

[(N − 1)2/4,+∞). As a byproduct, the quadratic form inequality8 ∫
HN
|∇HNu|2 dvHN ≥

(N − 1)2

4

∫
HN

u2 dvHN

holds for all u ∈ C∞c (HN ). See e.g. [14] for an elementary proof. Besides, another inequality9

which one is very familiar within the Euclidean setting, namely Hardy’s inequality, holds10

true as well on HN , so that one has, at least for N ≥ 3,11 ∫
HN
|∇HNu|2 dvHN ≥

(N − 2)2

4

∫
HN

u2

r2
dvHN ,

where r := %(x, x0) denotes geodesic distance from a fixed pole x0. In fact, such inequality12

holds on any Cartan-Hadamard manifold, where the latter are defined as those manifolds13

which are complete, simply connected and have nonpositive sectional curvatures. See [12]14

for details. Hardy-type inequalities have been the object of a large amount of research in15

the past decades, see for example, with no claim of completeness, [3, 4, 8, 9, 10, 11, 13, 15,16

16, 18, 21, 22, 23, 25, 27, 30, 32].17

A combination of these inequalities was given in [1] and then rediscovered by other meth-18

ods in [6]. A simplified version of it reads19 ∫
HN
|∇HNu|2 dvHN −

(N − 1)2

4

∫
HN

u2 dvHN ≥
1

4

∫
HN

u2

r2
dvHN (1.1)

for all u ∈ C∞c (HN ), and the constants in (1.1) are sharp (the sharpness of the constant20

(N −1)2/4 in the l.h.s. being obvious), see [6]. The sharpness of related inequalities in more21

general manifolds and similar improved inequalities of Rellich type, which are again sharp22

Key words and phrases. p-Poincaré inequality, hyperbolic space, Poincaré-Hardy inequality .
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2 ELVISE BERCHIO, LORENZO D’AMBROSIO, DEBDIP GANGULY, AND GABRIELE GRILLO

in suitable senses, are also proved in [6]. See also [5] for related higher order Poincaré-Hardy23

inequalities.24

No Lp analogue of (1.1) is known for p 6= 2. It is our purpose here to initiate a study of25

improved p-Poincaré inequalities on HN , where we take the attitude of looking for improve-26

ments of the Lp-gap inequality27 ∫
HN
|∇HNu|p dvHN ≥

(
N − 1

p

)p ∫
HN
|u|p dvHN , (1.2)

valid for all u ∈ C∞c (HN ), where it is known that the constant
(
N−1
p

)p
is the best one for28

such an inequality to hold, see [28] (a simpler proof of this fact will anyway be given below29

in Lemma 2.1).30

In fact, let −∆p,HN denote the p-Laplacian operator on HN , namely31

∆p,HNu := divHN (|∇HNu|p−2∇HNu) (1.3)

It is well-known thatHN is a p-hyperbolic manifold, i.e., −∆p,HN admits a positive Green’s32

function by which the validity of a Hardy-type inequality follows. Less evident is the answer33

to the following question:34

Problem. Does there exist a nonnegative, not identically zero weight W such that the35

following improved Poincaré inequality36 ∫
HN
|∇HNu|p dvHN −

(
N − 1

p

)p ∫
HN
|u|p dvHN ≥

∫
HN

W |u|p dvHN (1.4)

holds for all u ∈ C∞c (HN )?37

A first affirmative answer to the above question was given in [7], see formula (5.25) there.38

In fact, the authors prove the following result:39

Proposition 1.1 ([7]). Let p > 1 and N ≥ 2. Set r := %(x, x0) with x0 ∈ HN fixed. There40

exists a radial weight 0 < W = W (r) such that for all u ∈ C∞c (HN ) there holds41 ∫
HN
|∇HNu|p dvHN −

(
N − 1

p

)p ∫
HN
|u|p dvHN ≥

∫
HN

W |u|p dvHN .

Furthermore,42

• near x0 there holds43

W (r) ∼
r→0



(
N − p
p

)p 1

rp
if N > p ,(

N − 1

N

)N
1

rN(log 1
r )
N if N = p ,

C
1

r
p(N−1)
p−1

if N < p ,

(1.5)

where C = C(p,N) :=
(
p−1
p

)p (∫∞
0 (sinh s)

−N−1
p−1 ds

)−p
for N < p.44

• Near infinity, there holds

W (r) = Λp
(N − 1)p

2(N − 1 + 2(p− 1))
sinh(r)−2 + o(e−3r) as r →∞.
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Hence, the given improvement of the Poincaré inequality is stated in terms of a weight45

which is power-like near a given pole but exponentially decaying at infinity.46

In the present paper we construct different examples of weights W for which inequality47

(1.4) holds and that are slowly decaying at infinity. In any case, due to their asymptotic48

behavior the weights provided are not globally comparable. For instance, we prove the49

existence of a weight which is bounded but does not globally vanish at infinity. Finally,50

in a suitable range of p we improve the Poincaré inequality via the Hardy weight W =51
C

%p(x,x0) , where %(x, x0) is the geodesic distance from x0 ∈ HN fixed and C = C(N, p) is a52

positive constant. This choice seems to be the best compromise to capture the non euclidean53

behavior of inequality (1.4) at infinity without losing too much information at the origin.54

An uncertainty principle Lemma for the shifted Laplacian then follows immediately. The55

techniques applied in the proofs are: hyperbolic symmetrization and p-convex inequalities56

together with a suitable transformation which uncovers the Poincaré term. Furthermore,57

super-solution technique and potential inequalities have been exploited.58

The paper is organized as follows. In Section 2 we state our main results on HN , Theorems59

2.2-2.5. Section 3 discusses a related result in the Euclidean half-space, which is the key60

one to prove some of the results valid on HN but can have some independent interest,61

see Theorem 3.2. Section 4 contains, for the convenience of the reader, a concise proof62

of Proposition 1.1. Section 5 discusses the proofs of Theorem 3.2 and, consequently, of63

Theorem 2.2, which is an improvement of the Poincaré inequality in terms of a weight having64

different asymptotics in different “directions” and, in particular, not vanishing everywhere65

at infinity. Theorem 2.3, which states a Hardy-type improvement of the Poincaré inequality66

in the spirit of [1], [6], is proven in Section 6. Our final result, Theorem 2.5, deals with a67

related weighted inequality on the whole HN . Even if it is not a direct improvement of the68

Poincaré inequality for p 6= 2, it has an independent interest in itself due to the asymptotic69

behavior of the involved weight. It is proved in Section 7, where as byproduct we obtain a70

Poincaré type inequality on geodesic balls.71

2. Preliminaries and results72

We have mentioned before that inequality (1.2) holds, and that the constant73

Λp :=

(
N − 1

p

)p
(2.1)

appearing there is optimal. This is in fact a particular case of the work given in [28], but74

we provide a simple proof below for the convenience of the reader.75

Lemma 2.1. Let N ≥ 2, p > 1 and set Λp as in (2.1). There holds76

inf
u∈W 1,p(HN )\{0}

∫
HN |∇HNu|p dvHN∫

HN |u|p dvHN
= Λp . (2.2)

Proof. Considering the upper half space model for HN , namely RN+ = {(x, y) ∈ RN−1×R+}77

endowed with the Riemannian metric gij =
δij
y2

and using the expression of p-Laplacian (1.3)78

in these choordinates we have79

∆p,HNu = yN∂i(y
p−N |∇u|p−2∂iu).
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By computing −∆p,HN for the function ρ(x, y) := yα ∈ W 1,p
loc (HN ) where α := N−1

p−1 , one80

has81

−∆p,HNρ = αp−2α(N − 1− α(p− 1))yα(p−1) = 0.

Now we are in the position to apply Theorem 2.1 of [13], obtaining82 ∫
HN
|∇HNu|p dvHN ≥

(
p− 1

p

)p ∫
HN
|u|p |∇HNρ|p

ρp
dvHN = Λp

∫
HN
|u|p dvHN

for all u ∈ C∞c (HN ) and hence, by density, for all u ∈W 1,p(HN ).83

On the other hand, for ε > 0, set

Uε(x, y) =

(
y

(1 + y)2 + |x|2

)N−1+ε
p

.

Since in the coordinates (x, y) the volume element reads dvHN = dxdy
yN

and ∇HNu = y2∇u,
we get ∫

HN
|Uε|p dvHN =

∫
R+

∫
RN−1

(
y

(1 + y)2 + |x|2

)N−1+ε dx dy

yN

and ∫
HN
|∇HNUε|p dvHN

=

(
N − 1 + ε

p

)p ∫
R+

∫
RN−1

(
(1− y2 + |x|2)2 + 4|x|2y2

((1 + y)2 + |x|2)2

)p/2(
y

(1 + y)2 + |x|2

)N−1+ε dx dy

yN

≤
(
N − 1 + ε

p

)p ∫
R+

∫
RN−1

(
y

(1 + y)2 + |x|2

)N−1+ε dx dy

yN

Hence, Uε(x, y) ∈ W 1,p(HN ) for ε > 0 and
∫
HN |∇HNUε|

p dvHN∫
HN |Uε|p dvHN

≤
(
N−1+ε

p

)p
. By letting84

ε→ 0, this argument completes the proof of the lemma. �85

Now we are in a situation to state our main results.86

In first place, by exploiting the half-space model for HN and following the approach of87

[31], here below we provide a weight that does not globally decay at infinity but which is88

bounded near x0. Hence, this choice turns out to be best suited to capture the non euclidean89

behaviour of HN which occurs at infinity. More precisely, we prove90

Theorem 2.2. Let p > 1, N ≥ 2 and set Λp as in (2.1). There exists a bounded weight91

0 < V ≤ 1 such that for all u ∈ C∞c (HN ) there holds92

∫
HN
|∇HNu|p dvHN − Λp

∫
HN
|u|p dvHN ≥

(
N − 1

p

)p−2

C(N, p)

∫
HN

V |u|p dvHN , (2.3)
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where C(N, p) is a positive constant that can be explicitely computed for which the following93

estimates hold94

C(N, p) ≥ 1

4p′
, if 1 < p ≤ 4/3,

C(N, p) ≥
(

2(8− 3p) + 2
√
p′(8− 3p)

)−1
, if 4/3 < p ≤ 2,

C(N, p) =
1√
2

1√
2 p+ 2

√
p
, if 2 < p ≤ 2(N − 1)2,

C(N, p) =

(
p

N − 1
+ 2p+ 2(N − 1)

)−1

, if p > 2(N − 1)2,

(2.4)

where p′ > 1 denotes the conjugate exponent of p.95

Furthermore, set r := %(x, x0) with x0 ∈ HN fixed, we have96

• for any 0 < α ≤ 1 there exists an unbounded set Uα ⊂ HN such that V |Uα ≡ α and97

Uα ∩ (B(x0, 2r) \B(x0, r)) 6= ∅ as r → +∞;98

• for any β > 0 there exists an unbounded set Wβ ⊂ HN such that V |Wβ
∼
√

β
2 e
−r/299

as r → +∞.100

It is worth noticing that the weight V can be written, in the half-space model, as101

V (x1, ..., xN−1, y) := y√
y2+x21

, see Theorem 3.2 in Section 3 from which the above state-102

ments follow.103

Even if both the inequalities provided by Proposition 1.1 and Theorem 2.2 are of the form104

(1.4) they seem to lose too much information, respectively, at infinity or near the origin. To105

this aim, a good compromise is represented by the following Poincaré-Hardy inequality106

Theorem 2.3. Let p ≥ 2 and N ≥ 1 + p(p − 1). Set Λp as in (2.1) and r := %(x, x0) with107

x0 ∈ HN fixed. Then for u ∈ C∞c (HN ) there holds108 ∫
HN
|∇HNu|p dvHN − Λp

∫
HN
|u|p dvHN

≥ (p− 1)

(
N − 1

p

)p−2(p− 1

p

)2 ∫
HN

|u|p

rp
dvHN .

(2.5)

Remark 2.1. From the above Theorem, we can easily infer that the best constant in the109

r.h.s. of (2.5), i.e.110

cp := inf
C∞c (HN )\{0}

∫
HN |∇HNu|p dvHN − Λp

∫
HN |u|

p dvHN∫
HN
|u|p
rp dvHN

,

blows up as N →∞ if p > 2. This does not happen in the linear case p = 2, where c2 = 1
4 ,111

see (1.1), where it is known that the constant c2 is optimal. This issue was proved in [6]112

by providing an explicit super-solution for the corresponding Euler-equation, a construction113

that also allows to determine a remainder term for (1.1) of the type 1
sinh2 r

, see Remark 2.3.114

Unfortunately, this argument carries over to the case p > 2 only partially thereby allowing115

to prove Theorem 7.2 below on suitable geodesic balls.116

As an immediate consequence of the previous result one gets the following uncertainty117

principle for the quadratic form of the shifted Laplacian. For a similar result, when p = 2,118

concerning the quadratic form of the Laplacian, see [23, Theorem 4.1].119
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Corollary 2.4. Let p ≥ 2 and N ≥ 1 + p(p− 1). Set Λp as in (2.1) and r := %(x, x0) with120

x0 ∈ HN fixed. Then for u ∈ C∞c (HN ) there holds:121 [∫
HN
|∇HNu|p dvHN − Λp

∫
HN
|u|p dvHN

] [∫
HN
|u|p rp′ dvHN

] p
p′

≥ (p− 1)

(
N − 1

p

)p−2(p− 1

p

)2 [∫
HN
|u|p dvHN

]p
,

(2.6)

where p′ > 1 denotes the conjugate exponent of p.122

Remark 2.2. In Theorem 2.3, the restrictions p ≥ 2 and N ≥ 1 +p(p− 1) are technical. In123

particular, the latter only comes from the last step in the proof. Nevertheless, the very same124

assumption also appears in the Poincaré-Hardy inequality below where the constant Λp in125

(2.5) is replaced by a non-constant weight: ΛpHp(r). Here, Hp(r) is a positive function126

which is larger then one in (0, rp), smaller then one in (rp,+∞), and that converges to one127

as r → +∞, see Figure 1 in Section 7. Since the proofs of the two theorems are completely128

different, we are led to believe that a deeper relation between the dimension restriction and129

the weight considered might exist.130

Theorem 2.5. Let p ≥ 2 and N ≥ 1 + p(p − 1). Set Λp as in (2.1) and r := %(x, x0) with131

x0 ∈ HN fixed. Then for u ∈ C∞c (HN ) there holds132 ∫
HN
|∇HNu|p dvHN − Λp

∫
HN

Hp(r)|u|p dvHN ≥

(p− 1)p−1(N(p− 2) + 1)

pp

∫
HN

|u|p

rp
dvHN

+
(N − 1)(N − 1− p(p− 1))(p− 1)p−2

pp

∫
HN

|u|p

sinhp r
dvHN

(2.7)

where Hp(r) =
(

coth r −
(
p−1
N−1

)
1
r

)p−2
.133

Remark 2.3. When p = 2, the statement of Theorem 2.5 includes that of Theorem 2.3134

providing a further remainder term. Unfortunately, the weight Hp is larger than one only for135

r small, hence (2.7) is not an improvement of the p-Poincaré inequality if p 6= 2. Nevertheless,136

for functions having support outside large balls the inequality becomes very "close" to the137

Poincaré one, see Lemma 7.1.138

In Section 7, from Theorem 2.5, we deduce an inequality involving the same weight of139

(2.5) but holding on geodesic balls.140

3. Related Hardy-Maz’ya-type Inequalities on Half-space141

This section is devoted to the study of improved Hardy-Maz’ya-type inequalities on upper142

half space. There have been an extensive research on Hardy-Maz’ya inequality (see [17, 19,143

24, 26]). Our main goal here is to present some Hardy-Maz’ya inequalities strictly related144

to our Poincaré-Hardy inequalities on the hyperbolic space. We begin with the counterpart145

of Lemma 2.1:146

Lemma 3.1. Let p > 1, N ≥ 2 and set Λp as in (2.1). Then for all u ∈ C∞c (RN+ ) there147

holds148
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∫
R+

∫
RN−1

|∇u|p

yN−p
dx dy ≥ Λp

∫
R+

∫
RN−1

|u|p

yN
dx dy , (3.1)

where ∇u denotes the euclidean gradient. Moreover the constant Λp appearing in (3.1) is149

sharp.150

Proof. The proof of Lemma 3.1 follows by noticing that in the upper half space model for151

HN , see the proof of Lemma 2.1, (2.2) readily writes as the Hardy-Maz’ya-type inequality152

(3.1). Hence, the statement of Lemma 3.1 comes as a corollary of Lemma 2.1. �153

Next we turn to the main result of this section. We improve (3.1) by providing a suitable154

remainder term.155

Theorem 3.2. Let p > 1, N ≥ 2 and set Λp as in (2.1). For all u ∈ C∞c (RN+ ) there holds156 ∫
R+

∫
RN−1

|∇u|p

yN−p
dx dy − Λp

∫
R+

∫
RN−1

|u|p

yN
dx dy ≥(

N − 1

p

)p−2

C(N, p)

∫
R+

∫
RN−1

|u|p

yN−1
√
y2 + x2

1

dx dy.

(3.2)

where C(N, p) is a positive constant as in (2.4).157

It’s worth noting that Theorem 2.2 turns out to be a consequence of the above theorem.158

We postpone the proofs of Theorem 3.2 and, hence, of Theorem 2.2 to Section 5.159

4. Proof of Proposition 1.1160

We recall for the convenience of the reader the proof given in [7], only the asymptotics at161

infinity not being explicitly given there. The proof relies on the well known classical Hardy162

inequality with respect to the Green’s function and exploiting its behavior on hyperbolic163

space. More precisely, for N ≥ 2 and p > 1, the following Hardy inequality holds (see [13],164

[7]):165 ∫
HN
|∇HNu|p dvHN ≥

(
p− 1

p

)p ∫
HN

∣∣∣∣∇GpGp

∣∣∣∣p |u|p dvHN , (4.1)

for u ∈ C∞c (HN ), where Gp is the Green’s function of −∆p,HN which, up to a positive166

multiplicative constant, is given by167

Gp(r) :=

∫ ∞
r

(sinh s)
−N−1
p−1 ds.

Indeed, if p > N , then Gp ∈W 1,p
loc (HN ) and hence [13, Theorem 2.1] applies. For 1 < p ≤ N168

the inequality (4.1) holds for functions u ∈ C∞c (HN \ {x0}), and since {x0} is a compact set169

of zero p-capacity, the claim follows from [13, Corollary 2.3].170

The proof is then a calculus exercise involving the asymptotics of the function Gp(r).171

Indeed, Eq. (4.1) may be rewritten as172 ∫
HN
|∇HNu|p dvHN − Λp

∫
HN
|u|p dvHN ≥

∫
HN

W |u|p dvHN ,

where

W (r) :=

(
p− 1

p

)p ∣∣∣∣G′p(r)Gp(r)

∣∣∣∣p − Λp ,

with Λp as in (2.1).173
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First we claim that W > 0. From the expression of the Green’s function we have

Gp(r) =

∫ ∞
r

(sinh s)
−N−1
p−1 ds =

∫ ∞
r

(sinh s)
−N−1
p−1
−1

sinh s ds

<

∫ ∞
r

(sinh s)
−N−1
p−1
−1

cosh s ds =

∫ ∞
sinh r

t
−N−1
p−1
−1 dt

=
p− 1

N − 1
(sinh r)

−N−1
p−1 .

Moreover, we also have G′p(r) = −(sinh r)
−N−1
p−1 . Therefore,174

∣∣∣∣G′p(r)Gp(r)

∣∣∣∣p > (N − 1

p− 1

)p
,

and hence this proves
(
p−1
p

)p ∣∣∣G′p(r)

Gp(r)

∣∣∣p > Λp.175

Let us turn to study the asymptotic behavior of W near the origin. First consider the
case when N ≥ p. Then, Gp(r)→∞ as r → 0 and, using de L’Hôspital’s rule, we obtain:

lim
r→0

r G′p(r)

Gp(r)
=
p−N
p− 1

if N > p

and

lim
r→0

r log r G′p(r)

Gp(r)
= 1 if N = p .

Whence, the stated asymptotics easily follows.176

When N < p, in the second term above one has
∫∞
r (sinh s)

−N−1
p−1 ds < ∞ as r → 0.177

Hence, (1.5) follows immediately by exploiting sinh r ∼ r as r → 0.178

Finally, we study the asymptotics of W near infinity. For this we note that

Gp(r) =

∫ ∞
r

(sinh s)
−N−1
p−1 ds =

∫ ∞
sinh r

t
−N−1
p−1 (1 + t2)−

1
2 dt

=

∫ ∞
sinh r

t
−N−1
p−1
−1
[
1− 1

2t2
+ o

(
1

t3

)]
dt, r →∞

=
p− 1

N − 1
(sinh r)

−N−1
p−1 −

(
2
N − 1

p− 1
+ 4

)−1

(sinh r)
−N−1
p−1
−2

+ o
(

(sinh r)
−N−1
p−1
−3
)
,

hence we have179

∣∣∣∣G′p(r)Gp(r)

∣∣∣∣p =

∣∣∣∣∣ p− 1

N − 1
−
(

2
N − 1

p− 1
+ 4

)−1

(sinh r)−2 + o
(
(sinh r)−3

)∣∣∣∣∣
−p

=

=

(
N − 1

p− 1

)p(
1 +

pN−1
p−1

2(N−1
p−1 + 2)

(sinh r)−2 + o((sinh r)−3)

)
.

This completes the proof.180
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5. Proof of Theorem 3.2 and Theorem 2.2181

Proof of Theorem 3.2182

The key ingredients in the proof are the following Lemma 5.1 from [31] that we adapt183

to our situation with a suitable choice of the parameters, and the inequality (5.3) which184

represents an improvement of the analogous inequalities presented in [31].185

Lemma 5.1. [31, Lemma 2.1] Let Ω be a convex domain in RN and set δ(z) :=dist(z, ∂Ω)
for any z ∈ Ω. Let d ∈ (−∞,mp − 1) where m ∈ N+ and let F = (F1, ..., FN ) be a C1(Ω)
vector field in RN . Furthermore, let w ∈ C1(Ω) be a nonnegative weight function and

hp,m,d :=

(
mp− d− 1

p

)p
.

Then, the following inequality holds186 ∫
Ω

|∇u|pw
δ(m−1)p−d dz ≥ hp,m,d

(∫
Ω

|u|pw
δmp−d

− p|u|p∆δ w
(mp− d− 1)δmp−d−1

dz

)
+hp,m,d

∫
Ω

[
p div F

mp− d− 1
+
p− 1

δmp−d

(
1− |∇δ − δmp−d−1F|

p
p−1

)]
|u|pw dz

+

(
mp− d− 1

p

)p−1 ∫
Ω
∇w ·

(
F− ∇δ

δmp−d−1

)
|u|p dz ,

(5.1)

for all u ∈ C∞c (Ω).187

We will apply Lemma 5.1 with Ω = RN+ . Hence, z = (x1, ..., xN−1, y) = (x, y) with188

x ∈ RN−1, y ∈ R+, and δ(z) = y. Furthermore, we fix w = 1, m = 2 and d = mp − N so189

that d < mp− 1 for any p ≥ 1 and N > 1 and we obtain hp,m,d = Λp. Then, (5.1) reads as190

follows.191

Lemma 5.2. Let p > 1, N ≥ 2 and set Λp as in (2.1). For any any C1(RN+ ) vector field192

F = (F1, ..., FN ), the following inequality holds193 ∫
R+

∫
RN−1

|∇u|p

yN−p
dx dy − Λp

∫
R+

∫
RN−1

|u|p

yN
dx dy ≥

Λp

∫
R+

∫
RN−1

[
p divF

N − 1
+
p− 1

yN

(
1− |(0, ..., 0, 1)− yN−1F|

p
p−1

)]
|u|p dx dy ,

(5.2)

for all u ∈ C∞c (RN+ ).194

Lemma 5.3. Let b > 0 and s ∈ [0, 1] then195

1− (1− s)b ≥ bs− qb(b− 1)s2 (5.3)

where196

qb :=

{
1 if 1 ≤ b ≤ 2;

b/2 if 0 < b < 1 or 2 < b.
(5.4)

Proof. Taylor expansion of (1−s)b around 0 gives (1−s)b = 1−bs+ b
2(b−1)s2 +R(s) where197

the reminder term R(s) is given by R(s) = −s3b(b − 1)(b − 2)(1 − t)b−3/6 with a suitable198

t ∈ [0, s]. For s ∈ [0, 1] and b ≥ 2 or 0 < b ≤ 1, R(s) ≤ 0 and the claim follows.199

For the case 1 < b < 2 the claim will follow by proving that the function g(s) :=200

(1− s)b − 1 + bs− (b− 1)s2 is nonpositive on [0, 1]. To this end since g′′′ > 0 one deduces201

that g′′ is negative on an interval ]0, s0[ and positive on ]s0, 1[, which in turn, with the202
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fact that g′(0) = 0 and g′(1) > 0, implies that g′ has only a critical point on ]0, 1[. Since203

g(0) = g(1) = 0 and g′(1) > 0 we obtain that the maximum of g is 0.204

�205

For sake of brevity we introduce the following notation

I(u) :=

∫
R+

∫
RN−1

|∇u|p

yN−p
dx dy − Λp

∫
R+

∫
RN−1

|u|p

yN
dx dy,

and
w :=

y√
y2 + x2

1

.

Next, in the spirit of [31, Theorem 4.1], for any 0 ≤ a ≤ 1 we write (5.2) with F1 :=206 (
0, ..., aw

yN−1

)
. Since 0 ≤ w ≤ 1 we get207

divF1 ≥ (2−N)a
w

yN
− aw

2

yN
, (5.5)

and, by using (5.3) with b = p′ and the fact that 0 ≤ aw ≤ 1, we have208

1− |(0, . . . , 1)− yN−1F1|p
′

= 1− (1− aw)p
′ ≥ p′aw − qp′(p′ − 1)a2w2. (5.6)

By using (5.5) and (5.6) in (5.2), the square bracket in right hand side can be estimated as209 [
p divF1

N − 1
+
p− 1

yN

(
1− |(0, ..., 0, 1)− yN−1F1|

p
p−1

)]
≥ a p

N − 1

w

yN
− a(

p

N − 1
+ qp′a)

w2

yN
=: S1

(5.7)

Therefore, from (5.2) we obtain210

I(u) ≥ Λp

∫
R+

∫
RN−1

S1|u|p dx dy (5.8)

for all u ∈ C∞c (RN+ ).211

Similarly, for any 0 ≤ c ≤ 1, choosing F2 = c
(
x1w2

yN
, 0, ..., 0, yw

2

yN

)
, by an explicit compu-212

tation we obtain213

divF2 = c(2−N)
w2

yN
(5.9)

and214

|(0, . . . , 1)− yN−1F2|2 = 1− c(2− c)w2. (5.10)
Evaluating the square bracket in r.h.s. of (5.2), by using (5.3) with b = p′/2 and the fact215

0 ≤ c(2− c)w2 ≤ 1, we have216 [
p divF2

N − 1
+
p− 1

yN

(
1− |(0, ..., 0, 1)− yN−1F2|

p
p−1

)]
=

p

N − 1
c(2−N)

w2

yN
+
p− 1

yN

(
1−

(
1− c(2− c)w2

)p′/2)
≥ p

N − 1
c(1− cN − 1

2
)
w2

yN
− (p− 1)c2(2− c)2qp′/2(

p′

2
− 1)

w4

yN
=: S2

(5.11)

>From Lemma 5.2 we deduce217

I(u) ≥ Λp

∫
R+

∫
RN−1

S2|u|p dx dy (5.12)
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Case 1 < p ≤ 2. In this case since 0 ≤ w ≤ 1 and p′/2− 1 = (2−p)
2(p−1) ≥ 0 we have

S2 ≥
w2

yN
p

N − 1
f(c),

where

f(c) := c

(
1− cN − 1

2

)
− c2(2− c)2qp′/2

(2− p)(N − 1)

2p
.

Set M := max{f(c), c ∈ [0, 1]}. Since f(0) = 0 and f ′(0) = 1 > 0 we have that M > 0.
Hence we have

S2 ≥M
p

N − 1

w2

yN
,

which in turns yields218

I(u) ≥ Λp
p

N − 1
M

∫
R+

∫
RN−1

w2

yN
|u|p dx dy. (5.13)

For 1 < p ≤ 2, since qp′ = p
2(p−1) , (5.8) reads as

I(u) ≥ Λp
p

N − 1
a

∫
R+

∫
RN−1

w

yN
|u|p dx dy

− Λp
p

N − 1
a

(
1 +

N − 1

2(p− 1)
a

)∫
R+

∫
RN−1

w2

yN
|u|p dx dy. (5.14)

Multiplying (5.13) by a
M

(
1 + N−1

2(p−1)a
)
and summing up to (5.14) we have219

I(u) ≥ Λp
p

N − 1
µ1(a)

∫
R+

∫
RN−1

w

yN
|u|p dx dy, (5.15)

where
µ1(a) :=

a

1 + a
M

(
1 + N−1

2(p−1)a
) .

Setting C(N, p) := N−1
p max{µ1(a), a ∈ [0, 1]} we get the claim.220

Now we proceed to obtain an explicit estimate on C(N, p). To this end we first look for
some bounds on M = max{f(c), c ∈ [0, 1]}. Since c ≥ 0 and (2 − p) ≥ 0 from the chain of
inequalities

f(c) ≤ c
(

1− cN − 1

2

)
≤ 1

2(N − 1)
,

we deduce221

M ≤ 1

2
. (5.16)

Next step is to estimate the maximum of µ1. The function µ1(a) for a ≥ 0 attains its

maximum at a0 :=
√

2(p−1)
N−1 M . >From the bound M ≤ 1/2, we immediately deduce that

0 < a0 ≤ 1, and hence

C(N, p) =
N − 1

p
µ1(a0) =

N − 1

p

M

1 +
√

2(N−1)M
p−1

=: γ(M).
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Since γ is incresing, a bound from below on M yields a bound from below on C(N, p).
Set β := N − 1 and δ := qp′/2

2−p
p . For 0 ≤ c ≤ 1, f(c) can be estimated as

f(c) = c

(
1− cβ

2
(1 + 4δ) + 2βδc2(1− 1

4
c)

)
≥ c

(
1− cβ

2
(1 + 4δ)

)
.

That is, by choosing c0 := 1
β(1+4δ) , we have

M ≥ f(c0) =
1

2β(1 + 4δ)
,

and hence222

C(N, p) = γ(M) ≥ γ
(

1

2β(1 + 4δ)

)
=

1

2p(1 + 4δ)

1

1 + ((p− 1)(1 + 4δ))−1/2
. (5.17)

Now, taking into account that for 1 < p ≤ 4/3 one has qp′/2 = p′

4 , while for 4/3 < p ≤ 2223

one gets qp′/2 = 1, plugging δ = 2−p
p qp′/2 in (5.17), we obtain the estimates.224

Case p > 2. In this case we have for any c ∈ [0, 1]225

S2 ≥ p

N − 1
c(1− cN − 1

2
)
w2

yN
− (p− 1)c2(2− c)2qp′/2

2− p
2

w4

yN
(5.18)

≥ p

N − 1
c(1− cN − 1

2
)
w2

yN
. (5.19)

Choosing c = 1/(N − 1) we obtain226

S2 ≥
p

N − 1

1

2(N − 1)

w2

yN
, (5.20)

and hence we have227

I(u) ≥ Λp
p

N − 1

1

2(N − 1)

∫
R+

∫
RN−1

w2

yN
|u|p dx dy (5.21)

Since 1 < p′ ≤ 2 we have that qp′ = 1 and (5.8) reads as228

I(u) ≥ Λp
p

N − 1
a

∫
R+

∫
RN−1

w

yN
|u|p dx dy

− Λp
p

N − 1
a

(
1 +

N − 1

p
a

)∫
R+

∫
RN−1

w2

yN
|u|p dx dy

(5.22)

Multiplying (5.21) by 2(N − 1)a
(

1 + N−1
p a

)
and using (5.22) we have229

I(u) ≥ Λp
p

N − 1
µ2(a)

∫
R+

∫
RN−1

w

yN
|u|p dx dy (5.23)

where
µ2(a) :=

a

1 + 2(N − 1) a
(

1 + N−1
p a

) .
Setting C(N, p) := N−1

p max{µ2(a), a ∈ [0, 1]} we get the claim.230

Now we proceed to compute C(N, p). The maximum of µ2 is achieved at a0 := 1
N−1

√
p
2231

if a0 ≤ 1, at 1 else. That is,232

- if 2 < p ≤ 2(N − 1)2 we have C(N, p) = N−1
p µ2(a0) =

(√
2(
√

2p+ 2
√
p)
)−1;233
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- if p > 2(N − 1)2 we have C(N, p) = N−1
p µ2(1) = N−1

p

(
1 + 2(N − 1) + 2 (N−1)2

p

)−1
.234

This concludes the proof of Theorem 3.2.235

Remark 5.1. Let 1 < p < 2. Here, we compute C(2, p), that is when N = 2. In this case,
with the same notation used in the proof of Theorem 3.2, the function f reads as

f(c) = c

(
1− 1

2
c− 1

2
c(2− c)2δ

)
.

Consider first the case 4/3 ≤ p < 2. In this case δ ∈]0, 1/2] and the only critical point of f
in [0, 1] is at c = 1, therefore f attains its maximum at 1, that isM = f(1) = (1−δ)/2 < 1/2.
Therefore, by definition of C(2, p) we have

C(2, p) =
1

p

(1− δ)/2

1 +
√

1−δ
4(p−1)

=
1

p′

√
2√

2p+
√
p
.

Next we consider the case 1 < p < 4/3. Now we have δ ∈]1/2,+∞[ and the function f has

in [0, 1] two distinct critical value c0 = 1−
√

1− 1
2δ and c1 = 1. Since f ′′(1) = 2δ − 1 > 0,

the maximum is attained at c0, that is M = f(c0) = 1
8δ (< 1/4). Therefore

C(2, p) =
1

p

(1/8δ)

1 +
√

1/8δ
2(p−1)

=
1

p′
1

2(2− p) +
√

2− p
.

Proof of Theorem 2.2236

Letting V (x1, ..., xN−1, y) := y√
y2+x21

, the proof of (2.3) follows at once from (3.2) by237

exploiting the half-space model for HN as explained in the proof of Lemma 2.1. Next, for any238

α ∈ (0, 1], set Uα := {(x, y) ∈ RN+ : x1 = ky with k2 = (1− α2)/α2}. Clearly, V |Uα ≡ α and239

V |Uα → α as y → +∞. Set r := %((x, y), (0, 1)). Since cosh(r(x, y)) =
(

1 + (y−1)2+|x|2
2y

)
, we240

get that r(x, y)→ +∞ as y → +∞ and the corresponding claim of Theorem 2.2 follows.241

On the other hand, for any β > 0, take Wβ := {(x1, 0, ..., 0, β) ∈ RN+}. Then, for any242

β > 0, one has V |Wβ
→ 0 as x1 → +∞. Furthermore, r|Wβ

→ +∞ if and only if x1 → +∞243

and V |Wβ
∼
√

β
2 e
−r/2 as r → +∞.244

6. Proof of Theorem 2.3 and Corollary 2.4245

Before proving Theorem 2.3, we recall some known results related to the symmetrization246

on the hyperbolic space. For any Ω ⊂ HN and x0 ∈ HN fixed, denote with Ω∗ the geodesic247

ball B(x0, r) having the same measure of Ω. For u ∈ C∞c (Ω), the hyperbolic symmetrization248

of u is the unique nonnegative and decreasing function u∗ defined in Ω∗ such that the level249

sets {x ∈ Ω∗ : u∗(x) > t} are concentric balls having the same measure of the level sets250

{x ∈ Ω : |u(x)| > t}. See [2] form more details.251

Lemma 6.1. Let p ≥ 1 and N ≥ 2. For every u, v ∈ C∞c (HN ), there holds252 ∫
HN
|∇HNu|p dvHN ≥

∫
HN
|∇HNu

∗|p dvHN ,
253 ∫

HN
|u|p dvHN =

∫
HN
|u∗|p dvHN ,
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and254 ∫
HN
|uv| dvHN ≤

∫
HN

u∗v∗ dvHN ,

where ∗ denotes the hyperbolic symmetrization.255

Next we state a p−convexity lemma. The proof of the following lemma can be obtained256

as an application of Taylor’s formula, we refer to [20] for further details.257

Lemma 6.2. Let p ≥ 1 and ξ, η be real numbers such that ξ ≥ 0 and ξ − η ≥ 0. Then258

(ξ − η)p + pξp−1η − ξp ≥

 max{(p− 1)η2ξp−2, |η|p}, if p ≥ 2 ,

1
2p(p− 1) η2

(ξ+|η|)2−p , if 1 ≤ p ≤ 2.

Now we turn to prove an optimal inequality which is one of the key ingredient in proving259

Theorem 2.3.260

Lemma 6.3. For all v ∈W 1,p(0,∞) and 1 < l ≤ p, there holds261 ∫ ∞
0
|v(r)|p−l(coth r)p−l|v′(r)|l dr ≥

(
p− 1

p

)l ∫ ∞
0

|v(r)|p

rp
dr. (6.1)

Furthermore, the constant
(
p−1
p

)l
in (6.1) is sharp.262

Proof. We first prove the claim for v ∈ C∞c (0,∞). Write∫ ∞
0

|v(r)|p

rp
dr =

−1

p− 1

∫ ∞
0
|v(r)|p d

dr
(r−(p−1)) dr

=

(
p

p− 1

)∫ ∞
0

|v(r)|p−2v(r)v′(r)

rp−1
dr

≤
(

p

p− 1

)∫ ∞
0

|v(r)|p−1|v′(r)|
rp−1

dr

=

(
p

p− 1

)∫ ∞
0

|v(r)|
p(l−1)
l

r
p(l−1)
l

|v(r)|
p−l
l |v′(r)|

r
p−l
l

dr

≤
(

p

p− 1

)(∫ ∞
0

|v(r)|p

rp
dr

) l−1
l
(
|v(r)|p−l|v′(r)|l

rp−l
dr

) 1
l

.

Since coth r ≥ 1
r for all r > 0, we conclude263 ∫ ∞
0
|v(r)|p−l(coth r)p−l|v′(r))|l dr ≥

(
p− 1

p

)l ∫ ∞
0

|v(r)|p

rp
dr.

Now, noticing that by using Young inequality and the classical Hardy inequality with expo-
nent p, we have∫ ∞

0
|v(r)|pdr +

∫ ∞
0
|v′(r)|pdr ≥ c

∫ ∞
0
|v(r)|p−l(coth r)p−l|v′(r))|l dr,

the claim follows by density argument.264

Next we turn to the optimality issue. For ε > 0 and δ > 0, consider265
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V δ
ε (r) :=



r
p−1+δ
p , 0 < r < ε

ε
p−1+δ
p , ε ≤ r < 1

ε
p−1+δ
p (2− r), 1 ≤ r < 2

0, r ≥ 2.

Clearly, V δ
ε (r) ∈W 1,p(0,∞) for ε > 0, δ > 0. Furthermore, we have266 ∫ ∞

0

|V δ
ε (r)|p

rp
dr ≥

∫ ε

0

rp−1+δ

rp
dr =

∫ ε

0
rδ−1 dr.

On the other hand, using the fact sinh r ≥ r, we obtain267 ∫ ∞
0
|V δ
ε (r)|p−l(coth r)p−l|(V δ

ε (r))′|l dr =(
p− 1 + δ

p

)l ∫ ε

0
r

(p−1+δ)(p−l)
p (coth r)p−lr

(δ−1)l
p dr

+ εp−1+δ

∫ 2

1
(2− r)p−l(coth r)p−l dr

=

(
p− 1 + δ

p

)l ∫ ε

0
rp−1+δ−l(coth r)p−l dr + cεp−1+δ

≤
(
p− 1 + δ

p

)l
(cosh ε)p−l

∫ ε

0

rp−1+δ−l

(sinh r)p−l
dr + cεp−1+δ

≤
(
p− 1 + δ

p

)l
(cosh ε)p−l

∫ ε

0
rδ−1 dr + cεp−1+δ.

Hence,268

Q := inf
v∈W 1,p(0,∞)\{0}

∫∞
0 |v(r)|p−l(coth r)p−l|v′(r)|l dr∫∞

0
|v(r)|p
rp dr

≤
(
p− 1 + δ

p

)l
(cosh ε)p−l + cδεp−1.

First letting ε→ 0, and then with δ → 0, we conclude that269

Q ≤
(
p− 1

p

)l
.

This proves the optimality and concludes the proof.270

�271

Proof of Theorem 2.3 and of Corollary 2.4272

By hyperbolic symmetrization, i.e., in view of Lemma 6.1, we may assume u ∈ C∞c (HN )273

nonnegative, radially symmetric and non increasing. Hence, to prove (2.5), it is enough to274

show the validity of the following inequality275

∫ ∞
0
|u′(r)|p(sinh r)N−1 dr −

(
N − 1

p

)p ∫ ∞
0

(u(r))p(sinh r)N−1 dr
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≥ (p− 1)

(
N − 1

p

)p−2(p− 1

p

)2 ∫ ∞
0

(u(r))p

rp
(sinh r)N−1 dr . (6.2)

276

277

Let us define a suitable transformation which allows to put the Poincaré term into evi-278

dence:279

v(r) := (sinh r)
N−1
p u(r)

so that280

v′(r) = (u′(r))(sinh r)
N−1
p +

(
N − 1

p
(sinh r)

N−1
p coth r

)
u,

hence v ∈W 1,p(0,∞), and281

(u′(r))(sinh r)
N−1
p = v′(r)−

(
N − 1

p
(sinh r)

N−1
p coth r

)
u.

At this point we apply the p-convexity Lemma 6.2. By taking

ξ =

(
N − 1

p

)
(sinh r)

N−1
p coth ru > 0 and η = v′(r)

and using Lemma 6.2 for p ≥ 2, we obtain282

|u′(r)|p(sinh r)N−1 ≥ (p− 1)

(
N − 1

p

)p−2

vp−2(r)(coth r)p−2(v′(r))2

+

(
N − 1

p

)p
(sinh r)N−1(coth r)pup(r)

− p
(
N − 1

p

)p−1

(sinh r)
(N−1)(p−1)

p (coth r)p−1up−1(r)v′(r)

= (p− 1)

(
N − 1

p

)p−2

vp−2(r)(coth r)p−2(v′(r))2

+

(
N − 1

p

)p
(sinh r)N−1(coth r)pup(r)

− p
(
N − 1

p

)p−1

(coth r)p−1vp−1(r)v′(r).

Integrating both sides of above inequality and applying Lemma 6.3 with l = 2, we get283

∫ ∞
0
|u′(r)|p(sinh r)N−1 dr ≥ (p− 1)

(
N − 1

p

)p−2 ∫ ∞
0

vp−2(r)(coth r)p−2(v′(r))2 dr

+

(
N − 1

p

)p ∫ ∞
0

(coth r)pvp(r) dr

−
(
N − 1

p

)p−1 ∫ ∞
0

(coth r)p−1 d

dr
(v(r))p dr
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≥ (p− 1)

(
N − 1

p

)p−2(p− 1

p

)2 ∫ ∞
0

vp(r)

rp
dr

+

(
N − 1

p

)p ∫ ∞
0

F (r)(v(r))p dr,

where F (r) := (coth r)p − p(p−1)
N−1

(coth r)p

cosh2 r
and in the integration by parts we have used the284

definition of v and the fact that N > p. Then, (6.2) follows by showing that F (r) ≥ 1 for285

all r > 0 or equivalently that286

F̃ (r) := (N − 1) coshp r − (N − 1) sinhp r − p(p− 1) coshp−2 r ≥ 0,

for all r > 0. By rewriting287

F̃ (r) = coshp−2 r(N − 1− p(p− 1)) + (N − 1) sinh2 r(cosp−2 r − sinhp−2 r) ,

we immediately infer that F̃ (r) is non negative provided that N ≥ 1 + p(p− 1), and also288

the condition is necessary. This completes the proof of Theorem 2.3. �289

Proof of Corollary 2.4. It suffices to notice that, by Hölder inequality:290 ∫
HN
|u|p dvHN =

∫
HN

|u|
r
|u|p−1r dvHN

≤
(∫

HN

|u|p

rp
dvHN

) 1
p
(∫

HN
|u|prp′ dvHN

) 1
p′

.

The conclusion follows by using inequality (2.5). �291

7. Proof of Theorem 2.5292

Before proving Theorem 2.5 we collect here below the main properties of the weight Hp.293

This will clarify also the meaning of inequality (2.7), see also Figure 1.294

Lemma 7.1. Let Hp : R+ → R be defined as in the statement of Theorem 2.5 with p > 2295

and N ≥ 1 + p(p− 1). Then, the following holds296

297

(a) For all r > 0, Hp(r) > 0, Hp(r) ∼
(
N−p
N−1

)p−2
1

rp−2 as r → 0+, and Hp(r) → 1− as298

r →∞.299

(b) There exists a unique rp ∈ (0,∞) such that Hp(r) ≥ 1 for r ∈ (0, rp] and Hp(r) < 1300

for r ∈ (rp,∞).301

Proof. We set302

H̃p(r) := coth r −
(
p− 1

N − 1

)
1

r
, r > 0 .

Then, the property of Hp can be readily deduced from that of H̃p.303

The sign and the asymptotics of H̃p follows from fact that

coth r >
1

r
in (0,∞) , coth r ∼ 1

r
as r → 0+ , and coth r → 1 as r →∞.

To prove assertion (b), we note that304

H̃ ′p(r) = (N − 1)−1

(
−(N − 1)r2 + (p− 1) sinh2 r

r2 sinh2 r

)
=:

(N − 1)−1

r2 sinh2 r
h(r) . (7.1)
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Since h′′′(r) = 8(p − 1) cosh r sinh r > 0 for all r > 0, h′′(0) = −2(N − p), and h′(0) =305

h(0) = 0 one readily deduces the existence of a unique r0 > 0 such that h(r) < 0 in (0, r0),306

h(r0) = 0 and h(r) > 0 in (r0,∞). Hence, H̃ ′p(r) < 0 in (0, r0) and H̃ ′p(r) > 0 in (r0,∞).307

This fact and assertion (a) gives the existence of a unique rp ∈ (0, r0) for which (b) holds308

where rp clearly satisfies309

coth rp − 1− p− 1

N − 1

1

rp
= 0. (7.2)

�310

0,
5 1

1,
5 2

2,
5 3

3,
5

0

2,5

5

7,5

10

Figure 1. The plot of y = Hp(r) for p = 4 and N = 13. The dotted line is
y = 1 and the intersection point of the two curves is the point rp as defined
in Lemma 7.1-(b).

311

Proof of Theorem 2.5312

The p-Laplacian operator in radial coordinates on the hyperbolic space writes313

∆p,HNu(r) := ∆pu(r) = (p− 1)|u′(r)|p−2u′′(r) + (N − 1) coth r|u′(r)|p−2u′(r)

:= |u′(r)|p−2Lpu(r),
(7.3)

where Lpu(r) = (p− 1)u′′(r) + (N − 1) coth ru′(r).314

Set g(r) =
(

r
sinh r

) (N−1)
p and f(r) = r

p−N
p , some straightforward computations give315

Lpg(r) =
−(N − 1)

p

[
(N − 1)− p(p− 1)

p

1

sinh2 r
+

(
N − 1

p

)
+

(p− 1)(p− (N − 1))

p

1

r2
+

(N − 1)(p− 2)

p

coth r

r

]
g(r)

(7.4)

and316
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Lpf(r) =

[
N(N − p)(p− 1)

p2

1

r2
− (N − 1) coth r

N − p
p

1

r

]
f(r) (7.5)

Using (7.4) and (7.5), we deduce for g̃(r) = g(r)f(r),317

Lpg̃(r) = (Lpg(r))f(r) + (Lpf(r))g(r)

+ 2(p− 1)

(
−(N − 1)

p
coth r +

N − 1

p

1

r

)
g(r)f ′(r)

= −

[(
N − 1

p

)2

g̃ +
(p− 1)2

p2

1

r2
g̃ +

(p− 1)(p− 2)(N − 1)

p2

(
coth r

r

)
g̃

+
(N − 1)(N − 1− p(p− 1))

p2

1

sinh2 r
g̃

]
.

(7.6)

In view of Eq. (7.3) and Eq. (7.6) we obtain318

−∆pg̃ −
(
N − 1

p

)2

|g̃′|p−2g̃ =

(p− 1)2

p2

1

r2
|g̃′|p−2g̃ +

(p− 1)(p− 2)(N − 1)

p2

(
coth r

r

)
|g̃′|p−2g̃

+
(N − 1)(N − 1− p(p− 1))

p2

1

sinh2 r
|g̃′|p−2g̃.

(7.7)

Furthermore, we have319

g̃′(r) = (g′(r))f(r) + (f ′(r))g(r)

= −1

p

(
(N − 1) coth r − (p− 1)

1

r

)
g̃(r) .

(7.8)

Namely,320

|g̃′(r)|p−2 =

(
N − 1

p

)p−2

Hp(r)g̃
p−2(r) ,

with Hp(r) as defined in the statement of Theorem 7.2. On the other hand, a further321

computation using (7.8) and the fact coth r > 1
r , gives322

|g̃′(r)|p−2 =
(p− 1)p−2

pp−2rp−2

(
N − 1

p− 1
r coth r − 1

)p−2

g̃p−2(r)

≥ (p− 1)p−2

pp−2

g̃p−2(r)

rp−2
.

(7.9)

Substituting (7.9) in (7.7) we conclude323
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−∆pg̃ −
(
N − 1

p

)p
Hp(r)g̃

p−1 ≥ (p− 1)p

pp
1

rp
g̃p−1

+
(p− 1)p−1(p− 2)(N − 1)

pp

(
coth r

r

)
1

rp−2
g̃p−1

+
(N − 1)(N − 1− p(p− 1))

p2

1

sinh2 r
g̃p−1

≥ (p− 1)p−1(N(p− 2) + 1)

pp
1

rp
g̃p−1

+
(N − 1)(N − 1− p(p− 1))

p2

1

sinh2 r
g̃p−1.

This proves that g̃(r) =
(

r
sinh r

)N−1
p r

p−N
p is a super-solution of the equation corresponding to324

(2.7). Hence, by Allegretto-Piepenbrink theorem for p-Laplacian setting, (for detail see [29,325

Theorem 2.3]) inequality (2.7) follows immediately for functions in C∞c (HN \ {x0}). To ex-326

tend the inequality for functions belonging to C∞c (HN ) one argues as in the proof of Proposi-327

tion 1.1. Namely, since N > p, the set {x0} is compact and has zero p-capacity, therefore the328

completion of C∞c (HN ) and C∞c (HN \{x0}) with respect to the norm
(∫

HN |∇HNu|p dvHN
)1/p

329

coincides (see [13, Proposition A.1]). This concludes the proof.330

As a consequence of Theorem 2.5 we have the following331

Theorem 7.2. Let p ≥ 2 and N ≥ 1 +p(p−1). Let Λp be as in (2.1) and r := %(x, x0) with332

x0 ∈ HN fixed. Then for u ∈ C∞c (B(x0, rp)) there holds333 ∫
B(x0,rp)

|∇HNu|p dvHN − Λp

∫
B(x0,rp)

|u|p dvHN

≥ (p− 1)p−1(N(p− 2) + 1)

pp

∫
B(x0,rp)

|u|p

rp
dvHN

+
(N − 1)(N − 1− p(p− 1))(p− 1)p−2

pp

∫
B(x0,rp)

|u|p

sinhp r
dvHN

(7.10)

where B(x0, rp) is the geodesic ball of radius rp centered at x0 and where we let, for p > 2,334

rp = rp(N) be the unique positive solution to the equation335

coth rp − 1− p− 1

N − 1

1

rp
= 0,

whereas r2 := +∞ (namely B(x0, r2) = HN ).336

In particular, for every p > 2 the map N 7→ rp(N) is strictly increasing in [1 + p(p −337

1),+∞) and limN→+∞ rp(N) = +∞ while, for every N > 3 the map p 7→ rp is strictly338

decreasing in (2, 1+
√

4N−3
2 ].339

Proof. The proof readily follows by combining the statements of Theorem 2.5 and Lemma
7.1. In particular equation (7.2) implicitly defines a map N 7→ rp(N). By differentiating in
(7.2) one gets

d

dN
(rp(N)) = −(p− 1)rp sinh2 rp

(N − 1)h(rp)
,
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where the function h is as defined in (7.1). Since from the proof of Lemma 7.1-(b) we know
that h(rp) < 0, we conclude that the map N 7→ rp(N) is strictly increasing. On the other
hand, equation (7.2) also implicitly defines a map p 7→ rp. In this case we get

d

dp
(rp) =

rp sinh2 rp
(N − 1)h(rp)

< 0 .

Hence, the map p 7→ rp(N) is strictly decreasing. �340
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