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Symmetry-protected topological phases of one-dimensional interacting
fermions with spin-charge separation
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The low energy behavior of a huge variety of one-dimensional interacting spinful fermionic systems exhibits
spin-charge separation, described in the continuum limit by two sine-Gordon models decoupled in the charge and
spin channels. Interaction is known to induce, besides the gapless Luttinger liquid phase, eight possible gapped
phases, among which are the Mott, Haldane, charge-/spin-density, and bond-ordered wave insulators, and the
Luther Emery liquid. Here we prove that some of these physically distinct phases have nontrivial topological
properties, notably the presence of degenerate protected edge modes with fractionalized charge/spin. Moreover,
we show that the eight gapped phases are in one-to-one correspondence with the symmetry-protected topological
(SPT) phases classified by group cohomology theory in the presence of particle-hole symmetry P. The latter result
is also exploited to characterize SPT phases by measurable nonlocal order parameters which follow the system
evolution to the quantum phase transition. The implications on the appearance of exotic orders in the class of
microscopic Hubbard Hamiltonians, possibly without P symmetry at higher energies, are discussed.

DOI: 10.1103/PhysRevB.95.245108

I. INTRODUCTION

Interacting one-dimensional (1D) systems are known to
display peculiar features that cannot be accounted for by
Fermi-liquid theory. A wide class of physically relevant
1D models of interacting fermions, including the Hubbard
model [1], exhibits an effect known as spin-charge separation:
at low energies, charge and spin behave as two independent
degrees of freedom, whose dynamics is well described within
the bosonization formalism by two decoupled sine-Gordon
models [2]. A renormalization group (RG) analysis shows that
interaction can lead to nine possible phases [3]: the gapless
phase is the Luttinger liquid (LL), whereas the remaining
eight phases do have a gap in either the charge or the spin
channel (partly gapped phases), or in both (fully gapped
phases) [4–6]. These gapped phases are the Luther-Emery
(LE) liquid, Haldane (HI), and Mott insulators (MI), and
variuos types of density wave (DW) insulators. To each of
the gapped phases a nonvanishing nonlocal local order (NLO)
parameter [7] can be associated, in some cases of Haldane
type [8]. Notably, the low-energy phase diagram is derived
from the asymptotic properties of the sine-Gordon model,
and does not specifically rely on any topological argument.
However, it was successively understood that one of the LE
liquid phases exhibits in fact topological features in specific
cases [9,10].

The interesting open question is thus whether in general the
above phases identified by RG analysis may host nontrivial
topological properties, and eventually be classified topologi-
cally. Because the gaps of these phases are purely induced by
interaction, rather than simply modified by it, the standard
topological classification adopted for noninteracting sys-
tems [11,12] does not apply, and different approaches must be
invoked. On general grounds, the presence of nonlocal orders
(NLO) in low temperature phases of quantum matter [13,14],
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and its intertwining with topological orders [15,16] did lead
in the past decades to a deeper understanding of the possible
collective behaviors of quantum systems in ordered phases
which do not break continuous Hamiltonian symmetries.
In particular, the concept of symmetry-protected topological
(SPT) phases, first introduced for spin systems [17–19], allows
one to describe how interaction modifies the topological
classification of gapped noninteracting insulators and super-
conductors [11,12] in the presence of discrete Hamiltonian
symmetries. The phases are denoted as symmetry protected,
since they are robust with respect to perturbations of the
Hamiltonian which preserve its symmetries: the phases with
nontrivial topological properties, such as the localization of
degenerate edge modes, will remain distinct from the trivial
ones until the system undergoes a quantum phase transition.

In fact, the concept of SPT phases turns out to be far
more general, providing an exhaustive classification of the
distinct ordered phases of interacting bosonic and fermionic
lattice systems [20–22] (see also [23] for a comprehensive
review). In one dimension, it has also been well understood
in terms of entanglement properties of their microscopic
degrees of freedom [17,24]. In particular, the approach of
SPT phases could be applied [25] to discuss the topological
classification of gapped phases of systems which are gapless
in the noninteracting limit, like the 1D interacting fermion
models mentioned above.

This paper is devoted to determining the interaction induced
topological properties of the low temperature phase diagram
of 1D fermions with spin-charge separation. We show that
the low-energy sector reveals symmetries that, despite being
broken at higher energies, characterize physically interesting
regimes and encode topologically useful information. In
particular, by exploiting the discrete P symmetry and the
continuous U(1) symmetries of the two decoupled sine-
Gordon models, we prove that the eight gapped phases
deduced by RG analysis are in one-to-one correspondence
with the cohomology group classification of SPT phases.
This result bridges the ground state phase diagram of these
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systems—consisting of MI, HI, two LE liquids, and four
distinct DW insulating phases—with the SPT classification. It
thus enables us to predict nontrivial topological effects, such
as the existence of edge states in some of the above phases, on
the basis of the presence of the appropriate symmetry in the
low energy sine-Gordon model. As a further by-product, our
approach also allows one to associate to distinct SPT phases
appropriate NLO parameters.

The paper is organized as follows. In Sec. II we present
the decoupled sine-Gordon model for spin-charge separation,
motivating its adoption as the low energy sector of a wide
class of 1D microscopic fermionic models. In Sec. III we
summarize the low energy phases obtained from the RG
analysis of the model, and discuss their NLO. In Sec. IV we
present our results concerning the topological classification
of these phases. We first exploit the symmetries emerging at
low energies to identify the symmetries protection acting on
each phase of the RG phase diagram. Then, we show that
some phases host protected edge modes. Finally, by applying
the cohomology group theory we determine the topological
classification of the full phase diagram. In Sec. V we discuss
our results, and outline possible future developments.

II. MODEL HAMILTONIAN IN THE LOW ENERGY LIMIT

It is well known that the low-energy physics of a wide
class of 1D interacting fermion systems at half band filling is
characterized by spin-charge separation. This is well captured
by an effective Hamiltonian consisting of two decoupled
sine-Gordon models describing the charge and spin sector,
respectively, i.e.,

HSG =
∑
ν=c,s

∫
dx Hν(x), (1)

with

Hν = H0ν + mνvν

2πa2
cos(

√
8πφν) (2)

and

H0ν = vν

2

[
Kν(∂xθν)2 + 1

Kν

(∂xφν)2

]
. (3)

Here �ν = −∂xθν is the conjugate momentum of the field φν .
The mass coefficients mν , the Luttinger parameters Kν , and the
velocities vν depend on the coupling constants and the filling
of the original microscopic lattice Hamiltonian [5,6,26–28].
Each sector ν = c,s of the model (1) is characterized by a
competition between the H0ν term (3), which describes an
harmonic oscillator with fluctuating field φν , and the cosine
term, which would favor the pinning of the field around a
locked value. Such competition leads to the appearance of
various physical phases, which we shall summarize in the next
section.

A comment is now in order. Later in the paper we shall also
refer to lattice models and quantities, formulated in terms of
fermionic operators cjσ , with j denoting the lattice site and
σ = ±1 the spin projection. It is thus worth recalling here
briefly the connection between the continuum model (1) and
(2) and the underlying microscopic lattice models. The idea
is that in most relevant situations the physically interesting

energy range of a lattice model is small as compared to
the whole bandwidth. It is thus customary to introduce an
effective model which describes the low-energy sector. To this
purpose, one first rewrites [4] the original lattice Hamiltonian
in terms of four fermionic fields ψασ (x) on the continuum,
with α = ±1 referring to the two Fermi points ±kF , related to
the lattice operators via ψασ (x) = ∑

k�αkF
eikxckσ , where ckσ

are the Fourier components of the original lattice operators
cjσ . Then, by adopting the bosonization formalism [2,3], one
reexpresses the four fermionic fields as vertex operators ψασ =
ηασ exp[i

√
π
2 (αφc + ασφs + θc + σθs)]/

√
2πa, where φν,θν

(with ν = c,s) is a pair of bosonic fields related to charge (c)
or spin (s) degrees of freedom, a is a short-distance cutoff,
and ηασ are anticommuting Klein factors. By applying this
method, e.g., to the Hubbard model [1], which describes
the competition of a band “hopping” term and an “on-site”
two-body Coulomb repulsion and which has found a broad
spectrum of applications in both hard and soft condensed
matter physics, the model (1) and (2) is obtained. The same
occurs for a wide class of extended Hubbard-like models that
include further one-body terms (such as spin-orbit coupling or
next-nearest neighbors hopping), two-body interaction beyond
the on-site approximation (such nearest neighbor diagonal
interaction, correlated hopping, pair hopping, and so on) [1],
as well as three- and four-body interactions [29] that may be
relevant in ultracold atoms or molecules trapped in optical
lattices.

For these reasons, the sine-Gordon model (1) and (2) plays
a crucial role in the characterization of 1D fermion models and
is the starting point of our analysis.

III. GROUND STATE PHASE DIAGRAM AND NONLOCAL
ORDER PARAMETERS

The result of the competition of the two terms appearing in
Eq. (2) depends on the sign and the magnitude of the mass
term mν in each channel ν, and can be established by a
well known RG analysis of the sine-Gordon model [3]. Let
us briefly recall the main results: for 4(

√
Kν − 1) < |mν |,

the cosine term becomes relevant, and a gap opens in the
related channel ν = c,s, with the field φν pinned around either
zero (for mν < 0) or

√
π/8 (for mν > 0). The case where

no gap opens in either channel corresponds to the Luttinger
liquid (LL) phase, where both φc and φs are unpinned and
the effective Hamiltonian is HLL = ∑

ν

∫
H0ν . The remaining

eight phases, characterized by a gap in at least one channel, are
listed on the left-hand side of Table I, with the pinning value
of the fields provided in the first and second column.

In the table, the LE and Haldane LE (HLE) liquid phases,
and the MI and HI insulating phases are partly gapped, i.e.,
characterized by the presence of a gap in only one channel,
namely the spin or the charge, respectively. In contrast,
BOW, CDW, SDW, and BSDW are fully gapped phases, also
characterized by a spontaneous symmetry breaking.

The explicit expression of the parameters in HSG in terms
of the coupling constants of the microscopic Hubbard-like
models were given in previous works [5,6,26–28] and will not
be reported here. We emphasize that all the phases reported on
the left-hand side of Table I can be reached for appropriate
values of the microscopic parameters, the only exception
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TABLE I. Left-hand side: classification of massive phases for
HSG. The first two columns denote the pinning values for the charge
(c) and spin (s) fields φν(x) (ν = c,s), respectively, with u staying for
“unpinned,” while the third column denotes the nonvanishing NLO
parameters Oν

A. Right-hand side: the topological characterization
of the phases obtained in Sec. IV. In the fourth column the RG
phase without topological features are denoted by “triv,” whereas
we report the type of symmetry (T or P) protecting the RG phases
with degenerate edge modes. The last column describes the trivial
(λν = +1) and nontrivial (λν = −1) SPT phases obtained within the
group cohomology classification (GCC).

√
8πφc

√
8πφs NLO SP GCC

LE u 0 Os
P triv λs = 1

MI 0 u Oc
P triv λc = 1

HLE u ±π Oc
S P,T λs = −1

HI ±π u Oc
S P λc = −1

BOW 0 0 Oc
P , Os

P triv λs = 1 = λc

CDW ±π 0 Oc
S ,Os

P P λs = 1 = −λc

SDW 0 ±π Oc
P , Os

S P,T λc = 1 = −λs

BSDW ±π ±π Oc
S , Os

S P λs = −1 = λc

being the HLE phase: within bosonization, this is reached for
instance by adding a further spin-orbit coupling term [9,10,30]
(see also Sec. IV A).

Nonlocal order parameters. The standard way of charac-
terizing the physical features of different ordered phases is to
analyze the asymptotic behavior of correlation functions of
appropriate local operators. In 1D, they asymptotically decay
to zero with a power or exponential law: the “order” of the
phase is described by the correlation function which decays
slower. In the case of fully gapped phases with spontaneously
broken symmetries, one of the correlation functions does
remain finite, thus capturing the long range order of the phase
through a local operator, whose expectation value can be
regarded as an order parameter.

Recently it has been realized [7,8,31] that, even when none
of the Hamiltonian symmetries is broken (as in a partly gapped
phase), order parameters can be identified with appropriate
operators, the average value of which is nonzero in these
phases and vanishes at the phase transition. Importantly, such
operators have to be nonlocal in the lattice representation. They
can be built by means of the on site charge and spin operators
sνj as scj = (nj↑ + nj↓ − 1)/2 and ssj = (nj↑ − nj↓)/2, with
njσ

.= c
†
jσ cjσ being the fermion number operator at site j with

spin σ. The NLO operators can now be expressed as Oν
P (r) =

exp[2πi
∑r−1

j=1 sνj ], and Oν
S (r) = exp[2πi

∑r−1
j=1 sνj ](2sνr ). In

the continuum limit, the argument of the exponential acquires
the form

Sz
ν(r) =

∫ r

dx ρν(x), (4)

where the densities ρν(x) are related to the bosonic fields
through ρν(x) = ∂xφν/

√
2π . Then Oν

A(r), with A = P,S

obtained respectively as the symmetric and antisymmetric
form of exp[i2πSz

ν(r)] [31]. Explicitly,

Oν
P ∼ cos(

√
2πφν), Oν

S ∼ sin(
√

2πφν), (5)

generating the four asymptotic correlation functions

Cν
A = lim

r→∞
〈
Oν†

A (0) Oν
A(r)

〉
. (6)

In each channel, these are also known as parity and Haldane
string correlators, respectively. They all vanish when the fields
are unpinned (LL phase). However, when at least one of the
fields φν is pinned to one of the two values reported in the
left-hand side of Table I, in each channel one of the correlation
functions Cν

P ∝ 〈cos
√

2πφν〉2, Cν
S ∝ 〈sin

√
2πφν〉2 remains

finite [7] identifying a long-range NLO, whereas the other
one still vanishes. The average values of Oν

A (A = P,S) are
thus identified as order parameters in the ν channel for the
two possible gapped phases. In this way the bosonization
description is able to associate appropriate NLO parameters
to each partly or fully gapped phase, as emphasized in the
last column of the left-hand side of Table I. In particular, in
the Table we denoted the phases characterized by only one
nonvanishing Haldane string correlator, namely A = S in the
ν channel, as HLE (ν = s) and HI (ν = c), respectively.

The discrete lattice expressions for sνj , when inserted into
the nonlocal operators Oν

A, clarify the different microscopic
arrangements within the two partly gapped phases which may
take place in each channel. In fact, the charge degrees of
freedom may be identified with the local configurations with
scj �= 0, i.e., empty sites (holons) and doubly occupied sites
(doublons). Whereas the spin degrees of freedom are those
configurations for which ssj �= 0, i.e., sites occupied by a single
fermion with either up or down spin. The finiteness of the
Haldane string correlator (6) implies that for ν = c in the HI
phase holons and doublons are alternated (i.e., between two
successive doublons there is always a holon) and intercalated
by an arbitrary number of single fermions. In contrast, for
ν = s the Haldane LE liquid phase is metallic: the alternated
(up and down) single spins dilute in the background of holons
and doublons. In the latter case the results here complement
and generalize the findings of Refs. [9,10], where it was shown
that the addition of spin-orbit coupling to a metal may generate
topological effects: this will happen when the string Haldane
NLO becomes nonvanishing. The parent ground states for
these phases are reached in the strong coupling limit when
the string order parameter saturates to the value 1; in this case
ν degrees of freedom form singlets on neighboring sites.

A nonvanishing value of the parity operators denotes instead
a state which—in the strong coupling classical limit where
Cν
P = 1 (parent ground states)—is a direct product of on-site

singlet states in the ν-channel, and is highly degenerate. For
ν = c, it describes an insulator of strictly singly occupied
sites, as in the case of the infinite-U repulsive Hubbard
model, whereas for ν = s the parent ground state consists
solely of holons and doublons, as in the case of the attractive
infinite-U Hubbard model. In both cases at finite coupling
strength entangled parity breaking pairs appear, removing the
degeneracy of the states.

IV. CLASSIFICATION OF SYMMETRY-PROTECTED
TOPOLOGICAL PHASES

The various phases described in the previous section and
summarized on the left-hand side of Table I are characterized
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in terms of their gaps, field pinning values, and NLO
parameters. We emphasize that the well known phase diagram
is purely obtained from the RG analysis of the asymptotic
behavior of the sine-Gordon model, without invoking any
topological argument. In this section we shall now provide
the topological characterization of the phases. As mentioned
above, topological features may emerge under appropriate
symmetry protection.

We start by recalling that the tenfold way classifica-
tion of distinct topological phases, proposed by Altland
and Zirnbauer [11,12] for noninteracting gapped systems
described by a bilinear fermionic Hamiltonian with some
symmetry, becomes unstable in the presence of two-body
interaction [32,33]. The role of instability is the reduction of
the noninteracting classification to a finite number of phases
in each class, which can be identified depending on the group
G of symmetries of the Hamiltonian and of the symmetry
group G′ ⊆ G of the ground state. Such phases are distinct
under the symmetry protection of G′ as long as they cannot
be reduced to the trivial one by any adiabatic transformation
which preserves G′. Given the symmetry groups of both the
Hamiltonian and its ground state, the SPT phase classification
for interacting systems holds in the strong coupling limit,
providing a general classification of the distinct phases of
these systems. In particular, for 1D systems an extremely
powerful SPT phase classification method is the so called
group cohomology theory [20], based on the inspection of
the local projective representations of G′ on the low-energy
edge states. This classification, which is also closely related
to the entanglement properties on the two ending sites of a
chain bipartition [19,34], predicts the existence of phases that
are nontrivial from the topological point of view, the most
striking feature being the existence of degenerate protected
edge modes. Distinct phases can be recognized also in the
absence of topological properties, and are known as trivial
SPT phases.

Our strategy is based on the observation that the non-
interacting fermionic case may as well describe a gapless
system with no topological properties, at variance with the
noninteracting topological superconductor/insulator. In this
case it is the interaction which could drive the system to open
gaps. This happens for instance for the sine-Gordon model
HSG, whose noninteracting limit describes free massless Dirac
fermions [2,3]. Hence we first exploit the symmetries of HSG

to prove that all the massive phases are distinct under symmetry
protection. Then, we identify the presence of degenerate
symmetry-protected edge modes in the phases characterized by
nonvanishing Haldane NLO. Finally, we apply the group coho-
mology theory to classify the SPT phases in the strong coupling
limit, establishing a one-to-one correspondence between the
gapped phases identified by RG classification (left-hand side
of Table I), and their topological classification obtained by
means of group cohomology. These results, summarized on
the right-hand side of Table I, enable us to distinguish on
general grounds topologically trivial and nontrival phases in
the RG classification, and in turn to associate a NLO parameter
to each of the topological phases of group cohomology
classification (GCC). Here below the detailed analysis is
presented.

A. Symmetries

The HamiltonianHSG has both time-reversal T and particle-
hole P discrete symmetries. Indeed, since in real space
T ψασ T −1 = σψᾱσ̄ and Pψασ P −1 = ψ†

ασ , one can derive
from the bosonized expression of the fermionic fields given
above the action of both symmetries on the bosonic fields
φν(x), θν(x) as

T φνT
−1 = δνφν, T θνT

−1 = −δνθν, (7)

PφνP
−1 = −φν, P θνP

−1 = −θν, (8)

with δc = 1, δs = −1. From the above relations it is easily
verified that T and P are symmetries of both Hν(x)’s.

It must be stressed that, in fact, at variance with the
lattice model which could possibly break these symmetries,
their presence is a feature of the noninteracting spectrum
linearized around the Fermi points in the continuum limit,
namely vF

∑
k(nkRσ − nkLσ ). Indeed, the action of T and P

on right and left movers reads T : ckασ → σc−kᾱσ̄ , and P :
ckασ → c

†
−kασ , with σ̄ = −σ (P 2 = 1 = −T 2, [T ,P ] = 0).

Hence our considerations apply to a larger class of models
with respect to those which exhibit these symmetries already
on the lattice Hamiltonian. Notice that for specific cases, such
as, e.g., the Hubbard model itself, the invariance under T and
P turns out to be a feature of the full spectrum, beyond the
low-energy limit, with T: cjσ → σcjσ̄ and P: cjσ → (−)j c†jσ ,
the symmetries holding at zero magnetization/half filling,
respectively. However, still within the class of Hubbard-like
microscopic Hamiltonians, important cases such as those with
correlated and/or next nearest neighbor hopping, and those
with three- and four-body terms, do not exhibit P symmetry.
Nevertheless, the symmetries arise at low energies in the
corresponding bosonized Hamiltonian HSG [2]. Notice that
P symmetry could hold also when right and left movers
have different linearized dispersion relations around the Fermi
points, as it may happen for instance in the presence of a
magnetic field.

Apart from the above discrete Z2 symmetries, HSG turns
out to have a U(1) × U(1) continuous symmetry under θν →
θν + const. Indeed both total charge and total z-component of
spin, namely Sz

ν(L)—where L is the length of the 1D system
and Sz

ν(x) is defined in Eq. (4)—are conserved quantities. For
the underlying one-dimensional lattice models these quantities
read Sz

ν

.= ∑
j sνj , where sνj have been defined in terms of

on-site fermionic operators in the previous section. Notice
that the global symmetry can be realized locally, a fact which
was both crucial in the construction of NLO operators in the
previous section, and will be important in the implementation
of the group cohomology classification in this section.

In fact, in many cases the lattice Hamiltonians also have full
rotational SU(2) symmetry, which implies on the bosonized
model that Ks and ms cannot vary independently: in the weak
coupling limit, a gapped spin phase may appear only for
ms < 0. This is the case for instance for the Hubbard model.
For the sake of generality, we release such constraint so that
the spin rotational symmetry reduces from SU(2) to U(1),
in principle allowing the dynamical opening of a spin gap
also for ms > 0. This may happen in the presence of Rashba
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type spin-orbit coupling [9,10,30], which arises, e.g., in InAs
wires [35] and dots [36], and can also be mimicked in optical
lattices by dephasing two one-dimensional lattices of spin 1/2
atoms in a transverse magnetic field [37].

Obviously, both charge and spin fermion parity, �ν =
(−)2Sz

ν , are also preserved.

B. Symmetry protection and edge modes

Given the symmetries of the Hamiltonian, we now argue
whether these are capable of protecting the robustness of
the different phases with respect to symmetry preserving
transformations. In fact, it was observed [38] that in the case
of fermionic systems phases characterized by Haldane NLO
may become fragile (i.e., not distinct from the phase with
parity NLO) under appropriate choice of interaction. Such
behavior originates from the presence—at any finite value
of interaction—of quantum fluctuations which may end up
in adiabatically connecting the two phases [39]. This is not
the case here. Indeed, the assumed spin-charge separation
prevents by definition the possibility that quantum fluctuations
in one (spin or charge) channel connect phases which appear
distinct in the other channel. Moreover, in each channel the
interaction, when relevant, induces the opening of a gap in
two distinct ways, due to the pinning of the corresponding
bosonic field

√
8πφν to one of the two values 0,π . Hence the

phases will remain distinct as far as it is not possible to change
adiabatically one value into the other by a transformation.
This is guaranteed by symmetry protection, since terms
proportional to

sin(
√

8πφν), (9)

which would force the fields to pin to intermediate values,
are not allowed. In particular, from Eqs. (7) and (8) we see
that P symmetry prevents such terms in the charge channel,
whereas both P and T symmetries protect the distinct trivial
and nontrivial phases in the spin channel. We thus realize that
the phases reported on the left-hand side of Table I are actually
distinct SPT phases protected by T and/or P symmetries.

Having shown that the phases obtained within RG analysis
are robust, we now discuss whether some of them host pro-
tected edge modes. Upon generalizing the argument proposed
in Refs. [9,10], one sees that, when the bosonic field in ν

channel is pinned to the value ±√
π
8 , a kink sν of fractional

charge/spin accumulates at the interface between such phase
and the trivial one (φν = 0). Explicitly, upon defining sν(x) =
lima→0+ [Sz

ν(x) − Sz
ν(x − a)], with Sz

ν(x) given by (4), one
obtains

sν(x) = lim
a→0+

1√
2π

[φν(x) − φν(x − a)] = ±1

4
. (10)

The latter identity holds at the edge between the two phases,
where it is the hallmark of the presence of half the charge/spin
of an electron. When the two configurations with different
sν are degenerate in energy—as for instance may happen
for lattice models at half filling and zero magnetization—
two degenerate protected fractionalized edge modes are thus
realized, corresponding to φν = ±√

π
8 .

The above results are summarized in the fourth column
of Table I, where the possible symmetries protecting each of

the phases with fractionalized edge modes are indicated. The
remaining phases are denoted as trivial.

C. Group cohomology classification

The one-dimensional symmetry-protected RG phases iden-
tified in the two previous subsections—with and without
fractionalized edge modes—can be put in one to one cor-
respondence with the SPT phases classification one would
obtain in the framework of group cohomology [18,20–22]. In
order to derive the latter, one should inspect the projective
representations of the symmetry group G of the Hamiltonian
HSG on its degenerate edge states. As discussed in Sec. IV A,
each ν = c,s channel of the Hamiltonian is characterized by a
continuous U(1) symmetry, preserving the total charge (ν = c)
and spin-z component (ν = s) operators. An element of the
U(1) symmetry group can be rewritten as Uν(β) = eiβν2Sz

ν (L)

with βν ∈ [0,2π ). Furthermore, the Hamiltonian of each
channel also exhibits two discrete symmetries, T and P. From
the right hand side of Table I, however, we notice that while
P protects all phases, T guarantees protection within the spin
channel only. We thus focus on P as discrete symmetry. The
symmetry group in each channel is then G ≡ U(1) � Z2, where
the semidirect product is due to the fact that Sz

ν(L) and P do
not commute. Indeed from Eqs. (4) and (8) one has

P Uν(β) = Uν(−β) P. (11)

To apply the group cohomology classification, a further
important requirement on G is that its elements should be
“local symmetries,” meaning that the generators have a local
representation at each x. For P this is ensured by the fact that
its action on the fields φν , given in Eq. (8), is in fact local.
As for Uν(β), we first notice that in the lattice representation
it would read Uν(β) = ∏

j Uν(β,j ) with Uν(β,j ) = ei2βsνj .
In the continuum model, where x = ja and sνj → sν(x)
[see right equality in Eq. (10)], one has Uν(β,x) = eiβ2sν (x).
In particular, at the edge, sν = n

2 for φν = 2n
√

π/8, and
sν = (2m + 1)/4 for φν = (2m + 1)

√
π/8, with n,m ∈ Z. We

can now inspect the projective representations M of U(1) � Z2

on the two corresponding degenerate edge (E) states [22,40].
Explicitly, dropping the subscript ν and denoting UE(β) ≡
U (β,x = E), in each channel we may choose

M[UE(β)] = ei
β

2 n

(
1 0
0 ei

β

2 m

)
(12)

and

M(P ) =
(

0 1
1 0

)
, (13)

with [M(P )]2 = I2. Other choices are also possible. When
inserting the above representation in Eq. (11), the latter
becomes

M(P )M[UE(β)] = eiβ(n+ m
2 )M[UE(−β)]M(P ), (14)

which differs from (11) by a phase factor. Only for even m

such phase factor can be gauged away upon redefinition of
the overall phase in Eq. (12), M̃[UE(β)] = ei

β

2 κM[UE(β)],
with κ ∈ Z. Thus, depending on whether m is even or
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odd, one identifies in each channel two inequivalent projec-
tive representations of G, which we conventionally denote
as λν = +1,−1, respectively. The inequivalent projective
representations of a given group are the elements of its
second cohomology group H 2(G,U(1)). The latter being a
discrete group, it is not possible to connect continuously
two of its elements: the corresponding phases are distinct.
In particular, λν = −1 denotes the nontrivial projective rep-
resentation, and corresponds to the nontrivial topological
phase [20,22].

In this way, the group cohomology analysis identifies in
each channel, besides the gapless phase, two gapped phases,
of which one is topologically nontrivial. As a whole, one
gapless and eight distinct gapped SPT phases are predicted
within such classification. We realize that these are in one to
one correspondence with the symmetry-protected spin and/or
charge gapped phases identified by means of the RG analysis
of 1D LL with sine-Gordon interaction. The correspondence
is emphasized in the last column at the right hand side (RHS)
of Table I. There, in each channel, the nontrivial SPT phase
obtained within group cohomology is naturally associated to
the symmetry-protected RG phase which hosts degenerate
edge modes, according to the results obtained in the previous
subsection. The correspondence can be further exploited: each
distinct trivial (nontrivial) SPT phase can be endowed with
the appropriate parity (Haldane) string operator Oν

P (Oν
S ) [7,8]

associated to the corresponding phase of the RG analysis (LHS
of the table).

The four partly gapped phases appear to be SPT phases
in one channel, the other channel remaining gapless. The
further four fully gapped phases appear in correspondence
of coexisting SPT phases in the charge and spin channels.
Their nature can be better understood by noticing that within
bosonization analysis the simultaneous pinning of the two
bosonic fields manifests in the nonzero value of an appropriate
local correlator [2], which is the hallmark of a spontaneous
breaking of a symmetry. The effect is a consequence of the
limited number of independent bosonic fields in 1D. One could
argue that, as soon as the one dimensionality of the system is
released, states with coexisting SPT phases and no spontaneous
symmetry breaking appear [41].

V. DISCUSSION AND CONCLUSIONS

In this article we have analyzed the interaction induced
topological properties of the 1D fermionic models with spin-
charge separation, described in the low energy limit by two
decoupled sine-Gordon models. Specifically, we have shown
that the rich phase diagram stemming from the RG analysis
of the sine-Gordon models—the gapped phases of which
are Mott, density waves, and Haldane insulators, and Luther
Emery liquids, characterized by different nonlocal orders
(LHS of Table I)—contains phases protected by P symmetry
which are topologically nontrivial (column 4, RHS of the
table). Importantly, we have proven that it is in one-to-one
correspondence with the SPT phases classification based
on the group cohomology theory (column 5, RHS of the
table). The results represent a conceptual bridge between the
two types of phase classification, and have relevant physical
implications. On the one side, one can now identify in each

(charge or spin) channel the topologically nontrivial phase
among those stemming from RG analysis. Such nontrivial
phase, which is protected by time-reversal T and/or particle-
hole P symmetry, hosts edge modes with fractionalized
charge/spin, degenerate for appropriate magnetization/filling
values. On the other hand, our results provide a physi-
cal characterization of the group cohomology classification,
by associating to each topological phase a nonlocal order
described by a nonvanishing expectation value of suitable
and well identified operators. As an application, we can for
instance predict that Os

S is nonvanishing in the SPT phases
discussed in Refs. [9,10].

The results, based on the assumption of irrelevance of
spin-charge coupling terms in the interaction, exploit the two
continuous U(1) symmetries related to charge and spin-z
conservation and the discrete particle-hole symmetry P of
the sine-Gordon model. In this respect, we point out that
symmetries, which are crucial in the topological classification,
are not necessarily fulfilled by lattice models over the whole
energy spectrum. As a matter of fact, very few 1D fermionic
models were observed to host an interaction induced topo-
logically nontrival phase [8,42,43]. However, the asymptotic
properties of a model are well captured by the effective
Hamiltonian at low energies, where additional symmetries
may arise. This is precisely the case for the P symmetry: when
considering the wide class of extended Hubbard models, the
P symmetry is typically not fulfilled. However, because the
asymptotic properties are described by decoupled sine-Gordon
models, such symmetry does emerge in the low energy
sector, enabling one to determine the topological properties
of the existing phases. For these reasons our result extends
the topological characterization to a wide class of extended
Hubbard systems, e.g., with correlated and/or pair hopping
terms [44], spin-orbit coupling [9,10], and three- and four-body
couplings [6].

A remark can also be made about the role of NLO
parameters. In particular, we have shown that the nontrivial
phase is characterized by a nonzero Haldane NLO, whereas
the trivial phase corresponds to the finiteness of the parity
NLO. Such correspondence suggests the possibility to identify
nontrivial topological phases in microscopic lattice systems
by the observation of a finite Haldane string value, both in
the numerical investigation of regimes where weak coupling
bosonization does not hold [45] and in experimental simu-
lations [14,46]. Moreover, parity NLO could be useful to
detect distinct trivial phases, whose presence was recently
recognized in specific spin systems [47]. The generalization of
parity operators to ladder systems [41,48] suggests that distinct
trivial phases could persist as long as spin-charge separation
does. In fact, this may be the case also for some nontrivial
phases [49].

We point out another consequence of the one-to-one
correspondence described by Table I. The ordered phases
characterized by spontaneous symmetry breaking correspond
to the simultaneous occurrence of two SPT phases, one in the
charge and the other in the spin channel. In the context of SPT
phases, the occurrence of spontaneous symmetry breaking was
recently discussed in Ref. [50], where it was noticed that such
states can be regarded as nontrivial gapped quantum liquids,
with a ground state degeneracy that becomes unstable.
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Finally, we would like to mention possible future devel-
opments of our results. First, the other discrete symmetry
characterizing HSG, i.e., time reversal, has not been explicitly
harnessed in our derivation. We thus expect that our results
about the topological classification may be extended to
cases where the low energy Hamiltonian contains further
time-reversal breaking terms, as long as P symmetry holds.
Secondly, when the microscopic Hamiltonian also break the
U(1) spin/charge symmetry [10,30], the continuum model
should contain marginal terms also in the dual fields θν , so
that further phases could modify the present classification.

Their characterization by means of other NLO parameters is
thus an interesting open issue.
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