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Abstract

Background and Objective. Heartbeats Holter monitoring is important for the detection of arrhythmias and possible anomalies, which are predictive of cardiovascular risks and infections. Reducing the number of acquired samples is useful to save energy and memory, but a proper down-sampling schedule is needed to record all useful information.

Method. An adaptive algorithm for the non-uniform down-sampling of data is used to reduce the mean sampling frequency of ECG data. The acquired data are processed to extract RR rhythm and to classify the heartbeats among a set of possible types of arrhythmias.

Results. The proposed method is tested in terms of the ability to estimate the heart rate and to classify the heartbeats from the MIT-BIH Arrhythmia data down-sampled below the Nyquist limit. The mean accuracy in identifying the heartbeats was over the 98% and the RMS error in estimating the RR time series was lower than the 1%. Variability, spectral and complexity indexes extracted from RR series were estimated with a mean error that was lower than 10%. Classification accuracy was above the 95%.

Conclusions. An adaptive method to down-sample ECG data is discussed. It can be useful to save energy and to reduce memory occupation, while still preserving important information on the heartbeats.

1. Introduction

The long-term outpatient monitoring is used for the remote surveillance of sensitive people. It allows a rapid intervention when needed, developing an individualized care [1], with positive effects on the management of clinical services and on the quality of life of patients [2]. The heart rate (HR) variability (HRV) is an important predictor of cardiovascular risk [3]. It can be monitored by Holter acquisitions, which can then be processed by a number of mathematical techniques that quantify overall fluctuations, spectral composition and degree of complexity. Using these techniques, HRV was found to be altered, for example, in the case of systemic infection [4]. Moreover, cardiac dysfunctions can affect not only the pacing, but also the beat waveforms, which could be classified to further characterize the heartbeats [5]. The automatic classification could be useful to avoid subjective and time-consuming human-based examinations and to allow for a better management of cardiac disorders in clinics.

Reducing the number of sampled data allows to save energy and memory, making the data-logger less cumbersome and increasing the time span of the monitoring [1][2][6][7]. A method for the adaptive down-sampling of biomedical data was recently proposed [8].
allows a real time tuning of the sampling frequency, showing to be more flexible than other adaptive algorithms. Moreover, it outperformed both uniform down-sampling and compressive sensing in terms of the recovery of high amplitude or energetic components (measured by the averaged rectified error, ARE, and the percentage root mean square difference, PRD, respectively, which are the performance indexes usually used in literature to compare different methods [9]). However, some signals contain contributions with low average amplitude or energy that provide most information. For example, the QRS complex of the electrocardiogram (ECG) provides all information to detect the heartbeats, but can have small ARE and PRD. Moreover, details of the ECG waveform can be important when there is the need of classifying different heartbeats. Thus, it is interesting to check the performance of a down-sampling algorithm also in terms of the retrieved information and not only measuring average reconstruction errors. Hence, this paper tests the ability of the adaptive algorithm proposed in [8] to record the essential ECG samples to allow HR monitoring and beat classification.

2. Methods

ECG data
The MIT-BIH Arrhythmia Database was used [10][11][12]. It consists of 48 ECG recordings with two channels sampled at 360 Hz for 30 minutes. Only the first channel was considered (i.e., in most records, a modified limb lead II, obtained by placing the electrodes on the chest). Data contain most of the energy below 45 Hz, so that they were resampled at 100 Hz, after an antialiasing lowpass filter¹. In order to remove low frequency noise, the data were also highpass filtered².

Adaptive ECG down-sampling
The method proposed in [8] was used to reduce further the number of measurements, starting from data resampled at 100 Hz. The adaptive sampling is based on a prediction algorithm (using a multi-layer perceptron, MLP [13]) which predicts the subsequent sample from a set of delayed data and estimates the uncertainty of the prediction (based on 100 estimates obtained considering uniform random data chosen within a range equal to their previously estimated uncertainty [8]). The algorithm requires measuring a new sample if its prediction is

¹ Chebyshev Type II filter, cutoff at 45 Hz with no more than 1 dB of passband ripple and at least 50 dB of attenuation in the stopband, which started at 50 Hz; notice that powerline interference is at 60 Hz. To avoid phase distortion, the filter was used twice, the second round with time reversal, to get zero phase.
² Anti-causal (zero-phase) Chebyshev Type II filter, with stopband edge at 0.1 Hz and cutoff at 1 Hz, with no more than 1 dB of passband ripple and at least 20 dB of attenuation in the stopband.
more uncertain than a threshold selected by the user. For each patient, the optimal delayed data were selected processing the first 5 minutes of signal based on the theory of time series embedding [14]. The prediction algorithm was then trained on the first 4 minutes and validated on the following minute of signal, selecting the best topology of the MLP in terms of generalization of the predictions (refer to [8] for details and references). These preliminary offline procedures allow to adapt the algorithm to the specific data to be sampled. The method was then applied on the rest of the ECG (i.e., the last 25 minutes of ECG were used for testing).

Different levels of down-sampling were obtained by varying the uncertainty threshold. The percentage of reduction cannot be imposed precisely a-priori, as the algorithm adapts to the tested data. A preliminary test based on 10 s of data was used to select the thresholds that allowed to reduce the acquired samples of about either the 20% or the 45%. Then, five thresholds were selected linearly distributed between these two extreme values. The down-sampling was also limited not to be pushed above the 80% [8].

**Heartbeat estimation**

The down-sampled data were used to estimate by cubic interpolation the original ones (already down-sampled at 100 Hz). These reconstructed data were then used to estimate the heartbeats. Some data showed amplitude variations that needed to be equalized in order to get a robust estimation of the heartbeats. Moreover, both positive and negative peaks were found (the first usually corresponding to normal beats and the latter to premature ventricular contractions). The procedure described in Appendix A was found to be sufficiently accurate to detect the main positive and negative peaks, after compensating for amplitude variations.

**Data analysis**

The locations of the heartbeats are indicated in the database website. They were down-sampled to 100 Hz and used as reference RR series. Moreover, beats corresponding to negligible peaks in the ECG (with amplitudes about 10 times smaller than those of the R peaks) were discarded: usually they were indicated in the annotations as missed or as the result of either artifacts, or pre-excitation, or atrial fibrillation, or atrial flutter, or nodal (A-V junctional) rhythm. The adopted algorithm, even when applied to the original data, could not identify such peaks. Then, the residual beats were compared to those identified automatically from the down-sampled ECG. Each beat was classified as either a true positive, or a false positive or negative. In particular, a beat was considered missed when the minimum delay between the estimated and the correct location of the beat was larger than 120 ms.

---

3 This large tolerance was accepted because sometimes 2 negative peaks closer than 100 ms were present and the
The statistical distributions of the RR series extracted from the original or the down-sampled data were also compared. The estimated RR series was cleaned by excluding RR intervals which were out of a range, which was adapted to the ECG of the patient by selecting it on the basis of the training data: the allowed minimum delay between subsequent peaks was the 90% of the minimum RR interval in the training set; the maximum delay was the 50% larger than the maximum RR interval in the training set. Then, the following indexes characterizing the HRV were extracted from the RR series [4]: standard deviation (stdRR), root mean square of successive difference (RMSSD), low and high frequency components (LF and HF, defined as the percentage area under the curve of the power spectral density \(^{4}\)), PSD, of the RR series considering the ranges [0.04-0.18] and [0.18-0.4] Hz, respectively) and sample entropy, as a measure of complexity [15]. Furthermore, the root mean square error in estimating the RR time series distribution and its PSD were computed.

Finally, using the algorithm described in Appendix B, the peaks identified from down-sampled data were classified in either of the following 8 classes: normal beat, paced, atrial premature beat, right bundle branch block beat, left bundle branch block beat, premature ventricular contraction and fusion of normal and either ventricular or paced beat.

### 3. Results

Figure 1 shows a representative example of application to test data from a subject. Notice that by increasing the reduction, some R peaks can be missed (as the estimated waveform is down-sampled also around the QRS complex), introducing an error in the estimation of the RR series.

Figure 2 shows the main indexes considered to characterize the RR time series extracted from the same data as in Figure 1. Both the estimations and the percentage variation with respect to the correct value (i.e., the one computed considering the RR series provided by the MIT-BIH Arrhythmia Database) are shown. Notice that the discrepancy with respect to the correct values increases with the reduction of the number of acquired samples.

Figure 3 shows a summary of the performance of the method when applied to the whole dataset. Scatter plots are considered, showing different performance indexes versus the algorithm identified either of the 2. In such a case, the beat was not considered as missed. However, the effect of the discrepancy was assessed considering the RR series. On the other hand, when the ECG waveform showed a clear QRS complex, the maximal delay between the estimated and correct location of the peak was in the order of a few samples.

\(^{4}\) The PSD was computed by the parametric Burg algorithm, using the minimum order for an autoregressive model guaranteeing to get a variance up to 5% larger than that obtained using a model of order 50.
reduction level. The accuracy of R peak identification is shown. Moreover, the indexes estimated from the RR series are displayed as percentage of their correct value. Average errors increase with the reduction level, even if there is a large variation among different data. Figure 4 shows the cross-correlation between the waveforms related to each heartbeat detected from the down-sampled data and the original (once identified the peaks from the down-sampled data, windows from 250 ms before to 500 ms after them were considered on both the original and the down-sampled data; the maximum of the cross-correlation was considered in each window, as a measure of similarity between the waveforms). Two examples of problematic portions of data are shown in Figure 4A. Notice that sometimes the down-sampled data are not able to represent correctly the R peaks, as already shown in Figure 1C. However, most of the identified heartbeats are associated to waveforms that are highly correlated to the original ones (average median cross-correlation above 99.5%, with a decreasing trend when increasing the reduction level, Figure 4B). Figure 5 shows a summary of the performance in the classification of different heartbeats. Notice from the specific example shown in Figure 5A (i.e., the one corresponding to the worst accurate classification) that the waveforms can also be quite different within the same class (as in the case of the premature ventricular contractions, which present two quite different recurrent shapes): in this case, searching for the different waveforms (computed by averaging only similar waves) would improve the classification accuracy. As shown in Figure 5B, the classification accuracy is very similar (around 95%) considering different levels of sample reduction (with an expected trend to decrease when the reduction is higher). The algorithm had different performances in identifying different waveforms: Figure 5C shows the percentage of correctly identified waveforms, for each of the considered classes. Furthermore, Table 1 shows the confusion matrix of the classification of different waveforms considering all the test data, with the largest reduction of samples: notice how normal and paced beats are usually correctly identified, whereas some problems are found for example with atrial premature beats and premature ventricular contractions, which are sometimes confounded as normal beats.

Figure 6 shows the distribution of mean processing time for each data considered. The results were grouped rank ordered with respect to the 5 uncertainty thresholds. There is a decreasing trend of the processing time, as the sample reduction becomes larger. The processing time is about the 10% of the duration of the epoch (indicating that a real time application would be possible), considering the specific hardware and software used: a sequential, interpreted implementation of the algorithm in Matlab was run on a single processor of a PC with
Intel(R) Core i7-2630QM, Quad-Core, clock frequency of 2 GHz, 6 GB of RAM and 64 bits operating system.

4. Discussion

The long term monitoring of the heartbeat is extensively used for self-controlling and in patients [6][7][16][17][18]. Decreasing the number of acquired samples is useful to save the energy required for the sampling and to reduce the memory storage [9][19][20]. In the case of remote monitoring in which wireless sensors sample and transmit data to a base station, a further compression of data is useful to reduce the energy spent for the transmission [21]. Moreover, quantization of the difference signal with a low number of bits and coding have been successfully applied in ECG applications [22][23] to reduce the number of transmissions (increasing further the compression ratio, defined as a measure of the reduction of the number of bits needed to represent the original signal).

4.1 Discussion of results and possible applications

The innovative algorithm proposed in [8] was used to resample the signals of the MIT-BIH Arrhythmia Database with different levels of down-sampling (thus the compression ratio is measured only in terms of the reduction of the mean sampling frequency) and its accuracy in recovering the RR series and in classifying the beat waveforms was tested. The algorithm showed good accuracy in the identification of the heartbeats from down-sampled data. Notice for example that the mean accuracy in identifying the heartbeats was over the 98% and the RMS error in estimating the RR time series was lower than the 1%. The indexes were estimated with a mean error that is lower than about 10%, but with some variation across different data.

The classification of the heartbeats was quite accurate (above 95% in the average, even if the accuracy depends also on the type of waveforms), even considering the simple approach described in Appendix B. The accuracy of the classification was marginally affected by the level of reduction, showing that when a beat is identified, the ECG waveform is usually well estimated. This conclusion is also supported by the high correlation (above 99% in the average) between the original waveforms and those identified from down-sampled data.

Important applications could be possible in the diagnosis of cardio-arrhythmias [24]. For example, an early detection of atrial fibrillation is important to introduce therapies protecting the patient from the effects of the arrhythmias and from its progression, but it is often
prevented by its silent nature (so that about 30% of patients are not aware of a so-called asymptomatic atrial fibrillation). The long-term ECG monitoring can allow to detect a possible problem. The proposed algorithm allows to estimate a reliable RR rhythm from down-sampled data, from which a large HRV could be possibly identified, suggesting that there is the risk that atrial fibrillation occurred during the measurement. A further inspection of the ECG waveforms would then allow to diagnose the arrhythmia. After indicating the normal and arrhythmic waves in a portion of the signal, the automatic classification could be run on the whole data to get a further assessment of the patient.

4.2 Limitations and future works
The MIT-BIH Arrhythmia Database is a good benchmark to test different methods in the same conditions. However, experimental data from Holter monitoring are expected to contain more noise than that included in the considered dataset and to be affected by large motion artefacts. A preliminary test of the algorithm on noisy data was shown in [8], where the method was used to down-sample ECG recorded by a custom-made acquisition prototype [25]. The performances of the method, in terms of reconstruction errors with similar down-sampling ratio, were comparable to those discussed here. However, additional tests are required to assess the reliability of the heartbeat estimation from down-sampled noisy data. An adequate filtering approach (possibly different from the one used for the data considered in this paper) is expected to be needed to reduce noise and slow motion artefacts.

4.3 Considerations on the development of a prototype and on power saving
To test the relevance of the proposed algorithm, a Holter system embedding it should be developed. Different solutions can be investigated, requiring an optimal hardware and software co-design in order to get indeed a real time implementation and a power saving.

1. The algorithm can be run on an embedded microcontroller, consuming a power that should be less than the one saved by discarding samples.
2. The processing can be performed by a base station, wirelessly connected to the system; in this case, the portable system saves the power related to processing, but it spends the one needed for the communication.

Some preliminary considerations on power consumption can be given. First, consider an embedded solution, implemented using a low power microcontroller, e.g., MSP430 by Texas Instruments. To save energy, the system is active only for sampling and processing, otherwise it can be in stand-by (with a consumption that is about 200 times lower than when it is active).
The microcontroller switches on to enable the ADC and then it shuts off. Making the analog-to-digital conversion takes about 3.5 µs and consumes about 2640 µW [26] (with the clock at 8 MHz). When the algorithm decides to discard a measurement, the power consumption is that of the idle state, i.e., 5 µW. Considering a constant sampling rate of 100 Hz, the average consumption of the ADC is about 5.92 µW (about 5 µW due to the idle state and 0.92 µW due to the peak power consumption during the sampling). Assuming to discard about one-half of the samples, the power saved by discarding measurements is around 7.8%.

The energy required to run the algorithm depends on many factors, including the clock frequency and the number of clock cycles, which is related to the processing time. With the implementation discussed in this paper, the processing time for a sample was about 1 ms (Figure 6). Assuming that the power consumption during processing is similar to that required by the ADC, the processing time should be reduced (to be lower than the 3.5 µs required for an AD conversion) for the average power to be less than that saved by discarding a sample.

As an alternative, a dual-core solution could be used, using the MSP430 for the sampling and an application-specific instruction-set processor (ASIP, with high computational performances and low power consumption) for the processing [26]. To reduce the computational cost, different optimizations could be included: a compiled routine should be used (instead of the interpreted and sequential code here considered); some parts of the algorithm could be run in parallel (e.g., the hidden neurons of the MLP and the different randomly chosen data processed to estimate the prediction uncertainty); the uncertainty could be computed using a lower number of estimates (e.g., considering only extreme values, but performances should be checked).

Consider now the alternative of devoting the data storage and processing to a base station. Power consumption was measured for a chip including the same microcontroller as before, i.e., the MSP430, and a ZigBee Network Processor, i.e., CC2530ZNP [27] (many alternatives are also available, e.g., the Bluetooth low energy, intended to provide transmission with low power consumption). The power required for waking up and switching off the CC2530, preparing the data and transmitting them is much larger than that saved by avoiding a measurement (about 7 mA·ms for conversion of 2 samples, 90 mA·ms for preparation and 100 mA·ms for transmission [27]). Thus, transmitting the data to save the power needed for the processing is not a viable solution with such a hardware. However, there could be applications in which data transmission to a base station is needed (e.g., to avoid the storage of data by the portable system and/or to allow the real-time monitoring of patients from a base
4.4 Final considerations

The tests conducted support the use of the adaptive down-sampling approach proposed in [8] in Holter monitoring of ECG. The mean number of acquisitions could be pushed as low as about 60 per second (far below Nyquist limit), still getting an accurate RR rhythm (with the possibility of extracting valuable information on its variability, spectral content and complexity). Moreover, reliable beats waveform representation and classification can be obtained, allowing to detect automatically possible arrhythmias or other cardiac dysfunctions. Further work is needed to test the method in the field. Potential applications in portable devices are expected, guaranteeing low power consumption (needed for long term continuous monitoring) and good accuracy (important for clinical applications or alerting systems).

5. Conclusions

This paper discusses the application to ECG of a real time algorithm that schedules a non-uniform sampling adapted to the measured data, which reduces the number of acquired samples below the Nyquist limit. The method recorded enough information to allow to estimate accurately the RR series and to classify the heartbeats among different types of arrhythmias. The technique can be applied for the individual self-assessment of healthy people or the continuous monitoring of sensitive patients, saving energy and memory, thus helping to make the data-logger less cumbersome and to increase the time span of the recording.

Appendix A – Algorithm for the estimation of the heartbeat

The estimation of the heartbeats was based on a pre-processing, needed to equalize the amplitude of the signals, followed by a classical method for peaks identification (i.e., the Pan-Tompkins algorithm [28]). Specifically, the following steps were considered for the pre-processing (which were applied to already bandpass filtered data, down-sampled to 100 Hz, as indicated in the text).

1. The data were nonlinearily processed with the function

\[
y(t) = \frac{4}{\pi} \arctan \left( \frac{x(t)}{3\sigma_y} \right)
\]  

(1)
where \( x(t) \) is the ECG signal and \( \sigma_x \) is its standard deviation. This processing allows to reduce outliers (e.g., spikes with amplitude larger than \( 3\sigma_x \)).

2. The data were written as the difference between the positive and negative part
\[
y(t) = y_+(t) - y_-(t), \quad \text{where} \quad y_+(t) = \max(y(t),0), \quad y_-(t) = -\min(y(t),0)
\] (2)

3. The main peaks of \( y_\pm(t) \) were identified by searching for the local maxima above a threshold (10% of the maximum).

4. Such peaks were then interpolated to get a signal at 100 Hz, which was then lowpass filtered (with cutoff 0.5 Hz), obtaining smooth estimations of the amplitudes of the positive and negative peaks, indicated by \( A_\pm(t) \), respectively.

5. The equalized ECG was finally obtained by summing the positive and negative parts divided by the peak amplitudes
\[
x_{new}(t) = \frac{y_+(t)}{A_+(t)} - \frac{y_-(t)}{A_-(t)}
\] (3)

The equalized ECG, \( x_{new}(t) \), had positive and negative parts, each including spikes with similar amplitudes. The heartbeats were detected by processing the equalized ECG by the Pan-Tompkins algorithm [28], which is based on a derivative filter followed by a quadrature operation (that emphasizes the QRS complex), a moving average (on 15 samples) and a threshold above which the peaks are found (the standard deviation of the signal was used as threshold). The algorithm extracted both the R peaks and the most prominent negative peaks. When a negative peak was found, the algorithm searched for a positive peak in the portion of data 150 ms before: if it was not found, the negative peak was kept. Once obtained the samples corresponding to the peaks, in order to improve the resolution of their location, the signal was locally interpolated around each peak with a quadratic function, whose extreme was considered as updated estimate.

**Appendix B – Algorithm for the classification of the heartbeats**

Eight different classes of heartbeats were considered: normal beat, paced, atrial premature beat, right bundle branch block beat, left bundle branch block beat, premature ventricular contraction and fusion of normal and either ventricular or paced beat. Beats belonging to the different classes were identified in the training set (based on the original data resampled at 100 Hz and using the annotations provided in the dataset) and their average waveforms, RMS amplitude and mean delay from the previous heartbeat were computed. From each waveform,
the following indexes were computed: correlation $C$ with the mean waveform and percentage error with respect to the RMS amplitude $E_A$ and mean delay $E_D$

$$C = \max \left[ \int \frac{w_i(t)s_k(t)dt}{\int s_k^2(t)dt} \right]$$

$$E_A = \frac{\|w_i(t)\|_2 - \|s_k(t)\|_2}{\|w_i(t)\|_2}$$

$$E_D = \frac{|RR^w_i - RR^i_k|}{RR^i_k}$$ (4)

where $w_i(t)$ is the waveform corresponding to the $i^{th}$ class out of the 8 listed above, $s_k(t)$ is the $k^{th}$ beat to be classified (considering a window of 750 ms around the estimated peak), $RR^w_i$ is the mean RR interval of the $i^{th}$ class and $RR^i_k$ is the last RR interval of the considered peak $s_k(t)$. The information provided by these 3 indexes was processed on the training set selecting the directions of maximal Fisher discrimination. The first two directions were then used on the test data to perform the classification: the maximal a-posteriori likelihood, obtained by weighting the two Fisher directions, was chosen

$$\text{class} = \arg\max_i \left[ \hat{\lambda}_1 \left| \frac{\tilde{d}_1(x - \hat{\mu}_i)^2}{2\sigma_{1i}} \right| + \hat{\lambda}_2 \left| \frac{\tilde{d}_2(x - \hat{\mu}_i)^2}{2\sigma_{2i}} \right| \right]$$ (5)

where the vectors $\tilde{d}_k$ ($k=1, 2$) are the directions of maximal Fisher discrimination, the scalar values $\hat{\lambda}_k$ are the eigenvalues associated to such directions, $\hat{\mu}_i$ is the mean value of the indexes in (4) for the $i^{th}$ class, $\sigma_{ki}$ is the standard deviation of the indexes of the $i^{th}$ class projected along the $k^{th}$ direction and $\tilde{x}$ is the vector of indexes associated to the waveform to be classified.
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Table caption
Confusion matrix of the classification of the different waveforms (N - normal beat; P - paced; A - atrial premature beat; R - right bundle branch block beat; L - left bundle branch block beat; V - premature ventricular contraction; F - fusion of normal and ventricular beat; f - fusion of normal and paced beat), considering the largest reduction of each of the file of the MIT-BIH Arrhythmia Database.

Figure Captions

Figure 1. Example of processing of a specific signal (first derivation of data 119 of the MIT-BIH Arrhythmia Database, already down-sampled to 100 Hz, i.e., close to the Nyquist limit). A) Portion of data, with superimposed the estimation of the amplitude of positive and negative peaks used for equalization (the type of the waveforms is also indicated). B) Equalized data with indication of the R peaks. C) Down-sampled data with minimum and maximum reduction (some peaks are missed using the maximal reduction). D) Original RR time series and error in estimating it using the maximally reduced data. E) Probability density function (PDF) of the RR computed from the original and the maximally down-sampled data. F) Power spectral density (PSD) of the RR (after removing the mean) computed from the original and the maximally down-sampled data (PSD obtained by the Burg parametric method). G) Performances of R peaks identification in terms of true positive (TP), false positive (FP) and false negative (FN) considering a mistake if the delay between the correct and the estimated spikes was more than 120 ms.

Figure 2. Indexes extracted from the RR time series extracted from original and down-sampled data from a specific signal (same as for Figure 1). A) Standard deviation, B) root mean square of successive difference, C) sample entropy, D) low frequency contribution, E) high frequency contribution, F) percentage error in estimating the power spectral density (PSD) and the probability density function (PDF) of the RR.

Figure 3. Accuracy and percentage error of indexes extracted from the whole MIT-BIH Arrhythmia Database in relation with the percentage of down-sampling.

Figure 4. A) Examples of portions of original and down-sampled data, with the indication of the cross-correlation between the waveforms (identified from the down-sampled data). B) Distribution of correlations between original and down-sampled data (different percentiles are
shown) for each subject in the MIT-BIH Arrhythmia Database, in the case of maximum reduction level. Moreover, on the bottom, the average median cross-correlation is shown as a function of the reduction level.

**Figure 5.** Accuracy in classifying automatically the heartbeats. A) Examples of different heartbeats found in a specific file. On the left, all waveforms of a specific type are aligned (number of waveforms given in parenthesis) and averaged (lighter trace); on the right, two portions of the signal are shown indicating the different waveforms. B) Accuracy of the classification for each file (maximum reduction level is considered, but similar results are obtained for all levels) and average accuracy as a function of the reduction level. C) Percentage of correctly identified waveforms, comparing the estimates with the classification given by experts and provided in the MIT-BIH Arrhythmia Database (N - normal beat; P - paced; A - atrial premature beat; R - right bundle branch block beat; L - left bundle branch block beat; V - premature ventricular contraction; F - fusion of normal and ventricular beat; f - fusion of normal and paced beat).

**Figure 6.** Mean time taken to process 1 s of data. All MIT-BIH Arrhythmia Database was considered. The time to process each test file was measured (details on the implementation and on the PC used to run the algorithm are given in the text). Median, quartiles and range of processing time are shown (outliers indicated individually).
<table>
<thead>
<tr>
<th>Correct classification</th>
<th>Estimated class</th>
<th>N</th>
<th>P</th>
<th>A</th>
<th>R</th>
<th>L</th>
<th>V</th>
<th>F</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>N</td>
<td>59998</td>
<td>13</td>
<td>256</td>
<td>8</td>
<td>0</td>
<td>925</td>
<td>312</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>5836</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>490</td>
<td>0</td>
<td>1564</td>
<td>42</td>
<td>0</td>
<td>152</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>25</td>
<td>0</td>
<td>20</td>
<td>5833</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>6781</td>
<td>57</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>866</td>
<td>49</td>
<td>59</td>
<td>29</td>
<td>12</td>
<td>4719</td>
<td>99</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>146</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>28</td>
<td>436</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>f</td>
<td>96</td>
<td>51</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>655</td>
</tr>
</tbody>
</table>

Confusion matrix of the classification of the different waveforms (N - normal beat; P - paced; A - atrial premature beat; R - right bundle branch block beat; L - left bundle branch block beat; V - premature ventricular contraction; F - fusion of normal and ventricular beat; f - fusion of normal and paced beat), considering the largest reduction of each of the test data (25 minutes of each of the file of the MIT-BIH Arrhythmia Database).
Figure 1

Example of processing of a specific signal (first derivation of data 119 of the MIT-BIH Arrhythmia Database, already down-sampled to 100 Hz, i.e., close to the Nyquist limit). A) Portion of data, with superimposed the estimation of the amplitude of positive and negative peaks used for equalization (the type of the waveforms is also indicated). B) Equalized data with indication of the R peaks. C) Down-sampled data with minimum and maximum reduction (some peaks are missed using the maximal reduction). D) Original RR time series and error in estimating it using the maximally reduced data. E) Probability density function (PDF) of the RR computed from the original and the maximally down-sampled data. F) Power spectral density (PSD) of the RR (after removing the mean) computed from the original and the maximally down-sampled data (PSD obtained by the Burg parametric method). G) Performances of R peaks identification in terms of true positive (TP), false positive (FP) and false negative (FN) considering a mistake if the delay between the correct and the estimated spikes was more than 120 ms.
Indexes extracted from the RR time series extracted from original and down-sampled data from a specific signal (same as for Figure 1). A) Standard deviation, B) root mean square of successive difference, C) sample entropy, D) low frequency contribution, E) high frequency contribution, F) percentage error in estimating the power spectral density (PSD) and the probability density function (PDF) of the RR.
Figure 3

Accuracy and percentage error of indexes extracted from the whole MIT-BIH Arrhythmia Database in relation with the percentage of down-sampling.
Figure 4

A) Examples of portions of original and down-sampled data, with the indication of the cross-correlation between the waveforms (identified from the down-sampled data). B) Distribution of correlations between original and down-sampled data (different percentiles are shown) for each subject in the MIT-BIH Arrhythmia Database, in the case of maximum reduction level. Moreover, on the bottom, the average median cross-correlation is shown as a function of the reduction level.
Figure 5

Accuracy in classifying automatically the heartbeats. A) Examples of different heartbeats found in a specific file. On the left, all waveforms of a specific type are aligned (number of waveforms given in parenthesis) and averaged (lighter trace); on the right, two portions of the signal are shown indicating the different waveforms. B) Accuracy of the classification for each file (maximum reduction level is considered, but similar results are obtained for all levels) and average accuracy as a function of the reduction level. C) Percentage of correctly identified waveforms, comparing the estimates with the classification given by experts and provided in the MIT-BIH Arrhythmia Database (N - normal beat; P - paced; A - atrial premature beat; R - right bundle branch block beat; L - left bundle branch block beat; V - premature ventricular contraction; F - fusion of normal and ventricular beat; f - fusion of normal and paced beat).
Figure 6

Mean time taken to process 1 s of data. All MIT-BIH Arrhythmia Database was considered. The time to process each test file was measured (details on the implementation and on the PC used to run the algorithm are given in the text). Median, quartiles and range of processing time are shown (outliers indicated individually).