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Abstract

The Internet has become along the years a pervasive network interconnecting billions
of users and is now playing the role of collector for a multitude of tasks, ranging from
professional activities to personal interactions. From a technical standpoint, novel archi-
tectures, e.g., cloud-based services and content delivery networks, innovative devicesy.,
smartphones and connected wearables, and security threatsg.,DDoS attacks, are posing
new challenges in understanding network dynamics.

In such complex scenario, network measurements play a central role to guide tra c
management, improve network design, and evaluate application requirements. In addition
increasing importance is devoted to the quality of experience provided to nal users, which
requires thorough investigations on both the transport network and the design of Internet
services.

In this thesis, we stress the importance of users' centrality by focusing on the tra c
they exchange with the network. To do so, we design methodologies complementing
passive and active measurements, as well as post-processing techniques belonging to the
machine learning and statistics domains. Tra ¢ exchanged by Internet users can be
classi ed in three macro-groups: (i) Outbound, produced by users' devices and pushed
to the network; (ii) unsolicited, part of malicious attacks threatening users' security; and
(iii) inbound, directed to users' devices and retrieved from remote servers. For each of the
above categories, we address speci ¢ research topics consisting in the benchmarking of
personal cloud storage services, the automatic identi cation of Internet threats, and the
assessment of quality of experience in the Web domain, respectively.

Results comprise several contributions in the scope of each research topic. In short,
they shed light on (i) the interplay among design choices of cloud storage services, which
severely impact the performance provided to end users; (ii) the feasibility of designing a
general purpose classi er to detect malicious attacks, without chasing threat speci cities;
and (iii) the relevance of appropriate means to evaluate the perceived quality of Web pages
delivery, strengthening the need of users' feedbacks for a factual assessment.






Résumeé

L'Internet est devenu pendant les années un réseau répandu connectant milliards d'utilisateurs
et joue maintenant le r6le de collecteur pour une multitude de taches, allant des activités
professionnelles aux interactions personnelles. Du point de vue technique, des nouvelles
architectures, par exemple des services basés sur le cloud et des réseaux de distribution des
contenues, des appareils innovants, comme les smartphones et les dispositifs connectés, des
menaces pour la sécurité, par exemple les attaques DDoS, posent de nouveaux dé s pour
la compréhension des dynamiques du réseau. Dans ce scénario complexe, les mesures de
réseau jouent un roéle central pour guider la gestion du tra c, I'amélioration de la conception

du réseau et I'évaluation des demandes applicatives. De plus, une importance croissante
est dévouée a la qualité d'expérience fournie aux utilisateurs naux, qui demande des
investigations soit sur le réseau de transport soit sur la conception des services Internet.

Dans cette thése, nous soulignons l'importance de la centralité des utilisateurs en
nous focalisant sur le tra ¢ qu'ils échangent avec le réseau. A cet e et, nous concevons
des méthodologies prévoyant des mesures passives et actives, ainsi que des techniques
de post-traitement appartenant aux domaines de l'apprentissage automatique et des
statistiques. Le trac échangé par les utilisateurs Internet peut étre classé en trois
macro-groupes: (i) sortant, produit par les dispositifs des utilisateurs et envoyés au
réseau; (i) non sollicité, faisant partie d'attaques malveillantes menacant la sécurité des
utilisateurs; et (iii) entrant, dirigé vers les dispositifs des utilisateurs et téléchargé de
serveurs distants. Pour chacune de ces catégories, nous abordons des sujets de recherche
Spéci ques constitués respectivement par I'analyse comparative des services de stockage
sur cloud, par l'identi cation automatique des menaces Internet, et par I'évaluation de la
gualité de I'expérience Web.

Les résultats comprennent plusieurs contributions dans le cadre de chaque sujet de
recherche. En bref, ils éclaircirent (i) l'interaction parmi les choix de conception des
services de stockage cloud, qui ont un impact important sur les performances fournies aux
utilisateurs; (i) la faisabilité de concevoir un classi cateur a usage général pour détecter les
attaques malveillantes, sans se cibler sur les spéci cités des menaces; et (iii) I'importance
des méthodes appropriées pour évaluer la qualité percue de la livraison des pages Web, en
renforcant le besoin de feedback des utilisateurs pour une évaluation factuelle.






Chapter 1
Introduction

The Internet is undoubtedly a capillary and pervasive network where billions of people
exchange information every day. In addition to interconnecting more and more users, it
supports many and diverse applications related to business.g., e-commerce, Internet
banking, nance and trading), professional activities €.g., e-mail, videoconferencing,
collaborative document editing), education €.g., e-learning, crowd-sourced encyclopedia),
entertainment (e.g., on-line gaming, video streaming), and personal interaction®.Q.,
instant messaging, social networking, photo sharing).

In its early days, the Internet was designed to ful Il the need of exchanging an exiguous
amount of Bytes among a restricted set of research centers and governmental institutions.
The supported services were few, working over rigidly-speci ed protocols, and mostly text-
based €.g.,electronic mail, remote login, and le transfer). Even though the core building
blocks (e.g., TCP/IP) did not change much since the 1960's Arpanet]], the network now
faces a plethora of services with di erent requirement2] 3] and an ever-growing amount
of tra c to be carried [4].

The variety of Internet applications is continuously expanding, considerably increasing
the number of activities that users can conduct online. This has a severe impact on the
network architecture and its internal complexity. In the last decade, we witnessed the
development of novel network architectures, the wide-spreading of innovative devices, and
the rise of new security challenges. Listing few examples: (i) Web applicatior§ are
now customary, with browsers being the de-facto means to access most of them; (ii) cloud
infrastructures [6] are widely used to store and process huge amount of data; (iii) the rise
of Content Delivery Networks (CDNSs) [/] rede ned the paradigm of content distribution
and availability; (iv) mobile devices B] are common and widely used to access Internet
services; (v) cyber threats 9] are becoming an urgent open issue and a source of troubles,
given the amount of sensitive information being exchanged over the network.
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As a consequence, researchers and professionals show a constantly renewed interest
in understanding the dynamics interacting in such ever-evolving ecosystem. A precise
and timely knowledge at the service of content providers and ISPs would allow a better
network administration, an enhanced resilience against failures, a wiser usage of available
resources, a timely reaction to new applications, and the provisioning of new services. Such
aspects are of paramount importance today as the Internet is more and more driven by
economic interests: Technical achievements bring improvements over elder technologies but
their actual adoption depends on the usefulness to develop new business. Also, increasing
attention is given to the Quality of Experience (QOE) o ered to nal users: Given the
competitive reality in which they work, content providers and ISPs must always provide a
satisfactory QoE.

Achieving a comprehensive understanding of network dynamics is not an easy task. At
rst sight, a deep knowledge of each application and of the tra c it produces seems highly
desirable. However, this approach is not feasible for three main reasons: (i) The variety of
applications and the constant rise of new services do not allow the development of per-
application techniques; (ii) the majority of applications runs over encrypted connections or
make use of proprietary protocols whose speci cations are not publicly disclosed; (iii) the
increasing usage of encrypted communications to protect users' privacy limits the visibility
on application internals [LO]. Therefore, there is the strong need to develop strategies that
are not case-speci c or dependent on the application under study. To achieve this, we aim
at de ning tools and methodologies able to infer meaningful statistics by leveraging the
network tra ¢ and di erent visibility aspects of an operational network. What we propose
is thus to inspect network tra ¢ at various levels, e.g., per-packet, per- ow, per-user,
per-application, in order to gain a complete understanding of network activities and
Internet services. The described process belongs to the eld of Internet tra ¢ monitoring
and measurements [11, 12].

In this thesis, we focus on Internet users and we put the tra c that they exchange with
the network at the core of our investigations. At the time of writing, industry reports f]
state that each Internet user owns more than two connected devices (which are expected
to double in ve years' time), ranging from PCs and laptops to smartphones, tablets,
and smartwatches. These types of devices present di erent featuresd., screen sizes,
input/output interfaces, computing capabilities, energy resourcestc.) and connectivity
characteristics €.9., ADSL, WiFi, 3G/4G). Users are thus connected 24 hours a day,
independently on the place where they are. More importantly, they expect (and demand) a
satisfactory experience even though they are likely unaware of the connection characteristics
and of the application demands.
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Figure 1.1: Categories of tra c exchanged by Internet users.

Fig. 1.1 summarizes the scenario in which we operate. All the devices belonging to
a user are connected to a modem routerg., the home access gateway, through which
they reach the Internet. The tra c that devices exchange can be summarized in three
macro-categories:

1. Outbound trac It is the content being produced by users' devices that has to
be pushed to the network,.e., upload tra c . It includes photos shared on social
networks or with friends, backup of videos produced with smartphones and tablets,
documents being edited and shared among colleagues, etc.

2. Unsolicited trac It is the tra ¢ produced by malicious adversaries targeting
users' devices under various forms of attacks. It includes port-scans or net-scans,
exploit kits hidden in Web pages, exploited vulnerabilities and security breachestc.

3. Inbound trac It consists of the content retrieved from the network and landing
on users' devicesi.e., download tra c . It includes, for instance, objects needed
to render Web pages, downloads of executables for PCs and Apps mobile devices,
multimedia content provided by video and audio streaming services, emails fetched
from mail servers, etc.

1.1 Topics and Research Questions

In this thesis, we aim at achieving visibility on all the three types of tra c listed above
targeting speci c research topics. Our goal is to take the user perspective and characterize
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the tra ¢ produced by Internet services using both tailored approaches as well as generic
algorithms applied to network tra ¢ processing. We focus our attention on three main
topics: (i) Benchmarking and comparison of Cloud Storage Services for personal usage,
representative ofoutboundtra c; (ii) Detection and Characterization of Network Security
Threats, representative ofunsolicited tra ¢ unwillingly received by users' devices; and

(i) Assessment of User Quality of Experience in the Web domain, representativeinbound

tra c. In the following, we provide a brief description of each topic with the research
guestions we intend to address.

1.1.1 Benchmarking Personal Cloud Storage Services

In recent years, data storage became a fundamental service with companies, universities
and private users having the need of storing large amounts of data. Cloud storage services
are emerging as a strong alternative to local storage, allowing professional customers to
save the costs and the burdens of buying and maintaining expensive hardwal3, [14],
and attracting private enthusiasts to backup content with great simplicity and synchronize
multiple devices seamlessly [15].

Despite the popularity of these services, very little is known about their features.
Where is data stored? Which technologies are adopted to transfer users' le in a secure
way? Which is the workload that the cloud infrastructure has to handle? Which tra c
load has to be sustained by the network? Are these services e cient with ordinary usage
operations?

Our contribution is the de nition of a methodology designed to benchmark cloud
storage services, unveiling their architecture, the provided performance, and the advanced
capabilities implemented. The development of an active and con gurable testbed allows
the measurement of performance metrics using di erent workloads, ranging from synthetic
ones, tailored to the identi cation of advanced capabilities, to realistic ones, useful for
inferring service performance in real-life circumstances. In addition, we also provide a
characterization of the typical usage of cloud storage services by means of passive tra c
collection and analysis.

1.1.2 Network Security Threats

Information security over the Internet is becoming a key aspect due to the huge amount
of personal information exchanged every day. Malicious adversaries are increasingly
threatening users during ordinary Web sur ng or mail exchange. Security researchers and
practitioners in the eld are taking di erent approaches to detect malware and provide
countermeasures. For instance, they analyze the instruction set or the malicious code,
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study the behavior of an infected host in a controlled environmentf], i.e., a honeypot, or
identify malicious connections to C&C botnets17]. However, these approaches result in a
set of methodologies focused on the speci ¢ malware being disassembled but are hard to
generalize and make widely applicable. Cyber-attackers modify malware continuously using
sophisticated schemes to evade detection by security tools. As result, existing antivirus
software has a disappointing detection rate (<5%) of newly created viruses [18].

Some questions naturally emerge: Is there a way to model malicious activities in general,
l.e., without being threat-speci c? Is it possible to de ne a methodology that addresses the
problem from a high-level perspective? How can we distinguish and characterize benign
and malicious events showing a similar network behavior? Can we automate the process
and spot new threats (e.g., zero-day attacks) automatically?

The idea is to design a methodology to process, extract and pinpoint network activities
taking place with the occurrence of a malicious event detected by a reference IDS. The
methodology correlates such activities over time.g., analyzing di erent samples of tra c
from the same host) and spaca.g., identifying common patterns among multiple hosts).
Moreover, it aggregates pieces of information coming from di erent network layers.@.,
DNS, TCP, HTTP, etc.) to uncover hidden malicious behaviors. The result is an enhanced
visibility on the incident that can be framed into an easily understandable graphical
representation supporting the work of the security analysis. In addition, such augmented
knowledge can be synthesized through the de nition of features, in turn enabling the
training of a classi er. By applying the classi cation model in the wild, the classi er should
be able to provide a binary answer to the question Is the activity being analyzed part of
benign tra ¢ or malicious attacks?. Potential applications are numerous, from helping in
forensic analysis to the ability of spotting new malicious attacks showing patterns similar
to the known ones.

1.1.3 Web Quality of Experience

HTTP is the most popular application layer protocol of today's Internet, being the de-
facto solution for the deployment of new services and applications. However, it is used to
accomplish tasks for which it was not designed, resulting in ine ciencies and performance
limitations [19]. Only recently, researchers and practitioners proposed improvements like
SPDY [20] (now standardized by the IETF as HTTP/2 [21]), a novel protocol designed
to reduce the latency for accessing Web content, and QUIQJ], an improved version of
HTTP using UDP at Transport Layer (L4).

Despite the high interest, a deep analysis evaluating bene ts and drawbacks of the
newcomers from the user perspective is still missing. Is HTTP/2 reducing the time needed
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to load the page and improving users' QOE? Are users able to distinguish between the
two HTTP revisions, ultimately electing the best performing protocol from the experience
standpoint? To what extent the performance provided by HTTP/2 is page dependent? Is
it possible to estimate users' QoE from performance indicators like the page loading time
or the time needed to render content on screen?

Given the novelty and the potential wide adoption of the new protocols, several aspects
are worth to be investigated. Our contribution consists of a detailed survey of the commonly
used indicators to evaluate Web performance and the collection, by experimental means
and laboratory sessions, of actual users' feedbacks,, Mean Opinion Score (MOS). By
contrasting MOS points and performance indicators, we aim at understanding which
protocol between HTTP/1 and HTTP/2 is the best performing and to what extent actual
user feedback and objective indicators are correlated.

1.2 Approach

The research work carried out in this thesis has its foundations in Internet tra c measure-
ments 23]. Nowadays communication networks play the role of collectors for the tra c
produced by users against Web pages, Internet services, and cloud-based applications.
Therefore, having the ability to capture and characterize the tra c opens for Internet
services popularity understanding, users' habits unveiling, and performance assessment.

Fig. 1.2 shows the work ow used to achieve visibility on research subjects starting
from network measurements. Such work ow is made of three steps: {)easurementsin
charge of extracting packets from the raw network tra ¢ and store them in a repository;
(i) Filtering and Aggregation consisting of a set of techniques aimed at post-processing the
collected tra c; and (iii) Analytics, responsible for the understanding and the interpretation
of produced data.

In more details: Raw Data Acquisitioncorresponds to the act of capturing network tra ¢
with a per-packet granularity. We intend to perform tra ¢ captures complementing R4
active measurementsi.e., proactive probing of Internet services, angbassive measurements
i.e., recording tra c without interfering with it. Collected packets can be stored for
archival or processing purposes in the form défacket Capturesi.e., exactly as they were
captured, or be condensed ifira ¢ Summaries , i.e., combining the information coming
from multiple packets in a single record. In both cases, the produced output is moved to a
central Repository for storage.

On top of the storage system, network data is processed by tRdtering and Aggregation
step, which allows one to access the recorded tra c samples in a simple and scalable way
and to quickly output the desired data portions. This is possible thanks to innovative
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Figure 1.2: Network measurement and data processing work ow.

technologies like Apache Hive2p], which facilitate the access to large datasets over
distributed storage.

Finally, the Analytics step employs techniques and methodologies coming from a variety
of domains, including reverse engineering, data mining, machine learning, statistiess.
Here the desired data is interpreted for extracting knowledge and reporting purposes.
The potential applications are numerous, ranging from the identi cation of bottlenecks
or impairments in connectivity to the assessment of provided performance. Being the
understanding of collected data samples a problem-specic task, it is of paramount
importance to use the most suitable techniques according to the context, the available
dataset, and the question being targeted.

We now report a description of the tools at di erent steps of the processing work ow.
They consist of either specialized techniques for network tra ¢ processing or general
purpose algorithms applied to speci ¢ contexts. In the latter case, additional details are
reported along with the dissertation of the research topic for which they are applied.

1.2.1 Passive Tra c Measurements

Passive tra c collection refers to a set of activities aimed at recording network tra c as it
passes through links and devices without interfering with it. Capturing tra ¢ requires
the setup of a probe instrumented to sni raw packets while they are owing through the
network. Probes can be either specialized hardware deployed on purpose or be built into
already-existing network devices [26] (e.g., routers and switches).

Passive measurements have the advantage of being potentially performed on real and
operational networks installing probes at the border router of a campus network, at the
Point of Presence (PoP) of an Internet Service Provider (ISP) and on links gathering
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Figure 1.3: Tstat deployment scenario.

at an Internet Exchange Point (IXP). This results in collecting tra c that is highly
representative of actual users' activities, that can be helpful in estimating Internet services
di usion and popularity, as well as for network troubleshooting purposes [27, 28].

However, passive measurements present some limitations. For instance, the collected
tra c is bound to the time and the place where the capture is performed. Thus, the
emerging picture might be biased or limitedly representative for the population under
study. In addition, when used for troubleshooting, passive measurements might not provide
the means to identify the root cause of the malfunction or the device producing the issue.

In this thesis work, passive measurements are employed to characterize the usage of
Cloud Storage Services (Sec. 3), to spot malicious activities produced by Internet threats
(Part I), and to assess the impact of Carrier Grade NAT on users' trac (Sec. 11). To
record network packets we rely on ad-hoc deployed probes running Tstat and, additionally
for malware analysis, we process the tra c using two independent Intrusion Detection
Systems. Both tools are detailedly described in what follows.

Network Tra c Analyzer Tstat

TCP STatistic and Analysis Tool (Tstat) [29 is an advanced modular open-source tool for
passive network tra ¢ capture and analysis developed at the Telecommunication Network
Group of the Politecnico di Torino, Italy. Through several updates and improvements
implemented along the years, Tstat is now a sophisticated piece of software able to
monitor live networks up to 40 Gb/s speed on commodity hardware3(]. It provides

tra c classi cation capabilities through behavioral classi ers [31], high-level visibility on
encrypted tra c through the analysis of Domain Name System (DNS) queries3p], and a
through characterization of on-going activities in the monitored network.

Fig. 1.3 shows the typical deployment scenario for Tstat. On the left-hand side, a
network to be monitored, e.g., a campus network, is connected to a border gateway
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through which it reaches other networks (right-hand side) including, for instance, the
public Internet. The two networks are connected via an access link where both incoming
and outgoing packets are owing. A machine is instrumented to sni the tra c on the
link, thus playing the role of a passive probe, and is equipped with Tstat, which in turn
processes the tra c to extract the desired pieces of information.

The basic operation performed by Tstat consists of processing the Internet Protocol (IP)
packets owing on the monitored link to rebuild upper-layer ows. Such task is performed
by grouping packets according to precise rules that de ne a ow identi erflow|p. A
typical choice is to group packets according to the tuple de ned byRroto, IP g, Portgc,
IPg4st, P ortgst), whereProto is the protocol used at the L4j.e., Transfer Control Protocol
(TCP) or User Datagram Protocol (UDP). In addition, as IP addresses and ports can
be reused over time, dlow|p uniquely identi es a trac ow for a limited period of
time. Being TCP a connection oriented protocol, the beginning and the end of a TCP
ow are provided by the identi cation of the connection set-up and tear-down messages,
l.e., SYNand FIN ags set in the TCP header, respectively. In case the connection is
abruptly interrupted without the transmission of FIN messages, the ow is considered
closed after an idle time during which no packets are transmitted. For UDP, instead, a
ow is identi ed when the rst packet matching a new flow |p is detected in the network
and considered closed after an idle time.

By rebuilding TCP and UDP ows, Tstat is able to provide a rich set of statistics, some
of which are common to all ows,e.g.,source and destination IP address, number of bytes
and packets exchanged, timestamp of the rst packet seen, and connection duration. Other
statistics are instead conditioned to the protocol used at the L4. While for UDP only the
source and destination port numbers are reported, TCP statistics provide counters for
TCP ags, i.e., SYN, ACK, FIN, RSThumber of retransmitted bytes and packets, and
timestamps for rst and last packet with payload, etc.

Through additional modules, it is possible to have Tstat extracting an extended set
of statistics for speci c Internet services including Peer-To-Peer (P2P)e(g., eMule),
video streaming €.g., generic streaming and YouTube), instant messaging.@., Yahoo!
messenger, MSN messenger), voice calls and video conferenang. (Skype). Tstat is also
able to parse application-speci ¢ information from HyperText Transfer Protocol (HTTP)
and DNS protocol headers, which are of paramount importance for this work.

In the context of HTTP ows, Tstat extracts directly from HTTP headers [33] the
number of HTTP requests and responses, the full Uniform Resource Locator (URL) of the
requested object, the content-type, the content-length, the user-agent of the browser (or
of the application generating the request), the response status, etc.
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Tstat also embeds pieces of information coming from the DNS protocol that are precious
to have a hint on the Internet services producing encrypted tra c. Indeed, with the
development and integration of DN-Hunter 32|, Tstat snoops DNS responses provided by
DNS resolvers, annotating TCP and UDP ows with the server Fully Quali ed Domain
Name (FQDN). Additionally, it reports the IP address of the DNS resolver, the response
code [34], and estimates the time needed to resolve the hostname.

Overall, Tstat produces more than 100 (19) statistics for TCP (UDP) ows: Among
the various output formats o ered, ow-level logs are primarily used for this work. They
consist of textual les arranged in tables, where each trac ow is stored in a record,
l.e., a row of the table, and each column reports a speci c statistic of the ow, source
and destination IP, amount of bytes exchanged, connection duratioefc. Multiple les
are generated by Tstat according to the con guration used. Generally speaking, one le
for TCP tra c, a second for TCP connections for which the three-way handshake is not
completed, and a third for UDP tra c are produced. Additional les reporting about,
e.g.,video streaming or Skype services might be produced. Log les generated by Tstat
are then stored in a central repository (lower-right part of Fig. 1.3) for post-precessing.

Network Security Monitor Intrusion Detection Systems

An Intrusion Detection System (IDS) is a hardware device or a software that monitors a

system for detecting suspicious activity and records the evidence of an intrusion. Monitored
activities are considered legitimate or suspicious according to a set of internal rules which
can either de ne speci c patterns {.e., signature-based detection) or be based on the

identi cation of generic anomalous conditions (i.e., anomaly-based detection) [35].

Depending on the object being monitored and on the deployment location, IDSes can
be classi ed as Network IDS (N-IDS) or Host IDS (H-IDS). N-IDSes analyze network
tra c looking for anomalous or illicit behaviors and ag suspicious activities matching
any internal detection rules. Their monitoring activity applies to the whole network they
are connected to and are thus able to spot suspicious behaviors threatening all the devices
connected to the same network. On the other hand, H-IDSes tackle the same problem but
their monitoring activity is limited to the scope of a single host. In this work, we focus
solely on N-IDS.

Independently on the type and on the detection technique, the role of an IDS is limited
to identi cation and reporting, i.e., IDSes do no block anomalous activities autonomously.
To achieve protection it is thus needed to forward warnings raised by IDSes to rewalls or
intrusion prevention systems, which in turn block the matching network tra c.

1The exact amount of statics reported for TCP ows depends on the actual Tstat con guration and
modules executed at run-time. A complete list is available at http://tstat.tlc.polito.it/measure.shtmli#LOG





































































































































































































































































































































































































































































































































































































































































































































































