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1. Introduction

Time and frequency are the physical quantities that can be 
measured with the lowest uncertainty so far and atomic fre
quency standards based on the microwave hyperfine trans
ition of the caesium ground state realize the second in the 
International System of Units (SI). The fractional uncertain
ties of the today’s best Cs fountains are in the low 10−16 region 
[1–3] while optical frequency standards are now surpassing 
the caesium standards both in terms of accuracy and stability. 
Optical frequency standards using various atomic species and 
reference transitions [4–13] are being developed around the 
world also motivated by the prospect of a redefinition of the SI 
second based on an optical transition [14]. Optical frequency 
standards are of interest as highly sensitive probes for funda
mental physics such as relativistic geodesy [15–17], tests of 

relativity [18], quantum simulations [19], and searches for the 
variation of fundamental constants [9, 20, 21].

In optical lattice clocks thousands of neutral atoms are 
trapped in an optical potential at the lightinduced Stark shift 
cancellation (magic) wavelength [22]. Optical lattice fre
quency standards have now demonstrated systematic fractional 
uncertainties at the 10−17–10−18 level [5] and also an unprec
edented frequency stability [23] opening the path for frequency 
comparisons beyond the uncertainty of the realization of the 
SI units in hundreds of seconds [24]. In particular, different 
groups developed ytterbium optical lattice frequency stand
ards worldwide [23–26] and the spin and angularmomentum 
forbidden transition S1 0  –  P3

0 of ytterbium 171 at 578 nm is 
recommended as a secondary representation of the SI second 
by the International Committee for Weights and Measures 
(CIPM). Absolute frequency measurement of this transition 
has been performed relative to the realization of the second 
with caesium standards at the National Institute of Standards 
and Technology (NIST) [8], at the National Metrology Institute 
of Japan (NMIJ) [27, 28], and at the Korea Research Institute 
of Standards and Science (KRISS) [26]. Optical frequency 
ratios between ytterbium and strontium lattice standards were 
performed at NMIJ [25] and RIKEN [24, 29].

Metrologia

Absolute frequency measurement of  
the S1 0 –  P3

0 transition of 171Yb

Marco Pizzocaro1, Pierre Thoumany1, Benjamin Rauf1,2, Filippo Bregolin1,2, 
Gianmaria Milani1,2, Cecilia Clivati1, Giovanni A Costanzo1,2, Filippo Levi1 
and Davide Calonico1,3

1 Physical Metrology Division, Istituto Nazionale di Ricerca Metrologica (INRIM), Strada delle Cacce 
91, 10135 Torino, Italy
2 Dipartimento di Elettronica e Telecomunicazioni, Politecnico di Torino, Corso duca degli Abruzzi 24, 
10129 Torino, Italy

Email: d.calonico@inrim.it

Received 7 September 2016, revised 8 November 2016
Accepted for publication 17 November 2016
Published  

Abstract
We report the absolute frequency measurement of the unperturbed transition S1 0 –  P3

0 at 
578 nm in 171Yb realized in an optical lattice frequency standard relative to a cryogenic 
caesium fountain. The measurement result is 518 295 836 590 863.59(31) Hz with a relative 
standard uncertainty of 5.9 10 16× − . This value is in agreement with the ytterbium frequency 
recommended as a secondary representation of the second in the International System of 
Units.

Keywords: optical lattice clock, SI second, frequency metrology

(Some figures may appear in colour only in the online journal)

M Pizzocaro et al

Absolute frequency measurement of the S1 0– P3
0 transition of 171Yb

Printed in the UK

AA4E62

MTRGAU

© 2016 BIPM & IOP Publishing Ltd

2016

00

Metrologia

MET

0026-1394

10.1088/1681-7575/aa4e62

Paper

00

1

11

Metrologia

IOP

Original content from this work may be used under the terms 
of the Creative Commons Attribution 3.0 licence. Any further 

distribution of this work must maintain attribution to the author(s) and the title 
of the work, journal citation and DOI.

Bureau International des Poids et Mesures

3 Author to whom correspondence should be addressed

0026-1394/16/000000+11$33.00

JNL:MET PIPS: AA4E62 TYPE: PAP TS: NEWGEN DATE:22/12/16 EDITOR: IOP SPELLING: UK

UNCORRECTED PROOFMetrologia 00 (2016) 1–11

mailto:d.calonico@inrim.it
http://crossmark.crossref.org/dialog/?doi=10.1088/0000-0000/00/00/000000&domain=pdf&date_stamp=0000-00-00
publisher-id
doi
http://creativecommons.org/licenses/by/3.0


M Pizzocaro et al

2

We designed and operated an optical lattice frequency 
standard based on neutral ytterbium atoms. We report the 
frequency measurement of the unperturbed clock transition 
S1 0 –  P3

0 of 171Yb against the cryogenic Cs fountain ITCsF2 
[1] with a total fractional uncertainty of × −5.9 10 16. The 
systematic uncertainty of the Yb optical lattice frequency 
standard is below that of the Cs fountain as well as the statistic 
uncertainty. Absolute frequency measurements of optical fre
quency standards are important to show confidence in their 
reproducibility and are at the base of a possible redefinition of 
the SI second based on an optical transition.

The paper is organized as follows: in section 2 we describe 
the realization of the Yb lattice frequency standard. In sec
tion 3 we report on the study of systematic frequency shifts 
and obtain the uncertainty budget for the Yb frequency 
standard. This is followed in section 4 by a description of the 
absolute frequency measurement. We finally report and dis
cuss the results.

2. Ytterbium lattice frequency standard

Figure 1 shows the energy levels relevant for the cooling, trap
ping, and state manipulation of ultracold Yb171  atoms and for 
the operation of the frequency standard. Yb171  is fermionic 
with nuclear spin I  =  1/2.

The clock transition S1 0 –  P3
0 is at 578 nm and has a natural 

linewidth  <10 mHz [30]. The magic wavelength where the 
lightinduced scalar Stark shift cancels for the transition is 
759 nm. A bias magnetic field splits the clock transition in two 
resonances from each =±m 1 2F /  state. We interrogate with 
a linearlypolarized probe the two πtransitions = +m 1 2F /   – 

/= +m 1 2F  and m 1 2F /= −   –  m 1 2F /= −  of which we take the 
average. By averaging over the two πtransitions we cancel 
the firstorder Zeeman shift and the vector components of the 
light shift induced by the lattice [8]. The tensor comp onents 
of the light shift is zero for spin 1/2 atoms. Furthermore, 
the atomic ensemble can be prepared in a single spin state 
enhancing the spectroscopic signal and reducing the shift due 
to cold collisions [31].

Ytterbium atoms can be cooled to microkelvin temper
atures in a two stages magnetoopticaltrap (MOT) exploiting 
the strong S1 0 –  P1 1 transition at 399 nm (linewidth 29 MHz) and 
the weaker S1 0 –  P3

1 transition at 556 nm (linewidth 182 kHz). 
Then the atoms are loaded in a onedimensional optical lattice 
engineered by a retroreflected laser beam at the magic wave
length 759 nm. The atoms are prepared in a single spin state 
using an optical pumping scheme on the S1 0 –  P3

1 transition. 
We probe the clock transition using Rabi spectroscopy with a 
60 ms pulse at 578 nm. A repumper at 1389 nm resonant with 
the P1 0 –  D3

1 transition can be used to pump atoms out of the 
excited state P3

0 to the ground state S1 0. Finally, a normalized 
state detection is performed measuring the 399 nm fluores
cence with a photomultiplier tube (PMT). The total duration 
of a single spectroscopy sequence is 310 ms.

Figure 2 displays the experimental setup for atomic spectr
oscopy. The atomic source is an effusion oven at 400 °C that 
produces a collimated atomic beam. The distance between 

the atoms source and the trapping chamber is kept minimal 
(21 cm) to increase the atomic flux without implementing a 
Zeemanslower. The trapping region is a custom aluminum 
chamber designed for wide optical access with indiumsealed 
viewports. Ten platinum resistance thermometers are distrib
uted outside the trapping chamber for precise evaluation of the 
blackbody shift. Standard stainlesssteel fittings are used for 
the oven and for the main chamber pumping. Two ion pumps 
and one nonevaporable getter pump maintains the ultrahigh 
vacuum (pressure  <10 mbar9 − ). A pair of antiHelmholtz 
coils generate the magnetic gradient for the MOT. These are 
vertically arrayed outside the vacuum chamber and are water
cooled by a chiller. Three pairs of Helmholtz coils are com
pensating the stray magnetic field. Furthermore, all lasers are 
spatially separated from the vacuum chamber and are deliv
ered to the atoms by polarizationmaintaining optical fibers.

2.1. First stage MOT at 399 nm

Atoms are trapped from the atomic beam in the first stage 
MOT using the strong FS 1 21

0( / )=  –  FP 3 21
1( / )=  transition at 

399 nm. The 399 nm radiation is obtained by cavityenhanced 
second harmonic generation (SHG) from a amplified, 
externalcavity diode laser at 798 nm with an output power 
up to 3 W. The nonlinear medium is a lithiumtriborate (LBO) 
crystal [32]. The diode laser is fiber coupled for spatial mode 
cleaning and we generate up to 400 mW of light at 399 nm 
with an input power of 1 W into the enhancing cavity. The 
laser is locked to the S1 0  –  P1 1 transition through transverse 
spectroscopy of an auxiliary ytterbium atomic beam.

The six MOT beams add up to about 30 mW of light power 
with an 1/e2 radius of 1 cm and a detuning of 20−  MHz. The 
magn etic field gradient is 0.35 T m−1 along the zaxis. The 
atomic beam is slowed down by a counterpropagating 399 nm 

Figure 1. Partial term diagram for Yb171  with transition 
wavelengths and natural linewidths relevant for the operation of the 
standard. The lattice shift and the Zeeman components are shown 
for the clock states S1 0 and P3

0.
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light beam (slower beam) which has a power of about 35 mW 
and a detuning from resonance of 360−  MHz. The leaking 
field of the MOT coils is exploited to slow the atoms, avoiding 
the use of an external spatiallyvarying magnetic field. With 
the slower beam, we can capture up to 4 107×  171Yb atoms. 
Approximately 2 105×  atoms are trapped and cooled down to 
about 1 mK in 50 ms during the clock cycle.

2.2. Second stage MOT at 556 nm

The second stage MOT relies on the narrower FS 1 21
0( / )=   – 

FP 3 23
1( / )=  transition at 556 nm. The 556 nm radiation is 

generated by SHG of an amplified 1112 nm Ybdoped fiber 
laser in single pass through a periodicallypoled potassium 
titanyl phosphate (PPKTP) crystal. About 10 mW of 556 nm 
radiation are obtained from 1 W of infrared light. The laser 
frequency is locked to a 10 cm stable cavity made of Corning 
ultralow expansion glass (ULE). The 556 nm MOT beams 
have a total power of 2 mW, a 1/e2 radius of 0.5 cm and are 
kept on during the first MOT stage. The second stage 556 nm 
MOT is loaded from the 399 nm MOT with an efficiency up to 
the 70% when the 399 nm beams are turned off. In 60 ms we 
apply 3 substages at different frequency, intensity, and magn
etic field gradient to maximize the fraction of atoms trans
ferred into the lattice. The first substage (30 ms) is designed 
for maximum atoms transfer between the two MOTs using 
a magnetic field gradient of 0.13 T m−1 and maximum beam 
intensity. The second substage (20 ms) decreases the atomic 
temperature down to 10 µK moving the frequency closer to 
resonance, reducing the intensity 10 times, and increasing the 
magnetic field gradient to 0.2 T/m. The last substage (10 ms 
and 0.23 T/m) provides an enhanced transfer efficiency (typi
cally 7%) of the atoms into the reddetuned optical lattice.

2.3. Optical lattice at 759 nm

The optical lattice at the magic wavelength 759 nm is provided 
by a titaniumsapphire laser with an initial output power of 

about 2 W. The optical lattice is formed by a focused beam 
tilted from the horizontal plane by 60 mrad and retroreflected 
by a curved mirror. The light is delivered using a dedicated 
fiber and is focused to a 1/e2 waist radius of 45 µm. After the 
fiber the laser power incident on the atoms reaches 1 W. The 
operating depth of the lattice is 200Er where E k m2r

2
L
2ħ /( )=  

is the recoil energy from a lattice photon with wavenumber kL, 
ħ is the reduced Planck constant, and m the mass of the atom. 
During a single cycle up to 1 104×  atoms are trapped with a 
lifetime in the lattice of 2.7(1) s.

Control of the trapping conditions, thus of the lightinduced 
frequency shifts on the clock transition, requires locking of the 
lattice frequency at the megahertz level and intensity stabiliza
tion. The titaniumsapphire laser has a linewidth below 20 kHz 
and its frequency is measured with an optical frequency comb. 
The slow drift of the laser is compensated by implementing 
a digital lock on the beatnote signal between the laser and 
the frequency comb. The intensity and thus the lattice trap 
depth is stabilized by acting on the diffraction efficiency of 
an acoustooptic modulator (AOM) placed before the fiber. 
Finally linear polarization of the lattice light is achieved by a 
GlanThompson polarizer placed in front of the input window.

2.4. Single spin state preparation

Spinpolarization of the ground state is achieved using optical 
pumping on the FS 1 21

0( / )=   –  FP 3 23
1( / )=  transition at 

556 nm. A linearlypolarized 556 nm pulse and a bias magn
etic field of 0.4 mT are applied along the vertical axis for 1 ms. 
Atoms in the lattice are prepared in either single spin ground 
state with 98% efficiency by choosing the 556 nm pulse fre
quency (see figure 3). After spinpolarization we wait 30 ms to 
let magnetic transients decay.

2.5. Clock transition spectroscopy

The 578 nm ultrastable laser is generated by sumfrequency
generation (SFG) in a waveguide periodicallypoled lithium 

Figure 2. Experimental setup of the ytterbium optical lattice frequency standard showing the lasers generation and the delivery of the 
radiation to the trapping chamber.

Metrologia 00 (2016) 1
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niobate (PPLN) crystal combining a 1319 nm neodymium
doped yttrium aluminum garnet (Nd:YAG) laser with an 
erbium fiber laser at 1030 nm [33]. The total power obtained 
at 578 nm is about 7 mW.

The frequency of the 578 nm laser is actively stabilized via 
the Pound–Drever–Hall (PDH) method on a 10 cm ultrastable 
cavity made in ULE featuring fusedsilica mirrors with ULE 
compensation rings. The cavity is suspended horizontally on 
4 points in a vibrationinsensitive configuration and held in 
an antiacoustic chamber on top of a passive seismicisolation 
platform. A twostage control using Peltier elements keeps 
the cavity at the temperature where the thermal expansion 
coefficient of ULE vanishes (about 28 °C for our cavity). The 
temperature servo is a digital implementation of the active dis
turbance rejection control (ADRC) technique [34]. The laser 
is distributed to the ultrastable cavity, to the vacuum chamber 
for spectroscopy, and to the fiberbased optical comb by polar
izationmaintaining optical fibers. All fiber links are actively 
phasestabilized using AOMs. From measurements with sim
ilar cavities we expect this laser to have a flicker frequency 
instability less than 3 10 15× −  at 1 s of integration time [33]. 
The cavity drift is less than 0.1 Hz s−1 and we use a feed
forward correction on a synthesizer to cancel it.

Spectroscopy of the clock transition is achieved with a 
578 nm laser beam with a 1/e2 waist radius of 200 µm col
linear to the lattice with an incident power of 70 nW. The 
lattice retroreflector is antireflection coated at 578 nm with 
a reflectivity of  <1% at this wavelength. The probe linear 
polarization is aligned with the lattice polarization and to the 
vertical bias magnetic field using the same GlanThompson 
polarizer. The frequency of the probe light is controlled by 
a doublepass AOM placed before the fiber link to the atoms 
(clock AOM in figure 2). Probe intensity is actively stabilized. 
During the interrogation a 0.14 mT magnetic field is applied 
leading to a 290 Hz Zeeman shift of the two πtransitions from 
the unperturbed one (figure 3). Pulsing of the clock laser is 
achieved by detuning the applied frequency by 1 MHz. A π 

pulse is applied for a Rabi time of 60 ms. Mechanical shutters 
stop all other laser beams during spectroscopy.

The resulting excitation fraction is then destructively 
detected and normalized applying three resonant pulses at 
399 nm and by collecting the atomic fluorescence with the 
PMT. The detection beam has a power of 2.5 mW, a waist of 
0.5 mm and it strongly saturates the S1 0 –  P1 1 transition. For 
each pulse the PMT signal is digitally integrated for 2 ms. The 
first pulse measures the population in the S1 0 state. The second 
one reveals the background signal from scattered light and 
excited hot background gas atoms. A third 399 nm pulse then 
reveals the atoms that had been excited during the Rabi spectr
oscopy after repumping the atom population of the P3

0 state 
over the shortlived D3

1 level back to the S1 0. For this task we 
use a commercial pigtail distributed feedback laser emitting 
at 1389 nm. The 10 mW output beam of the repumper laser is 
focused on the atoms thus broadening the P3

0 –  D3
1 transition 

to 300 MHz. Active frequency stabilization is not required and 
the population transfer efficiency is 90% after 6 ms. We use 
the fluorescence from the three pulses to digitally calculate the 
normalized excitation fraction and the total number of atoms.

The clock transition is observed with a typical linewidth of 
20 Hz (see for example figure 4). The linewidth is limited by 
excessive clocklaser frequency noise as the seismic noise on 
the ultrastable cavity is not properly cancelled by the vibra
tioninsensitive supports and by the passive isolation platform.

To gain a better understanding of the optical trapping con
ditions we performed broadband spectroscopy and observed 
the sideband spectrum (figure 5). From the spectroscopy 
results and by fitting the spectrum we extracted the trap 
depth U0 as the longitudinal motional frequency zν  is given 
by /ν =h E U E2z R R0 . Furthermore the longitudinal temper
ature of the atoms Tz can be measured from the ratio bbr 
between the excitation fraction of the blue and red sideband 
k T h blnz zB br/ ( )ν=  [35], where kB is the Boltzmann constant. 
For example figure 5 shows a trap depth of E284 3 r( )  and a 
temperature of 7.0(14) µK. Typically we operate the optical 
trap at a depth of 200 Er at a temperature of 7(3) µK.

Figure 3. Measured S1 0 –  P3
0 transition in presence of an external 

magnetic field of B  =  0.14 mT and πpolarized light with the atoms 
polarized in the /= +m 1 2F  state (green dots) or /= −m 1 2F  state 
(blue squares). Solid lines are lorentzian fits of the resonances. We 
observed a 98% single spin state purity.

Figure 4. Spectroscopy of a single magnetic component of the 
S1 0 –  P3

0 transition with spinpolarized atoms. Blue points are 
experimental data from a single scan of the resonance. The green 
line is a lorentzian fit with a linewidth of 18 Hz.
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2.6. Clock operation

The clock laser is locked to the average frequency of the two 
m 1 2F /=±  components removing the firstorder Zeeman 
shift as well as the vector light shift. We alternatively inter
rogate the side of each transition to derive two error signals 
and we use an independent lock for each. In total four inter
rogations are performed: two for the = +m 1 2F /  state and two 
for the m 1 2F /= −  state set at the transitions sides. Addressing 
of the four points is controlled by frequency shifting the clock 
AOM (figure 2), controlling also the Rabi spectroscopy by 
pulsing the clock laser frequency. A computer program sets 
and records the frequencies of the two transitions. We then 
postprocess the data to extract the average and splitting of the 
two resonances.

To evaluate systematic shifts we interleave two clock 
sequences for a total of four independent locks. We then post
process the data to measure the frequency difference between 
the two interleaved states interpolating at common timetags. 
Figure  6 shows an example of the instability of an inter
leaved measurement for a total measurement time of 22.5 h. 
The instability is compatible with white frequency noise as 
2.3 10 s14/ /τ× −  and is limited by the same cavity noise 
affecting the linewidth.

3. Systematic frequency shifts

Table 1 shows the uncertainty budget for the 171Yb optical 
lattice frequency standard. The fractional uncertainty for the 
measurement reported here is 1.5 10 16× − . The contributions 
of the systematic effects will be discussed below.

3.1. Lattice light shifts

The induced lattice light shift can be written as [24, 36]:

( )

( ) ( )
/ /

ν ν
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∆ = ∆ + + + −
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 (1)
where ν∆  is the lattice frequency shift from the electricdipole 
(E1) magic wavelength E1ν  and U Ue 0ξ=  is the effective trap 
depth that takes into account the reduced laser intensity seen 
by the atoms. The coefficient a is the linear slope of the polar
izability per lattice frequency, while b is a multipolar polar
izability, and d the hyperpolarizability coefficient. n is the 
average motional state occupation in the lattice.

We determine the linear part of the shift and the magic 
wavelength by interleaving two clock cycles operating at 
different lattice intensities. Experimentally we measure the 

Figure 5. Single scan spectroscopy of the clock transition in the 
optical lattice using ×1 104 atoms and a Rabi pulse of 80 ms. Blue 
dots are experimental data. The red line is a fit with the combined 
shape expected for the carrier and the sidebands [35]. From 
the fit we deduce a longitudinal trap frequency of 68.6(3) kHz 
corresponding to a trap depth of ( )E284 3 r. From the ratio between 
the red and blue sideband we can extract the longitudinal atomic 
temperature in the trap of 7.0(14) µK.

Figure 6. Example of the instability of the interleaved measurement 
used to evaluate the induced lattice light shift. Blue dots are the 
overlapping Allan deviation of the frequency difference between 
the lattice at high power and at low power. The red line corresponds 
to the white frequency noise as / /τ× −2.3 10 s14 . The total 
measurement time was 22.5 h.

Table 1. Uncertainty budget for the Yb optical lattice clock.

Effect
Shift. /
Hz

Unc. /
Hz

Rel. Shift 
×1017

Rel. Unc. 
×1017

Lattice polarizability −0.02 0.04 −4 8
Nonlinear lattice 
shifts

−0.07 0.05 −12 10

Density shift −0.01 0.03 −2 6
Zeeman shift −0.14 0.02 −27 4
BBR room −1.219 0.013 −235.3 2.5
BBR oven −0.011 0.004 −2.1 0.8
Probe light shift 0.005 0.018 1 3.5
Doppler shift — 0.03 — 5
Background gas shift — 0.008 — 1.5
Static stark shift — 0.005 — 1
Servo error — 0.006 — 1
Tunnelling — 0.002 — 0.4
Line pulling — 0.002 — 0.4
AOM switching — 0.002 — 0.4
Fiber links — 0.0005 — 0.1
Gravitational redshift 13.474 0.003 2601.2 0.6
Total 12.01 0.08 2320 16

Metrologia 00 (2016) 1
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frequency difference between U U0 L=  and U U0 H=  and cal
culate the resulting shift at U U0 L=  only assuming a linear 
shift. We then correct these values and calculate the hyperpo
larizability and multipolar shifts using equation  (1) and the 
values b 0.68 71( )= −  mHz and d 1.9 8( )= −  µHz known for 
Yb [24, 37].

The lattice intensity is modulated changing the diffraction 
efficiency of the AOM before the fiber delivering the laser 
to the atoms. This method preserves the frequency spectrum 
of the titaniumsapphire laser between high and low power. 
Atoms are always loaded at low power with U E200L r≈  while 
to measure at high power the trap depth is abruptly raised 
before spectroscopy to U E300H r≈  in about 0.1 ms.

We use a fast photodiode (bandwidth 3 GHz) to check that 
the titaniumsapphire laser is in single mode. The broadband 
emission spectrum of the laser is not filtered out for the pre
sent measurement.

We measured the shift at the working point 394 798.238lν =  
GHz between U E196 4L r( )=  and U E348 5H r( )= . The effec
tive shift at UL is 0.02 4( )−  Hz.

The lattice depths, ξ, and n were determined by sidebands 
spectroscopy (figure 5). For our trap configuration, 0.8 1( )ξ =  
and n 2.1 10( )=  at UL and n 1.5 8( )=  at UH. We correct the 
nonlinearity between UH and UL in the effective shift and 
calculate the hyperpolarizability and multipolar shifts using 
equation  (1). These two contributions are 0.13 6( )−  Hz and 
0.064(32) Hz and sum to 0.07 5( )−  Hz. This is the largest 
contrib ution to the Yb uncertainty and is due to the uncertainty 
in the multipolar and hyperpolarizability coefficients at high 
trap depths.

We also measured the lattice shift as a function of the lattice 
frequency. Figure 7 shows the scalar shift measured between 
a trap depth of U E208 2L r( )=  and U E333 4H r( )=  as a func
tion of lattice frequency. Fitting the data with a second order 
Taylor expansion around the magic wavelength, the linear 
coefficient is a 27 3( )= −  mHz GHz−1 and the quadratic coef
ficient is c 0.16 3( )= −  mHz GHz−2 to give a shift c U E2

e r/ν∆ . 
Uncertainty is limited by ξ and not by the statistical uncer
tainty in the fit.

We calculated the E1magic frequency from the meas
ured linear coefficient a, the measured shift at the working 
point, and the nonlinear corrections. For our system it is 
394 798.205(17) GHz. This measurement of the magic fre
quency and the ones reported before [8, 24] are not consistent 
with each other as they could depend on the spectral features 
of the titaniumsapphire lasers if not filtered [38]. Our data is 
consistent with a constant shift coming from the spectrum of 
the laser.

3.2. Density shift

In 171Yb optical frequency standards the densitydependent 
shift is dominated by pwave cold collision [39] while swave  
scattering can arise from inhomogeneity of the Rabi excita
tion [40]. To evaluate the density shift we run interleaved 
measurements varying the number of atoms. This is modu
lated by changing the duration of the slower beam pulse at 

399 nm during the first stage MOT. This method impacts on 
the atomic density without changing the trapping conditions 
and we assume the atomic density to be proportional to the 
atoms number. The trap region has a radius of 45 µm, given 
by the lattice waist, and is 0.5 mm long, given by the size of 
the second stage MOT. For our setup an atomic density of 

4 100
14ρ = × −  m−3 corresponds to about 1 atom per lattice 

well. The absolute atom number has a fractional uncertainty 
of 20% but the relative density measurements have an uncer
tainty of about 1%. During our measurements, we varied the 
atomic density from 0.1 0ρ ρ�  to 3 0ρ ρ� .

The density shift depends on the details of the Rabi pulse 
used for spectroscopy and whether the atomic sample is spin
polarized [31]. Figure 8 shows the density shift measurement 
as a function of the atomic density difference interleaving 
between high and low number of atoms with a spinpolarized 
sample and a final excitation fraction (measured after the Rabi 
pulse) of 0.39(2), given by our choice of the locking point 
on the resonance. We fit the data with a linear function with 
no offset and measured a slope of 0.01 4 Hz 0( )  /ρ− . At a dif
ferent locking point and an final excitation fraction of 0.34(2) 
we measured in a similar way a slope of 0.4 2 Hz 0( )  /ρ− . The 
dependence on excitation fraction is predicted by pwave col
lisions [31]. For our conditions 0.7 0ρ ρ�  and excitation frac
tion 0.39(2) the density shift is 0.01 3( )−  Hz.

3.3. Zeeman shift

To measure the clock transition we apply a magnetic field 
and the Zeeman effect split the two πtransition resonances 
between /=±m 1 2F  states. This split gives a continuous mea
surement of the magnetic field experienced by the atoms while 
running the experiment. The operational Zeeman shift for the 
two components from the center is 290.1(3) Hz corresponding 
to B 138 1( )=  µT [8]. We observed no drift of the magnetic 

Figure 7. Scalar lattice shift at =U E2000 r measured by 
interleaving between a trap depth of ( )E208 1 r and ( )E333 2 r as 
a function of lattice frequency and applying a small correction 
for multipolar and hyperpolarizability effects. Blue points show 
experimental data while the green line is a quadratic fit. Bottom 
panel shows the residuals of the fit.
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field down to 0.1 µT h−1. Taking the average frequency of 
the two /=±m 1 2F  magn etic components removes the first
order Zeeman shift. We calculated a quadratic Zeeman shift 
of 0.14 2( )−  Hz using the quadratic Zeeman coefficient known 
for Yb, 7(1) Hz mT−1 [8].

3.4. Black-body radiation shift

The blackbody radiation (BBR) emitted by bodies at temper
ature T 0 K ≠  surrounding the atomic cloud induces a systematic 
Stark shift of the clock transition frequency according to [41]

ν α α η∆ = − − +⎜ ⎟
⎛
⎝

⎞
⎠ E T

1

2
1 .TBBR 3

0
1
0 2

clockP0 S0
〈 〉 ( ( ))( ) ( )

 (2)

The coefficients i
0
⟩

( )α|  are the static polarizabilities of the 
clock transition ground and excited states, E T

2⟨ ⟩  is the average 
electric field radiated by a black body at temper ature T, clockη  

is a dynamic correction. For 171Yb is α α α∆ = − =0
3
0

1
0

P0 S0
( )( ) ( ) ( )

−36.2612 7 kHz kV cm 2( )  (   )  and T 300 K 0.0179 5(   ) ( )η = =  
[41, 42].

We kept into account the vacuum package and the Yb oven 
to evaluate the BBR shift.

The vacuum package temperature has been continuously 
monitored at ten different positions by platinum resistance 
thermometers Pt1000. Gradients are caused by the power dis
sipated by the MOT coils, by the temperature of the water 
cooling, and by the temperature of the oven. Eight Pt1000 are 
placed on the chamber enclosing the atom trapping region 
while other two are placed respectively close to the oven and 
far away from it. The Pt1000 calibration uncertainty is 0.2 K 
while the 4wires resistance reading uncertainty is 0.06 K. The 
temperature spread between different thermometers lays typi
cally within 2 K. We observed bigger inhomegeneities during 
transients at the start of the experiment, while changing the 
magnetic field gradient in the MOT coils, or increasing the 

oven temperature. Figure 9 shows an example of the recorded 
temperatures during a measurement.

We assumed a rectangular probability density function for 
the temperature seen by the atoms, taking as average value 
T T T 2max min( )/= +  and as uncertainty T T 12max min( )/−  
where Tmax and Tmin are the maximum and minimum temper
ature recorded during a single run [43]. The uncertainty 
coming from the temperature inhomogeneity for this meas
urement is 0.8 K. This approach leads to a BBR shift due to 
the environment temperature of 1.219 13( )−  Hz.

The BBR emitted by the oven reaches the atom trapping 
region by passing through a copper vacuumdifferential tube 
which is 15 cm long and has a 0.5 cm inner diameter. Thus the 
atoms are affected by both the radiation from the oven with 
direct line of sight and the radiation reaching the atoms after 
being reflected on the tube inner surface. A ray tracing anal
ysis has been performed to calculate the effective solid angle 
under which the atomic cloud sees direct and reflected radia
tions. In the effective solid angle calculation the emissivity of 
the tube material is also kept into account as 0.4 2Cu ( )=ε  and 
two reflections are relevant in the shift calculation.

The oven temperature of 400(10)°C has been continuously 
monitored using a thermocouple. The uncertainty considers 
the thermocouple accuracy and differences in temper ature 
between the oven tip and the sensor position. The BBR  
shift contribution from the oven is then calculated to be 

0.011 4( )−  Hz.
For the first measurements in this campaign we had also 

a window heated at 230(5)°C with direct sight to the atoms. 
For the effective solid angle underlying the hot window, we 
modeled up to 5 reflections from stainless steel surfaces 
(fittings to the window) and 1 reflection from a polished 
aluminum surface (main chamber), with the material emis
sivity 0.5 3steel ( )=ε  and 0.13 10Al ( )=ε . The resulting shift 
was 0.12 15( )−  Hz. After February 2016 we replaced the hot 
window with a cold intravacuum mirror thus removing this 

Figure 8. Density shift measured interleaving between high and 
low atom numbers with an excitation fraction of 0.39(2). Blue 
points mark the experimental data with their uncertainty. The 
green line and the shaded region show a linear fit with its statistical 
uncertainty.

Figure 9. Example of the temperatures of the ten Pt1000 platinum 
resistance thermometers surrounding the vacuum chamber recorded 
during a single measurement run. Solid colored lines mark the 
temperature of the eight resistance thermometers on the trapping 
chamber. The black dashed line is the temperature recorded close 
to the atomic oven while the black dotted line is the temperature 
measured far away.
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shift and source of uncertainty. The contribution of the hot 
window BBR to the final relative uncertainty for the measure
ment presented later is at the 5 10 17× −  level as we averaged 
data with and without this shift.

3.5. Probe light shift

The interaction of the probe laser with the atoms during Rabi 
spectroscopy causes a Stark shift on the transition. We have 
calculated this shift by using the published value [8] and 
noticing that for a π pulse the laser intensity scales as the 
inverse of the square of the Rabi time. From this rescaling 
it follows that the Stark shift induced by the probe laser is 
0.005 18 Hz( )  .

3.6. Gravitational redshift

The difference between the height of the Yb atoms and the 
integrated height of the Cs atoms along the freeflight trajec
tory is h Yb Cs 0.15 2 m( ) ( ) − = . The gravitational redshift for 
the comparison is then 1.6 2 10 17( )× − .

The gravitational potential relative to the geoid at 
INRIM’s laboratories was measured in 2013 in the con
text of the European project ‘International timescales with 
optical clocks’ (ITOC) [44, 45]. The measurement was 
performed both by a levelling approach and by a Global 
Navigation Satellite System/geoid (GNSS/geoid) approach 
[46]. The gravitational potential at the Yb atoms position is 
C Yb 2336.25 35 m slev

2 2( ) ( )   = −  as determined by levelling 
and C Yb 2336.48 27 m sGNSS geoid

2 2( ) ( )   / = −  as determined by 
GNSS/geoid [47] relative to the International Earth Rotation 
and Reference Systems Service (IERS) 2010 conventional 
reference potential W 62 636 856.0 5 m s0

2 2( )   = −  [48, 49]. 
Geometric levelling is accurate over short distances but is sus
ceptible to systematic errors which may accumulate over dis
tances  >1000 km [50]. Therefore the GNSS/geoid approach is 
beneficial in the comparison between different laboratories by 
satellite or longhaul optical fiber links. In this case the GNSS/
geoid value gives a gravitational redshift on the Yb atoms of 
13.474(3) Hz with a fractional uncertainty of 6 10 18× −  lim
ited by the uncertainty on the reference W0.

The corresponding numbers for ITCsF2 are ( ) =C Cs lev  
( )    −2334.8 10 m s2 2 and =C Cs GNSS geoid( ) /   −2335.0 10 m s2 2( )    .  

Using the GNSS/geoid value the redshift for ITCsF2 is then 
2.599 1 10 14( )× − .

3.7. Other shifts

We measured that the phasestabilized fiber links between 
the cavity and the atoms contribute a fractional uncertainty of 
1 10 18× −  after 1000 s of integration time. However the fiber 
link to the atoms is referenced to a mirror placed 30 cm from 
the lattice backreflector, that is the reference for the lattice. We 
discovered some phasenoise between the two references which 
include noise syncronous with the clock cycle (e.g. MOT coils 
switching). We measured a fractional contribution of 5 10 17× −  
that we take as uncertainty coming from the Doppler shift.

A static electric field would cause a Stark shift on the clock 
transition [41]. Our vacuum chamber is made of aluminum 
and is a Faraday cage from external electric fields. However it 
is possible for electric charges to be present on the windows 
of the vacuum chamber [51]. In our setup two fusedsilica 
windows are 25 mm away from the atoms and have a radius 
of 38 mm and a thickness of 12 mm. We estimated a capaci
tance of 0.6 pF between the two surfaces and a time constant 
of  ∼50 d assuming a high resistivity of e18 Ωm for fused silica 
[51]. We have operated our vacuum system for more than 3 
years and possible charges present at the beginning should 
have decayed to give a Stark shift  <1 10 17× −  that we take as 
uncertainty.

The frequency shift due to collisions with the hot atomic 
beam and background gas can be related to the lifetime of 
the atoms in the trap [52]. From our observed lifetime of 2.7 s 
and the C6 coefficients for Yb dimers [53] we assign a shift of 
8 mHz   that we take as uncertainty.

Tunnelling of atoms from one lattice site to the other leads 
to a broadening of the band structure of the lattice [54] and in 
our trap is suppressed by the deep potential. Given our trap 
depth of U E2000 r=  and temperature of T 7 3( )=  µK we cal
culated that 70% of the atoms occupy the lowest three band 
in the lattice [54]. We then take the width of the third band  
2 mHz as uncertainty .

We calculated the line pulling from the lattice sidebands to 
be 2 mHz that we take as uncertainty. The line pulling from 
the π and σ transitions between =±m 1 2F /  states is negligible 
because of spinpolarization of the atoms and the linear polar
ization of the probe light.

We measured a possible error in the servo loops taking the 
average of the error signal measured during the campaign that 
gives a fractional uncertainty of 1 10 17× − . We switch the fre
quency of the AOM keeping a constant power to avoid thermal 
effects. We did not detect any shift up to 2 mHz by heterodyne 
interferometry, that we take as uncertainty. The switching of 
the AOM to apply the Rabi pulse introduces a phase jump in 
the phasestabilization. We calculated a frequency shift of 0.5 
mHz [55] that we take as an uncertainty.

4. Absolute frequency measurement

We measured the absolute frequency of the 171Yb frequency 
standard relative to the caesium fountain ITCsF2 from 
January 2016 to the end of May 2016. The comparison has 
been performed with a fiber frequency comb with a repetition 
rate of 250 MHz referenced to a hydrogen maser. The fountain 
ITCsF2 continuously measured the maser frequency for the 
whole duration of the campaign.

The light at 578 nm resonant with the cavity was sent to 
the frequency comb through an optical fiber link with active 
phasestabilization. The fiber link to the comb contributes 
to an uncertainty of 1 10 18× −  above 1000 s of integration 
time. Two different computers measured the frequency of 
the cavitystabilized light relative to the frequency comb and 
the frequency difference between the cavity and the ytter
bium atoms of the optical standard. The frequency comb and 
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the optical standard recorded data at different rates and we 
averaged and interpolated the data to common timestamps. 
Both computers were synchronized to INRIM’s Network 
Time Protocol (NTP) server within 3 ms. Since the max
imum observed frequency drift of the cavity was 0.1 Hz s−1  
we assume an uncertainty of 6 10 19× −  coming from 
synchronization.

The comb contribution to uncertainty was assessed by 
measuring the same laser frequency with two independent 
combs and is 1 10 16× − , limited by the comb electronics noise 
at an averaging time of 1 104×  s. The frequency of the beat 
note between the cavitystabilized laser and the comb was 
measured redundantly to detect cycles slips in the counter. We 
discarded all points where the counter readings did not agree 
at better than 0.2 Hz.

The cryogenic fountain ITCsF2 ran in two different atomic 
density regimes [1] during the campaign. In the lowdensity 
regime ITCsF2 contributes to an uncertainty of 3.0 10 16× −  
with a stability of 3.6 10 s13/ /τ× − . In the highdensity regime 
it contributes to an uncertainty of 4.8 10 16× −  with a stability 
of 2.5 10 s13/ /τ× − . The measurement of the hydrogen maser 
frequency relative to ITCsF2 was considered only in the win
dows of operation of the ytterbium standard.

We took a total of 31 different measurements for a total 
measurement time of the optical frequency standard of 227 h. 
Figure 10 shows the different measurements as a function of the 
modified Julian date (MJD). For each measurement the statis
tical uncertainty is dominated by the fountain instability. The 
systematic uncertainty varies for each measurement because 
of the different density values of both the fountain and optical 
frequency standard and because of the reduced BBR uncer
tainty contribution on the ytterbium after removing the hot 
window after the first 10 measurements. We applied a statis
tical analysis of the data based on the Gauss–Markov theorem 
[56, 57] that considers the correlations between the different 
measurements coming from the systematic shifts [58]. The 

measurement result is f 518 295 836 590 863.59 31Yb171 ( )=  
Hz where the uncertainty is detailed in table 2. The reduced 
chi squared with 30 degrees of freedom for the average is 

1.36red
2χ =  and is calculated from the complete correlation 

matrix of the measurements [58]. This chi squared has a 
pvalue of 10%. The total fractional uncertainty is 5.9 10 16× −  
and it is dominated by the uncertainty of the caesium fountain. 
The fountain systematic uncertainty contributes for a total of 
4.0 10 16× − . The statistical uncertainty resulted 3.4 10 16× −  
but we increased this value to 3.9 10 16× −  to account for 

1red
2χ > . A contribution of 1.6 10 16× −  comes from the ytter

bium optical frequency standard as explained above.
Figure 11 compares our value with previous measurements  

and the recommended frequency for 171Yb as a sec
ondary representation of the second ( ) =f CIPM2015Yb171

( )518 295 836 590 864.0 10  Hz [59]. Previous measure
ments include values measured relative to the realization 
of the second by caesium standards [8, 26–28] and abso
lute frequencies deduced from optical ratio measurements 
with 87Sr frequency standards [24, 25, 29]. To deduce 
these values we used the recommended frequency of 87Sr 

Figure 10. Data of the measurement campaign run from January 
2016 to May 2016 of the absolute frequency of 171Yb relative to 
ITCsF2. The shaded horizontal region denotes the σ1  uncertainty 
for the campaign. Blue thin bars mark the combined statistical and 
systematic uncertainty for each measurement. Green thick bars 
mark the combined systematic uncertainty of ITCsF2 and the Yb 
frequency standard.

Table 2. Uncertainty budget for the YbITCsF2 comparison.

Contribution Unc. /Hz Frac. Unc. ×1016

ITCsF2 0.21 4.0
Statistics 0.20 3.9
Yb 0.08 1.6
Comb 0.05 1
Grav. redshift 0.001 0.02
Fiber link 0.0005 0.01
Synchronization 0.0003 0.006
Total 0.31 5.9

Figure 11. Absolute frequency measurement of the S1 0– P3
0 

transition of 171Yb measured by different laboratories and years: 
NIST [8], NMIJ [25, 27, 28], KRISS [26], RIKEN [24, 29]. The 
shaded region gives the recommended frequency for 171Yb as a 
secondary representation of the second of CIPM 2015, with its 
uncertainty. Open squares denote absolute frequencies deduced 
from 171Yb/87Sr ratio measurements and the recommended value of 
87Sr as a secondary representation of the second with its uncertainty. 
Circles denote measures relative to the realization of the second by 
caesium standards.
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f CIPM2015 429 228 004 229 873.2 2Sr87 ( ) ( )=  Hz as a sec
ondary representation of the second with its uncertainty of 
5 10 16× −  [59].

5. Conclusions

We report the absolute frequency measurement of the unper
turbed S1 0 –  P3

0 transition of 171Yb with a fractional uncer
tainty of 5.9 10 16× −  performed in an optical lattice frequency 
standard and limited by the caesium fountain. The meausure
ment result is f 518 295 836 590 863.59 31Yb171 ( )=  Hz where 
the number in parentheses is the numerical value of the stan
dard uncertainty referred to the corresponding last digit of the 
quoted result. Our measurement is independent from previous 
measurements of the transition and the result is in agreement 
with the recommended value for 171Yb as a secondary repre
sentation of the SI second. This measurement of the ytterbium 
transition is the first in Europe after previous measurements 
achieved in North America and Asia and is important in view 
of a possible redefinition of the SI second based on optical 
frequency standards.

We characterized the ytterbium optical frequency standard 
and evaluated its fractional uncertainty for the presented 
measurement to 1.6 10 16× − . We expect that this uncertainty 
can be reduced to the 1 10 17× −  level in the near future. In 
this measurement the Yb standard is limited by the poor short
term stability due to excessive noise on the ultrastable cavity. 
Improving the cavity environment and the performance of 
the clock laser will allow us to reduce the uncertainty meas
ured by interleaving to 1 10 17× −  (lattice shift and density 
shift). The nonlinear part of the lattice shift can be reduced 
by working with smaller lattice depths and by improving the 
measurement of multipolar and hyperpolarizability effects. 
The Zeeman shift can be reduced by working with smaller 
magnetic fields. The Doppler shift can be easily cancelled by 
referencing the clock laser to the lattice mirror. The imple
mentation of a mechanical shutter in the atomic beam path 
will further reduce the effects of the background collisions 
and the BBR shift coming from the hot atomic oven. The 
static Stark shift can be better evaluated by placing electrodes 
on the vacuum chamber windows. The final limitation of the 
current setup is the temperature uniformity of the vacuum 
chamber leading to a total BBR contrib ution with a fractional 
uncertainty of 2.5 10 17× − . Improving the thermal isolation 
from environment and heat sources (e.g. the MOT coils) and 
waiting for thermal transient to decay will be beneficial in fur
ther reducing this contribution to 1 10 17× − .
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