
Power laws behavior and nonlinearity mechanisms in

mesoscopic elastic materials

Sonia Idjimarene

To cite this version:

Sonia Idjimarene. Power laws behavior and nonlinearity mechanisms in mesoscopic elastic
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Résumé

Depuis que leur particularité a été mise en évidence, les

matériaux non-linéaires mésoscopiques tels que le béton,

les roches, les composites, les tissus biologiques, etc.

suscitent un intérêt de plus en plus croissant. L’étude du

comportement dynamique de ces matériaux à l’aide de la

théorie classique de Landau s’est révélée incapable

d’expliquer les différentes observations expérimentales

effectuées sur cette “nouvelle classe“ de matériaux. En

effet, ces derniers présentent des singularités

(microfissures, contacts, joins de grains, dislocations, etc.)

distribuées de manière hétérogène à l’échelle

mésoscopique. Par conséquent, différents mécanismes

physiques associés au comportement desdites singularités

peuvent être à l’origine des non-linéarités observées.

Ce travail de thèse s’intéresse à la réponse macroscopique

de différents matériaux mésoscopiques et ce dans le but

d’extraire des indicateurs non-linéaires y dont la

dépendance en fonction de l’amplitude d’excitation x est

une loi de puissance y = ax
b indépendamment de la

méthode expérimentale adoptée. En général, l’exposant b

connu pour être lié au mécanisme physique responsable

de la non-linéarité varie de 1 à 3. Dans un premier temps,

le lien existant entre les propriétés de la microstructure de

chacun des matériaux étudiés et la valeur de l’exposant b

nous a permis de définir différentes classes de matériaux.

Par ailleurs, ce travail de thèse est également destiné à

étudier la relation entre la valeur mesurée de l’exposent b

et les mécanismes physiques microscopiques générés par

la perturbation acoustique. A cet effet, le formalisme de

Preisach-Mayergoyz a été généralisé pour définir des

modèles multi-états. Cela s’est effectué en discrétisant les

différentes équations continues qui décrivent différents

mécanismes physiques microscopiques tels que l’adhésion

ou le clapping entre les deux surfaces d’une microfissure,

les forces capillaires dues à la présence de fluides ou le

mouvement des dislocations au sein d’un polycristal. Dans

chaque modèle, on définit un ensemble statistique

d’éléments microscopiques où chaque élément est

caractérisé par ses constantes élastiques décrivant son

état mécanique et ses paramètres de transition inter-états.

La prise en compte de tous les éléments microscopiques

permet de décrire le comportement global mésoscopique.

Moyennant cette démarche, il nous a ainsi été possible de

remonter aux résultats expérimentaux par simple

résolution de l’équation de propagation dans un milieu

composé de plusieurs éléments mésoscopiques.

L’un des résultats importants de cette thèse est que la

valeur de l’exposant b peut être théoriquement prédite

connaissant le nombre de paramètres de transition dans le

modèle, les contraintes géométriques ainsi que leur

distribution statistique. De plus, l’application de cette

étude dans le cas du béton de génie civil graduellement

microfissuré a permis de montrer que la prise en compte

d’un seul mécanisme de non-linéarité n’était pas

suffisante pour expliquer les observations expérimentales.

En effet, l’étude théorique a montré que l’évolution de la

microfissuration entraine celle des mécanismes

non-linéaires mis en jeu où la combinaison

“hystérésis-clapping“, par exemple, a permis d’expliquer

l’évolution du comportement non-linéaire du béton de

génie civil à l’échelle microscopique.

Abstract

Nonlinear mesoscopic elastic (NME) materials present an

anomalous nonlinear elastic behavior, which could not be

explained by classical theories. New physical mechanisms

should be individuated to explain NMEs response.

Dislocations in damaged metals, fluids in rocks and

adhesion (in composites) could be plausible. In this thesis

I have searched for differences in the macroscopic elastic

response of materials which could be ascribed to different

physical processes. I have found that the nonlinear

indicators follow a power law behavior as a function of the

excitation energy, with exponent ranging from 1 to 3 (this

is not completely new). This allowed to classify materials

into well-defined classes, each characterized by a value of

the exponent and specific microstructural properties. To

link the measured power law exponent to plausible

physical mechanisms, I have extended the

Preisach-Mayergoyz formalism for hysteresis to multi-state

models. Specific multi-state discrete models have been

derived from continuous microscopic physical processes,

such as adhesion-clapping, adhesion-capillary forces,

dislocations motion and hysteresis. In each model, the

microscopic behavior is described by a multistate equation

of state, with parameters which are statistically

distributed. Averaging over many microscopic elements the

so-called mesoscopic equation of state is derived and, from

wave propagation simulations in a sample composed by

many mesoscopic elements, the experimental results could

be reproduced. In the work of the thesis, I have shown

that model predictions of the exponent b ( the exponent b

has not been introduced before) are linked in a ‘a priori’

predictable way to the number of states and the properties

of the statistical distribution adopted. We have classified

models into classes defined by a different exponent b and

comparing with experimental results we have suggested

plausible mechanisms for the nonlinearity generation.
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Introduction

Recent experimental observations have shown that micro inhomogeneous media manifest
a nonlinear elastic behavior which can not be explained by the classical theory of nonlinear
elasticity proposed by Landau and applicable to homogeneous and crystalline media. The
term Nonlinear Mesoscopic Elasticity (NME) was introduced to describe the properties of
such materials, which include most types of rocks, concrete, bones, some damaged metals and
composites, etc. They all share the characteristic of being complex structures or of presenting
micro defects like cracks, grain boundaries, dislocations, etc. [1].

The heterogeneity manifests itself through nonlinear effects in both quasi static and dy-
namic acoustic experiments. For what concerns quasi static testing, the dependence of strain
on stress (or the opposite) is a multivalued function and the constitutive equation shows a
hysteresis loop with memory properties [2]. Under a dynamic excitation (propagation mode),
the proportionality between input and output is no longer valid. The effect which is most
commonly observed is wave distortion, which takes place as a consequence of the interaction
of propagating waves with such media [3]. In such case, Wave propagation is accompanied by
generation of amplitude dependent higher harmonics and sidebands. In addition, a dynamic
perturbation creates a decrease in the elastic modulus of the medium. Thus in resonance fre-
quency experiments, increasing the excitation amplitude makes the resonance frequency shift
to lower values [4].

Furthermore, it is experimentally observed that, for relatively large amplitudes of dynamic
excitations (still within the reversible limit), the softening of the elastic properties persists even
when the excitation is switched off [5]. This effect is termed conditioning and it takes seconds
to minutes for an excitation at a given amplitude to fully perturb the elastic properties of the
sample and lead it into a new elastic (equilibrium) state. When the excitation is switched off,
it takes minutes to days to the medium to go back to its original elastic state. This process is
termed relaxation and often occurs logarithmically in time [6].

These effects, which appear as the signature of nonlinearity sources, may be quantified and
differ from one media to another. Nevertheless, so far in the literature the different responses
of NME materials have not been clearly investigated and they were all grouped into one class
in contrast with the class of classical (described by Landau’s theory) nonlinear media.

Both from the experimental and theoretical point of view, a link between the material micro-
structure and the nonlinear response has been postulated [7]. Studies with neutron scattering
have confirmed that the nonlinear behavior is localized in small regions close to discontinuities
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of the specimen [8]. Despite the nonlinear behavior looks similar, such small regions have
different properties and the microscopic constitutive equation could be due to different physical
mechanisms. It follows that relating different microscopic features, which are at the origin of
the nonlinear behavior, to different macroscopic observations might open up new horizons in
the field of basic research and for applications in diagnostics, imaging and Non Destructive
Testing (NDT).

From the experimental point of view, the signature of nonlinearity is detected using different
techniques based on the determination of the amplitude dependence of the material response
to an external ultrasonic excitation. Among others, the Nonlinear Elastic Wave Spectroscopy
(NEWS), proposed by K. Van Den Abeele [9], and the Scaling Subtraction Method (SSM),
introduced by M.Scalerandi [10], are most commonly used. In both cases a nonlinear indicator
y could be defined and its dependence on the energy of the excitation x is generally studied.

Regardless of the adopted method, the dependence of y on x is a power law y = axb.
Several experiments are reported in the literature confirming such a dependence in several
systems. Indeed, NME materials share the characteristic of a power law exponent b 6= 2, being
b = 2 the exponent predicted in the Landau theory.

Experiments at low strain levels (in the range from 10−8 to 10−6) show that the exponent
b assumes different values for different NME materials. Thus, as we will discuss here, the
exponent of the power law dependence could be the macroscopic parameter linked to the phys-
ical properties at the micro- structural level. We will show in this thesis that b is ranging from
b = 1 in intact consolidated granular media or samples with closed micro cracks [11] to b = 3 for
highly damaged media [12]. Furthermore, the exponent b generally increases when increasing
damage within the investigated samples, assuming intermediate (not necessary integer) values,
always in the interval 1 ≤ b ≤ 3 [13].

From the theoretical point of view, the physical origin of mesoscopic nonlinearity is still
unclear. Since it is manifested by materials with very different properties, it is difficult to link
its origin to a single mechanism. In damaged metals, dislocations are generating nonlinearity
[14]. However, no dislocations are shown in rocks, where adhesion mechanisms are present at
the interface between grains [15]. Also, the presence of fluids could be relevant [16]. In the case
of open cracks, clapping often occurs [17].

As a consequence, phenomenological models are usually introduced. They are discrete
models and have the advantage to allow the implementation of non analytical features, such as
hysteresis or threshold activated mechanisms. As we will show here, a link exists between the
microscopic equation of state(EOS), related to any of the mechanisms discussed above, and the
exponent b describing the behavior of the macroscopic nonlinear indicator [18].

In this thesis, we take advantage of both experimental observations and theoretical pre-
dictions, to propose an approach for tracing the microscopic features which might be behind
the value of the exponent b determined from macroscopic measurements. To this purpose, we
propose a multi scale multi state modeling approach based on the Preisah-Mayergoyz statistical
distribution. This approach allows the description of the behavior of heterogeneities at different
scales which afterward could be used to build the macroscopic measurements.
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The thesis is organized as follows.

In the first Chapter, we discuss the transition from linear to nonlinear elasticity and we
show the theoretical and experimental background which are the basis for the development
of a theory of Nonlinear Mesoscopic Elastic materials. We briefly give an overview of the
classical linear theory of Landau. Several applications of linear elasticity in NDT, be it in
materials characterization or in structures inspection, have been developed. However, the linear
approximation of the wave equation is not sufficient to detect microscopic imperfections because
of their small size in comparison to the acoustic wavelengths, which makes linear methods
insensitive to early damage in materials. As an alternative, the classical nonlinear theory
considers higher order terms in approximating the Taylor expansion of stress as a function
of strain. This results in a nonlinear term in the equation of propagation, leading to some
amplitude dependent nonlinear features like generation of harmonics and resonance frequency
shift. Nonlinear NDT exploits the amplitude dependence of such phenomena to evaluate the
amount of nonlinearity in materials presenting geometrical nonlinearity at the atomistic scale
level.

Besides the classical nonlinear theory which finds its origin in the geometrical anharmonicity
of the atomic lattice, we include a section on an emergent type of nonlinearity which have been
first observed in rocks, and later in all micro inhomogeneous materials like concrete, composites
and micro-damaged elastic materials. We present some experimental observations on their
nonlinear behavior which should be described by a non classical multivalued nonlinear EOS as
required by the hysteretic dependence in the quasi static stress-strain relation. Nonlinearity,
conditioning and relaxation should also be taken into account as reported in literature for such
materials.

It is difficult, to find a general analytical formulation which takes into account the multival-
ued character of the EOS. Therefore, usually discrete models are used to understand nonlinear
mesoscopic elasticity. In Chapter II, we briefly recall some of the theoretical descriptions
proposed in the literature. Models based on physical mechanisms are first introduced and then
we describe the Preisach-Mayergoyz (PM) formalism introduced in elasticity by R.A.Guyer and
coworkers.

In the same chapter, we also propose the generalization of the PM space formalism to a
multi-scale statistical description which, considering the possibility of implementation of differ-
ent mechanisms at the microsopic level, seems to be the best approach to model the nonlinear
elasticity specific to materials containing structural features like cracks, grain boundaries, and
contacts of typical size of some micrometers. In the last Section of Chapter II, we describe
in details the microscopic EOS corresponding to hysteresis, adhesion and clapping. The three
models are at the basis of the numerical analysis reported in the thesis [19].

In Chapter III, we introduce the definition of the nonlinear indicators usually measured
in experiments reported in the literature. We also present some experimental data making in
evidence some major problems usually met in experiments. In particular, we show how the
power law behavior is valid only in a limited range of excitation amplitudes. Effects of noise
and saturation might indeed affect the estimation of the power law coefficient a and exponent
b. Using numerical data we show how noise effects could be estimated and we propose a
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methodology to define a threshold for the correct determination of acoustic nonlinearity. Both
equipment and environmental noises are considered in the analysis [20].

Furthermore, the experimental data collected in the framework of the thesis, indicate that
the measured nonlinearity is not independent from the experimental configuration adopted. A
numerical analysis show how it is possible to correct part of the dependency of the nonlinear
indicator on the configuration considering the resonance structure of the specimen. However,
this is not always feasible. Nevertheless, we also show that the exponent b of the power law
analysis does not depend on the experimental set-up, thus providing an absolute information
about the nature of the nonlinearity [21].

Furthermore, signal processing issues might affect the correct determination of the power
law behavior. For a given method of analysis, a not accurate choice of the signal processing
parameters can lead to a wrong estimation of nonlinearity. In the last part of the Chapter III,
we analyze the importance of the choice of the low amplitude signal used to build the SSM
signal.

The power law exponent b was thus proved to be an absolute indicator of nonlinearity. In
Chapter IV we first show how nonlinear mesoscopic materials could be classified in classes
according to the value of the power law exponent in their elastic response. Depending on the
presence of open cracks in the sample, the exponent ranges from 1 to 3, as shown by classifying
data present in the literature.

The main work of the thesis concerns the use of the multi-state models we have developed
and described in Chapter II to define classes of models characterized by the same exponent
b. In particular, we start by considering that, in the approach proposed here, models differ
in the number of possible states for the microscopic elements upon which the model is built.
Furthermore, the statistical distribution of the properties of the microscopic elements could
be characterized by different choices and constraints for the values of the control variable at
which transitions between states occur. On this basis, we show that the classification of models
could be done considering different features: the properties of the microscopic equation of
state, described by the number of states used in the model [19]; the properties of the statistical
distribution of the properties of the microscopic features; the constraints on the values of the
transition parameters between different states [22]. We show that, for a given model, the
exponent b can be predicted a priori without any knowledge about the model parameters (e.g.
the values of the elastic constants for each state).

We finally propose an application to analyze some experimental results obtained on a con-
crete sample subject to quasi-static loading at increasing levels of the load. The exponent b
measured from the experiment increases continuously from 1 to 3 as a function of damage pro-
gression. The changes in the exponent could be related to the eventual evolution of its micro
structure from that of a consolidated granular medium to that of a micro cracked (with closed
cracks) and later of a macro cracked (with open cracks) medium. To fit experimental data, we
propose a model mixing clapping and hysteretic mechanisms.

Finally, in Chapter V we investigate the effect of nonlinearity activation due to condition-
ing, which is manifested by strongly damaged media. Preliminary results seem to indicate the
possibility to describe the effect using the same approaches developed in the previous Chapter.
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In particular, it will be shown how a purely hysteretic model predicts a decrease of nonlin-
earity after conditioning (possibly in agreement with observations in rocks), while adhesion
and dislocations model might predict an increase of the nonlinear response in a conditioned
sample. Numerical results are compared with experimental observations. Results reported in
the Chapter are preliminary for a more complete study [23].
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Chapter I

Elasticity and acoustic wave propagation in
solids: from classical theory to Nonlinear

Mesoscopic Elasticity (NME)

1 Introduction

Acoustic Non Destructive Testing (NDT), whose goal is to evaluate the ’health state’ of
materials, is based on the interaction between an acoustic propagating wave and defects which
might be present in the structure to inspect.

Being the first approaches developed and based on the classical linear theory of Landau,
linear NDT methods exploit this interaction in terms of impedance contrast at the interface
between the propagation medium and the defected zone. Such methods generally use either
transmitted or reflected waves to evaluate the attenuation or the velocity of an acoustic prop-
agating wave. This makes it possible to trace eventual defects in the medium like flaws, cracks
and void. However, sensitivity of this kind of characterization depends on the size of imperfec-
tions which are detectable only if their dimensions are comparable to the acoustic wavelengths
normally used in NDT.

Actually, microscopic imperfections are by far the most frequent source of fracture process
in materials but since their size is considerably shorter than the acoustic wavelengths, linear
acoustic characterization seems to be unable to detect any microscopic degradation of the
material’s integrity.

To avoid the limits of linear methods, nonlinear acoustic NDT has been introduced, based
on the classical nonlinear theory of Landau. The resulting approaches work well when applied
to materials presenting geometrical imperfections at the atomistic scale level, such as crystalline
solids. These materials display, as described in literature, a nonlinear behavior manifested by
the amplitude dependence of some of their parameters, such as the elastic modulus and wave ve-
locity. Classical nonlinear methods based on the amplitude dependence of material parameters
like the Nonlinear Elastic Wave Spectroscopy NEWS[1] and the Scaling subtraction Method
SSM [2] have been developed to quantify the amount of classical nonlinearity, considered as
intrinsic to the material.

Recent experiments on rocks, concrete, composites and micro-damaged elastic materials
have proved the evidence for a new class of materials with a specific interest in NDT [3]. These
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I.2 Classical theory of wave propagation in solids

media are characterized by the brick-mortar structure: they are often composed of an assembly
of mesoscopic sized grains of microscopically uniform material (the bricks) which are separated
from each other by an elastically different system (the mortar). We speak about materials that
are inhomogeneous on a scale which is small compared to the sample size and large compared to
the microscopic length scale (lmeso = 10µm − 100µm). Thus they are simply termed Nonlinear
Mesoscopic Elastic (NME) materials.

Besides the classical nonlinear theory which finds its origin in the geometrical anharmonicity
of the atomic lattice, NME materials exhibit unusual nonlinear behavior. They are extremely
nonlinear at modest quasi-static stress, show hysteresis and memory in quasi static stress-strain
protocols [4], have resonance frequency shift [5–7], nonlinear attenuation and harmonics genera-
tion [8] properties in dynamic measurements that are beyond the possible explanations using the
classical model of nonlinear elasticity and recover from transient disturbances logarithmically
in time [9].

In this chapter, we provide a brief overview of the theory of linear elasticity and wave
propagation in solids. We will also discuss the main experimental observations which render
necessary the introduction of non classical elastic models, which are discussed in the next
Chapter

2 Classical theory of wave propagation in solids

Let us consider, for simplicity, an isotropic body on which we apply a small mechanical
perturbation leading the particles to move from their equilibrium position. Internal elastic
forces σij are consequently generated to bring back the particles to the equilibrium position.
As a result, particles oscillate with displacement u(t) around their equilibrium position. The
classical Landau theory allows to derive the propagation equation and the expression of the
elastic modulus.

In the approximation of small deformations, the free energy of an elastic system can be
expanded as a power series with respect to the strain tensor. The general expression for the
free energy of an isotropic body in the third approximation can be reduced by the convention
of Eistein notation to

F = f0 + Cijklǫijǫkl + Cijklmnǫijǫklǫmn. (I.1)

Where f0 is constant and Cijkl, Cijklmn are respectively the second and third order elastic
tensors.

2.1 Classical linear theory

For very small strain amplitudes, the cubic term in the elastic energy (see Eq. I.1) can be
neglected and the free energy expression reduces to

F = f0 + Cijklǫijǫkl. (I.2)

2



I.2 Classical theory of wave propagation in solids

In the specific case of isotropic materials, the expression could be further reduced as

F = f0 + µǫij
2 +

1

2
λǫii

2 (I.3)

where λ and µ are the Lamé coefficients.
For infinitesimal deformations of a continuum body, in which the displacements gradient

is small compared to unity, it is possible to perform a geometric linearisation of the Eulerian
finite strain tensor where second-order terms of the finite strain tensor are neglected [10]. Thus

ǫij =
1

2





∂ui

∂xj

+
∂uj

∂xi



 (I.4)

is the ij component of the infinitesimal strain tensor and ui is the ith component of the dis-
placement vector.

Components of the stress tensor σij are defined as the first derivative of the free energy with
respect to the corresponding strain component whereas the second order derivative provides
the expression of the elastic moduli Kijkl.

σij =
∂F

∂ǫij

= 2µǫij + λǫijδij (I.5)

The elastic constants of the medium are consequently given as

Kijij =
∂σij

∂ǫij

= 2µ + λδij

Kijkl =
∂σij

∂ǫkl

= 2µ (I.6)

The equation of motion for the displacement field is

ρ
∂2ui

∂t2
=

∂σij

∂xj

(I.7)

Substituting in the free energy the strain expressed as a function of the displacement field
(Eq. I.4), we find the expression for σij

σij = µ





∂ui

∂xj

+
∂uj

∂xi



+ λ
∂ui

∂xj

δij (I.8)

Substituting into the equation of motion I.7, we obtain a partial differential equation for
the displacement field:

ρ
∂2ui

∂t2
= µ

∂2ui

∂x2
j

+ µ
∂u2

j

∂xi∂xj

+ λ
∂2ui

∂x2
j

δij (I.9)
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I.2 Classical theory of wave propagation in solids

In the case of plane waves, we have two limit cases.
If ∂ui

∂xj
= 0 when i 6= j, we have the wave equation for longitudinal waves

ρ
∂2ui

∂t2
=
(

2µ + λ
)

∂2ui

∂x2
i

(I.10)

∂2ui

∂x2
i

− 1

C2
l

∂2ui

∂t2
= 0 (I.11)

Here C2
l = λ+2µ

ρ
is the longitudinal wave velocity.

If ∂ui

∂xj
= 0 when i = j, we have the wave equation for shear waves

ρ
∂2ui

∂t2
= µ

∂2ui

∂x2
j

+ µ
∂2uj

∂xi∂xj

(I.12)

In the following of the thesis we will be mostly interested in the 1-D approximation, in
which

∂uj

∂xi

= 0 i = 2, 3; j 6= i

As a result we obtain a propagation velocity Cl
2 = K

ρ
, where K = λ + 2µ and

∂2u

∂x2
− 1

C2
l

∂2u

∂t2
= 0 (I.13)

In the case of wave propagation in a finite medium of length L, the following considerations
could be drawn:

• Depending on the boundary conditions, the resonance frequencies ωr of the sample could
be calculated. They correspond to the frequencies of the forcing disturbance applied to
the sample generating a maximum displacement;

• If a monochromatic forcing is assumed, i.e. the mechanical disturbance is at frequency ω,
the response generated in the sample is a displacement with the same frequency as the
forcing, plus the frequencies corresponding to the resonance structure of the sample. In
other words, no multiple harmonics of the forcing are generated;

• Attenuation could be introduced in the model. Several approaches could be followed,
depending whether the attenuation coefficient is or not frequency dependent. In most
cases, an attenuative term proportional to the particles velocity (∂u/∂t) is sufficient.

2.2 Classical nonlinear theory

At larger but still infinitesimal strains, the contribution of the third order elastic term in
the free energy expansion of Eq. I.1 can no more be neglected. Thus the general expression for
an isotropic medium is the following

F = f0 + µǫij
2 +

1

2
λǫii

2 +
1

3
Aǫijǫikǫkl + Bǫij

2ǫii +
1

3
Cǫii

3 (I.14)
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where A, B and C are the components of the second order elastic tensor for isotropic bodies.
Consequently, the components of the stress tensor, obtained deriving the free energy with

respect to strain, are given by

σij =
∂F

∂ǫij

= 2µǫij + λǫiiδij +
1

3
Aǫjkǫkl + 2Bǫijǫii + Bǫii

2δij + Cǫii
2δij (I.15)

Since strains are still infinitesimal, the corresponding elastic constants of the medium are
given by

Kijkl =
∂σij

∂ǫkl

. (I.16)

In the 1-D case, only one component is not zero. Thus this equation reduces to the com-
pressional stress σ

σ =
(

2µ + λ
)

ǫ +





1

3
A + 3B + C



ǫ2. (I.17)

The elastic modulus reduces to

K =
∂σ

∂ǫ
= (2µ + λ) +

(

1

3
A + 3B + C

)

ǫ = K0(1 + βǫ) (I.18)

where K0 is, in this case, the young modulus and β =
1

3
A+3B+C

2µ+λ
is the quadratic nonlinear

coefficient for longitudinal waves in isotropic media.
Notice that, if we further develop to the fourth order the expansion of the free energy, we

obtain higher order terms of the elastic modulus expressed as a function of the strain field:

K = K0(1 + βǫ + δǫ2 + ...) (I.19)

where

δ =
3l + 2m

2λ + 2µ
(I.20)

is the cubic nonlinear coefficient expressed as a function of the components of the first and
third order elastic tensors(l and m are constants of Murnaghan).

In the 3-D case, the equation of motion for the displacement field is

ρ
∂2ui

∂t2
=

∂σij

∂xj

(I.21)

Using the strain expression previously derived, we obtain the expression of σij as
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σij = µ





∂ui

∂xj

+
∂uj

∂xi



+ λ
∂ui

∂xi

δij +
1

4
A

∂uk

∂xi

∂uk

∂xj

+

+
1

2
B



2
∂ui

∂xi

∂ui

∂xj

+





∂ui

∂xj





2

δij



+
1

12
A

∂uj

∂xk

∂uk

∂xi

+ (I.22)

+
1

2
B





∂uj

∂xi

∂ui

∂xi

+ 2





∂ui

∂xj



δij



+ C





∂ui

∂xi





2

.

We finally write the equation of motion in the nonlinear case

ρ
∂2ui

∂t2
= µ

∂2ui

∂x2
j

+ µ
∂uj

∂xi

∂ui

∂xj

+ λ
∂2ui

∂xi∂xj

δij + fi (I.23)

where fi contains all second order terms of the gradient displacement field.

µ
∂2ui

∂x2
j

+ µ
∂uj

∂xi

∂ui

∂xj

+ λ
∂2ui

∂xi∂xj

δij − ρ
∂2ui

∂t2
= −fi (I.24)

When we have a longitudinal plane wave (i.e. ∂ui/∂xj = 0 when i 6= j), we end up with

(

2µ + λ
)

∂2ui

∂x2
− ρ

∂2ui

∂t2
= −fi (I.25)

In the 1-D case, the equation of motion becomes

∂2u

∂x2
− 1

C2
l

∂2u

∂t2
= −2β

∂2u

∂x2

∂u

∂x
(I.26)

2.3 Effects of nonlinear terms in the wave equation

In materials exhibiting classical nonlinearity, two main effects are usually observed in the
literature. The first is the generation of higher order harmonics (or sidebands), i.e. for a given
frequency of the source function, the response of the system is a time function which contains
other frequencies as well. The second effect is a shift of the sample’s resonance frequency, which
always corresponds to softening. As we will show here, the indications from classical nonlinear
elasticity are that third harmonics are generated with amplitude proportional to the cube of
the amplitude of the fundamental and that the shift of the resonance frequency is proportional
to the square of the strain amplitude.
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2.3.1 Harmonics and sidebands generation

The cubic terms in the free energy give quadratic terms in the stress field and in the equation
of motion as well. We limit our study here to the 1-D case, using Eq. I.26

Solving the equation by the method of successive approximations, we first omit the quadratic
terms:

∂2u

∂x2
− 1

C2
l

∂2u

∂t2
= 0 (I.27)

This is the ordinary linear equation, whose solution u0(x, t) could be put in the form of a
superposition of monochromatic traveling waves of frequencies wn and amplitudes Cn:

u0 =
∑

n

Cnei(wnt−knx) +
∑

n

Cnei(wnt+knx) (I.28)

Going to the second order approximation, we look for a solution in the form

u(x, t) = u0(x, t) + u1(x, t)

Substituting in Eq. I.26 and omitting higher order terms in u1(t) we obtain

∂2u0

∂x2
+

∂2u1

∂x2
− 1

C2
l

∂2u0

∂t2
− 1

C2
l

∂2u1

∂t2
= −2β

∂2u0

∂x2

∂u0

∂x
(I.29)

Linear terms in u0 will disappear since u0, by definition, satisfies the homogeneous linear
equation. The result is an inhomogeneous linear equation for the first order correction u1(x, t),
where the right-hand side contains only known functions.

In the particular case in which the source function is the superposition of two monochromatic
waves, i.e. two sine functions, with frequencies w1 and w2, we have u0(x, t) = C1e

i(w1t−k1x) +
C1e

i(w1t+k1x) + C2e
i(w2t−k2x) + C2e

i(w2t+k2x). To determine the first order correction, we have to
solve the equation

∂2u1

∂x2
− 1

C2
l

∂2u1

∂t2
= −2β

∂2u0

∂x2

∂u0

∂x
(I.30)

Substituting the first order solution u0 we obtain:

∂2u1

∂x2
− 1

C2
l

(
∂2u1

∂t2
) = −2β



− ik3
1C2

1e−i(2w1t−2k1x) + ik3
1C2

1e−i(2w1t+2k1x) − ik3
2C2

2e−i(2w2t−2k2x) +

ik3
2C2

2e−i(2w2t+2k2x) + iC1C2(k2k1
2 + k1k2

2)e−i(w2+w1)t−(k1+k2)x) + iC1C2(k2k1
2 + k1k2

2)e−i(w2−w1)t−(k1−k2)x)(I.31)

A particular integral of a linear equation of this type is a sum of terms containing similar
exponential factors to those in the free term (the right-hand side) of the equations. Each of them
correspond to a traveling wave of frequencies w1±w2, 2w1 and 2w2 with amplitudes proportional
to the distance of propagation and to the square of the injected frequencies amplitudes. In
particular, it can be easily verified that the general solution is in the form
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u(x, t) = u0(x, t) + u1(x, t)

= C1e
i(w1t−k1x) + C2e

i(w2t−k2x) + β
x

2



k2
1C2

1ei(2w1t−2k1x)(I.32)

+k2
2C2

2ei(2w2t−2k2x) − 2ik2k1C1C2e
i(2(w1+w2)t−2(k1+k2)x) − 2ik2k1C1C2e

i(2(w1−w2)t−2(k1−11k2)x)





Terms in the solution have a specific meaning. The waves with double frequencies, i.e. with
2w1 and 2w2 are termed second harmonics. They are both proportional to the square of the
amplitude of the corresponding frequency, being β the proportionality coefficient. Terms with
frequency w1 ± w2 are termed sidebands and their amplitude is proportional to the product of
the amplitudes of the corresponding frequencies.

It is to be noted that, when the source function is a pure monochromatic wave with frequency
w (C1 = CI and C2 = 0), the solution contains only two terms:

u(x, t) = CIei(wt−kx) + CIIei(2wt−2kx) (I.33)

It follows that the nonlinear coefficient β could be measured in experiments by measuring the
ratio between the second harmonic amplitude and the square of the fundamental amplitude,
using

CII = β
x

2
k2C2

I (I.34)

where x is the propagation distance.
Before concluding the argument, we remark that this method of solution is valid as long as

the energy transferred from frequencies w1 and w2 to their harmonics and sidebands is a small
fraction of the total energy. Eventually, the equation should be solved to higher order terms
u(x, t) = u0(x, t) + u1(x, t) + u2(x, t) + u3(x, t) + ..., leading to the appearance of third order
harmonics and other terms in the solution, which are proportional to the cube of the amplitude
of injected frequencies.

Of course, a complete analysis would require also to consider higher order terms in the
expansion of the free energy, i.e. introducing the nonlinear coefficient δ. In this case, the solution
could be extremely complex. In any case, it will be possible to derive δ from the proportionality
between the amplitude of the third order harmonics and the cube of the amplitude of the
fundamental, similar to Eq. I.34.

2.3.2 Resonance frequency shift

The same nonlinear equation of motion established in the case of longitudinal waves can be
written in the following manner

∂2u

∂t2
= C2

l

[

∂2u

∂x2
+ 2β

∂2u

∂x2

∂u

∂x

]

= C2
l

∂2u

∂x2

[

1 + 2β
∂u

∂x

]

= C2 ∂2u

∂x2
(I.35)
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where

C2 = C2
l

[

1 + β
∂u

∂x

]

(I.36)

Here Cl is the linear longitudinal wave speed and C the wave speed in the nonlinear medium.
If we consider higher order terms in the free energy expansion

C2 = C2
l

[

1 + 2β
∂u

∂x
+ 3δ

(

∂u

∂x

)2

+ ...

]

(I.37)

In both cases, the wave velocity C is strain amplitude dependent. Thus any change in the
strain amplitude in time will affect the propagation velocity in the medium, as a consequence
of the change in the elastic modulus.

The same dependence on strain could be observed and measured for the resonance frequency
ωr which is proportional to the velocity (in the hypothesis of non dispersive medium of course).
We can thus say that, defining ωl the resonance frequency in the linear limit, we have

C2 − C2
l = C2

l



β
∂u

∂x
+ 3δ

(

∂u

∂x

)2

+ ...



 (I.38)

C2 − C2
l

C2
l

= βǫ + δǫ2 (I.39)

C2 − C2
l

C2
l

∝ ω2
r − ω2

l

ω2
l

∝




ωr + ωl

ωl









ωr − ωl

ωl



 ∝ 2
ωr − ωl

ωl

(I.40)

The strain dependence of velocity is resulting in a shift of the resonance frequency when
strain amplitude (consequently applied stress) increases.

As a result of the calculation, the relation between the resonance frequency shift and the
strain amplitude is

<
ωr − ωl

ωl

>∝ β < ǫ(t) > +δ < ǫ2(t) > (I.41)

Being the strain average (considered as a sinusoidal function) over one period of excitation
equal to zero, the term proportional to β doesn’t contribute to the shift of the resonance peak.
This shift is due to only the higher order expansion term δ < ǫ2(t) >= δ 1

2
ǫmax

2. Here ǫmax
2 is

the maximum strain amplitude.
It follows that we can write the resonance frequency shift as a function of strain in the form

ωr − ωl

ωl

∝ 1

2
δǫmax

2 (I.42)

As already mentioned, this result is the second consequence of the presence of classical non-
linearity in the medium and it is in agreement with what have been experimentally observed in
resonance experiments for several materials (with a negative coefficient δ) : theresonancepeakshiftstolow
with b = 2.

9



I.3 Non classical nonlinear wave propagation in solids

3 Non classical nonlinear wave propagation in solids

The theory discussed in the previous Section is adequate to describe nonlinearity only
in a given class of materials, mostly intact metals. On the contrary, it is not sufficient to
describe the nonlinear behavior observed in rocks, concrete, cracked metals or composites etc.,
which belong to the class of Nonlinear Mesoscopic Elastic materials. In this cases, several
experimental observations reported in the literature are contradicting the expectations from
the Landau theory, as it will be discussed in the following.

3.1 Quasi-static behavior

First observations of nonclassical nonlinearity in solids come from quasi static stress-strain
experiments [11, 12]. A typical result is shown in Fig. I.1 in the case of a sandstone sample
[13]. The curve presents the dependence of stress on strain (subplot (b)) when a given axial
stress protocol (subplot(a)) is applied to the sample. The applied stress is varied very slowly
to ensure quasi-static (equilibrium) conditions at each strain and the resulting plot shows that
sandstone is nonlinear and presents hysteresis and discrete memory [13].

Figure I.1 – (a) Axial stress protocol for the quasi-static stress-strain experiment; (b) Stress-

strain experimental result corresponding to the protocol shown in (a) for a

sandstone [13].

Of course, such a relation between stress and strain could not be predicted within the clas-
sical Landau theory. In particular, one needs to include an additional term into the definition
of the stress, taking into account the stress dependence on the strain rate and on its sign.
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Introducing hysteresis, Van Den Abeele et al.[14] wrote the following equation of motion:

∂2u

∂t2
= C2

0

∂2u

∂x2



1 + β
∂u

∂x
+ δ

(

∂u

∂x

)2

+ ...



+ H



ǫ, sign





∂ǫ

∂t







 (I.43)

Here H is a function describing hysteretic nonlinearity and ∂ǫ/∂t is the strain rate. It is to
be noted that this function should depend not only on the strain rate, but also on the strain
history. An analytic expression of the H function is still missing, but several discrete models
[15–18] have been proposed to reproduce and understand experimental observations on NME
materials, as it will be discussed in the next Chapter.

To conclude about quasi-static observations, we discuss also some efforts done to trace the
origin of this hysteretic behavior in a rock sample. Gist [20] performed a similar quasi-static
measurement on a rock sample before and after the elimination of its typical crack-like pores
structure. To eliminate the presence of pores, liquid epoxy has been injected into the rock
sample to fill, and consequently eliminate, flat pores with size smaller than 10µm. As reported
in Fig. I.2, it was shown that the pressure dependence of the modulus, indirectly measured
from velocity, decreases dramatically and hysteresis disappears after the elimination of small
pores.

This observation, together with other measurements, based also on neutron scattering [12],
have led researchers to conclude that the origin of hysteresis and discrete memory should be in
the interfaces created by the presence of grain bouandries and micro-cracks.

Figure I.2 – Plot of the wave velocity vs. applied pressure for dry Berea sandstone and Berea

with a bond system (flat pores) filled with epoxy. Open circles represent the

second upward cycle [20].
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3.2 Dynamic behavior

In addition to the quasi static behavior described above, other observations suggest that
nonlinearity in NME materials should have a different origin from that of atomistic nonlinearity
and indeed it should be related to the material structure. Most of these experiments are showing
an anomalous dynamic behavior in NME materials, i.e. when a time dependent perturbation
is applied.

Results in the literature agree saying that most undamaged materials such as intact alu-
minum, Plexiglas and mono crystalline solids show only a very small nonlinear response related
to deformations at the atomic scale. In this range, their behavior is well described by Landau
theory. Evidence of such nonlinearity is only manifested at moderately high strain levels.

However, as soon as damaged, the situation is different. For strain amplitudes up to 10−8,
they seem to behave classically and obey the Landau theory. At larger strains, their behavior is
more similar to that of Berea sandstone. It is to be noted that even in such strain range classical
nonlinearity is still present, being directly related to the material itself and not dependent on
its environment. However, for larger strains classical effects are hidden by the stronger effects
due to hysteresis.

In this strain range (10−8 to 10−6) there is evidence of several limits of the classical theory
to deal with NME nonlinear behavior. These limits are related to observation of an anomalous
scaling of third order harmonics and resonant peak shift with strain amplitude. Furthermore,
slow dynamics is an additional effect which cannot be explained within the classical theory
framework.

Like it was shown in the classical nonlinear case, dynamic nonlinear response may manifest
itself in a variety of ways. Therefore, many indicators of nonlinearity could be defined, linking
the detected strain amplitude of the driving frequency to the harmonics amplitude, resonance
frequency shift, break of the superposition principle. As mentioned, additional indicators not
existing for classical nonlinear materials could be introduced exploiting the properties linked
to slow dynamical effects.

Depending on whether the experiment is done in few seconds or in some hours, effects
in mesoscopic materials might be very different. In the following we define two categories
of experiments. In the first case the experiment time is of the order of the period of the
perturbation exciting the system: we speak of fast dynamics. In the second case, the response
of the system is tracked on a much longer time scale, to observe conditioning and relaxation
effects. We speak of slow dynamics.

3.2.1 Fast dynamic experiments

Fast dynamic effects appear very rapidly. In principle, only few pico seconds of dynamic
excitation at increasing strain level are needed to observe the amplitude dependence of the
aforementioned nonlinear indicators. A fast dynamic experiment could be realized in different
manners: in the time or in the frequency domain, using standing or transient waves, with CWs
or pulses excitations, etc. as will be discussed in the following.
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Harmonics generation

A typical experiment dealing with harmonics generation phenomena is very similar to that
described already for classical nonlinear materials. The sample is excited with a source function
f(t), the signals recorded at the receivers positions after having traveled into the medium are
analyzed to measure the harmonics amplitudes via a Fourier analysis. Most experiments have
been conducted in Young’s mode resonance, however, some torsional measurements have been
conducted as well by Bonner and al.[21].

The plot of the second and third harmonic amplitudes as a function of the strain amplitude
of the fundamental is a power law y = axb, as for classical nonlinearity. The calculation
of the slope b of the same curve plotted in logarithmic scale, however, provides a significant
quantitative information about the nature of the nonlinearity. Indeed, the exponent is found
to be the same for the second and third harmonics, in contradiction with what theoretically
expected.

As an example, we show here a typical result obtained for Berea sandstone: see Fig. I.3.
The slope is b = 2 for both curves. In addition, for the same strain, the third harmonic (hollow
circles) has an amplitude larger than the second harmonic (filled circles), denoting a further
difference with respect to classical predictions.

Figure I.3 – Second and third harmonic amplitudes as a function of measured strain ampli-

tude in Berea sandstone. The harmonic amplitudes were obtained from Fourier

analysis of the recorded time signals. [13]

Nonlinear resonance frequency shift

The amplitude dependence of the resonance frequency, known as the Nonlinear Resonant
Ultrasound Spectroscopy technique, can be used for calculation of the average elastic modulus of
the medium and wave propagation speed. Due to the amplification that resonance experiment
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provides, it is perhaps the most sensitive way to observe nonlinear behavior, even at extremely
small dynamic strains, as small as ǫ = 10−9.

A typical 1-D resonance experiment consists on sweeping both upward and downward around
the fundamental resonance frequency. Many frequency sweeps are repeated at successively
increasing drive voltage over the same frequency interval in order to monitor the resonance
peak shift. By plotting the frequency shift as a function of the fundamental mode strain
amplitude, one can learn about the nature of the nonlinearity. The dependence between the
normalized frequency shift and the strain is again a power law relation y = axb. The exponent
measured in experiments on NME materials is b = 1, again different from that predicted in the
classical Landau theory.

We show in Fig. I.4, the results of an experiment performed on Fontainebleau, Berea and
Lavoux sandstones. The resonance curves for Fontainebleau sandstone (output amplitude as
a function of frequency of excitation) are shown in the right plot. The absolute value of the
resonance frequency shift is shown in the left plot. Besides noting a downward shift of the
frequency at which maximum response is observed, the plot indicates that different results are
obtained when the sweep over frequency is performed in the upward (increasing frequency) or
downward directions. This is again an indication of a limit of the classical theory and it is a
direct consequence of effects due to conditioning, as discussed in the next paragraph.

3.2.2 Slow dynamic effects

Slow dynamics, by far the most typical characteristic of non classical NME, refers to the
logarithmic time dependence recovery of the elastic modulus to its initial value after being soft-
ened by a large amplitude strain. It includes two different time scale mechanisms: conditioning
which takes place on a time scale of few seconds to minutes and relaxation which occurs on a
much longer time scale (of the order of 103 seconds to days).

At first glance, a creep-like behavior seems to provide the possible explanation about the
mechanism responsible of slow dynamic effects. But, this hypothesis fails since creep is observed
in quasi static experiments, while in rocks and some damaged metals slow dynamics is induced
by a dynamic driving and occurs under dynamic strain levels three orders of magnitude below
those of a typical creep experiment. In addition, slow dynamics behavior is always reversible
and repeatable.

Conditioning

The softening of the material, also termed conditioning, takes place under dynamic strain
levels of the order of 10−6 and larger. Full conditioning is obtained in a short time (from few
seconds to minutes). At a first glance, this time scale seems to be long enough to allow neglecting
its effects in fast dynamic experiment (time scale of the order of micro seconds). Nevertheless,
experiments indicate most of the conditioning to be occurring almost instantaneously and thus
coupling between conditioning and fast dynamics have always to be considered. In other words,
the same wave propagating in a dynamic experiment is causing a non negligible self-conditioning
effect.
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Figure I.4 – Right: resonance curves for a Fontainebleau sandstone cylindrical sample at in-

creasing drive: the resonance peak shifts to the left and the Q-factor increases.

Left: normed frequency shift |ω−ω0|
ω0

, where ω0 is the linear resonance frequency,

plotted as a function of strain amplitude for various rocks. The slope of the

curves is approximately one, indicating that non classical nonlinearity is re-

sponsible for the peak shift [13]
.

The typical observation of conditioning is the modulus decrease during the application
of a dynamic excitation of NME materials. If the excitation persists the modulus decreases
continuously for some period of time until the material reaches a new equilibrium state where
no more change takes place. Consequently, the amount of conditioning depends on the time
duration of the excitation and its amplitude. Experiments show that the total decrease in
modulus increases with increasing duration and amplitude of the excitation. As a second
example, in Fig. I.5, results for a damaged concrete sample are shown [22]. Here, a large
amplitude excitation is applied to a cylindrical concrete sample for a long time. Lower amplitude
ultrasonic waves are used to test the sample by measuring the wave velocity at different times
during conditioning. The plot of velocity vs. time, shows a decrease up to stationary conditions
are reached (blue triangles), that is a typical conditioning observation. At the same time, an
indicator of nonlinearity is also measured (red circles - SSM indicator; black squares - harmonics
indicator). Albeit we will discuss better the result in the last chapter of this thesis, we anticipate
here that an increase of nonlinearity of the sample could be observed, while conditioning is
increasing. In the experiments, temperature and humidity were controlled in order to separate
conditioning effects from those due to fluctuations in the environmental parameters.
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Figure I.5 – Conditioning in a damaged concrete sample. As conditioning time increases,

the wave velocity diminishes (blue circle), while the nonlinearity of the sample

(indicator θ) increases (red circles and black squares for the Scaling Subtraction

Method and harmonics indicators, respectively)
.

Relaxation

After full conditioning is obtained, relaxation occurs. In experiments, the drive which has
conditioned the sample is turned off and the way followed by the sample to return back to its
original state is monitored. It takes a relatively large time for the recovery process to take
place and it depends on the logarithm of time, over minutes to days depending on the strain
amplitude used to condition and its duration.

To clearly see the slow dynamic behavior, one can perform the following measurement of the
resonance frequency. A first frequency sweep is performed at a small strain amplitude, followed
by a second sweep performed at a large strain amplitude and at a very slow rate (about few
minutes duration) to ensure full conditioning. Afterward, successive sweeps are repeated at
the lowest excitation amplitude and the resonance frequency shift ∆ω/ω0 is monitored in time.
Immediately after conditioning, a significant shift is observed. The negative value of the shift
is indication of softening. However, slowly in time, ∆ω/ω0 diminishes, up to returning to zero,
thus indicating the elastic modulus has recovered its original state after a relatively long time.
It is noticed that the slow dynamical scaling of the resonance frequency recovery in time is
logarithmic. An example of slow dynamics is illustrated in the two plots of Fig. I.6, for a
concrete specimen [23].
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Figure I.6 – Slow dynamics in a concrete sample. Left: Conditioning at constant amplitude;

Right: Relaxation process in time [23].

4 Conclusions

In this first chapter, we have introduced the basic equations for wave propagation in classical
nonlinear media and briefly summarized the results expected from the theory. We have shown
how experimental observations in a wide class of materials, including rocks, concrete, bones
and damaged metals or composites, are indicating the need of more complex models to describe
the link between stress and strain. In Table I.1, the main predictions observed in Nonlinear
Mesoscopic Elastic materials are summarized and compared with those emerging from classical
nonlinear theories. In the next Chapter, some of the models proposed in the literature to
explain all these emerging features will be discussed.
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Summary Classical Nonlinear Nonclassical Nonlinear

Quasi static

σ

ǫ

σ

ǫ

Fast
dy-
namic

Harmonics genertion

log
A2ω0,3ω0

Aω0

logAω0

0 1 2 3

1

2

3

4

2ω0

3ω0 log
A2ω0,3ω0

ω0

logAω0
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1

2

3 3ω0

2ω0

Resonance shift

∆ω
ω0

ǫ

0 1 2 3

1

2

3 ∆ω
ω0

ǫ

0 1 2 3 4

1

2

3

4

Slow dynamics no yes

Table I.1 – Basic similarities and differences in the behavior of classical and nonclassical

elastic media.
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Chapter II

Models for Nonlinear Mesoscopic Elasticity

1 Introduction

Several experimental observations pointed out that NME materials could not be described
in the framework of the classical nonlinear theory, as stated in the previous Chapter. Therefore
they should be described by a non classical nonlinear Equation Of State (EOS) which has
the particularity of being multivalued (it presents hysteresis in the quasi static stress-strain
relation) and amplitude dependent (due to nonlinearity). Furthermore, memory and relaxation
effects have been reported in the literature for such materials.

Several continuous models have been proposed to analytically describe the non classical term
in the equation of motion Eq. I.43 of Chapter I [1–4]. However, in addition to the fact that they
do not account for conditioning and relaxation processes, their use is limited to describe very
specific experiments, i.e. with a given material and geometry. Thus the continuous approaches
misses universality.

As a consequence of the presence of multivalued functions and/or threshold activated mech-
anisms, the analytical formulation of the EOS is indeed generally not feasible and discrete
modeling is required to understand and explain the experimental observations reported in the
literature. It was shown that a multi-scale statistical description based on the generalized
Preisach-Mayergoyz discrete formalism [5] could be a suitable approach to model the nonlinear
elasticity[6] specific to materials containing mesoscopic structural features like cracks, grain
boundaries, and contacts of typical size of some micrometers.

The goal of this Chapter is to provide a brief overview of some of the models reported in the
literature and to define in details the EOS for the models which will be used in the following
of the thesis. In this work, hysteresis, clapping and adhesion models have been reformulated in
the framework of a multi-state approach, as discussed in the last Section of the Chapter.

2 Physical models

Nonlinearity in NME materials finds its origin in the bond system i.e. the contacts between
grains, micro cracks, zones separating different phases, etc. The bond represents the soft part
of the material compared to the matrix which is elastically harder. An adequate physical model
to deal with this kind of materials must be able to describe the behavior of the soft zone and
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II.2 Physical models

the interactions susceptible to be present at the microscopic level. Such interactions might
manifest in terms of friction, adhesion and clapping mechanisms.

2.1 Internal friction

Since hysteresis in the stress-strain relation describing rocks behavior has been experimen-
tally observed in 1940, a considerable interest has been given to explain the physical mech-
anisms behind this phenomenon. For more than three decades, it was attributed to internal
friction that derives from several dissipation mechanisms acting at the microscopic level. As a
consequence some models have been proposed accordingly.

2.1.1 Granato-Lucke model of dislocations

It is undoubtedly established that the structure of grain boundaries is crystal-like [7] and
this is the case of grain boundaries in many hysteretic materials. On the other hand, a network
of dislocations is known to be present in some crystalline systems before deformation. On these
basis, it was postulated that in a consolidated granular system the concentration of dislocations
is mostly located at the grain boundaries, rather than inside grains. As a consequence, the
contribution of the motion of dislocations to the internal friction in nonlinear materials should
be great. Based on such ideas, the theory of dislocations as sources of mechanical damping has
been developed by Granato and Lucke in 1956 [8].

For large enough concentrations of impurity atoms, the length of the network loop is deter-
mined by intersection of the dislocation segments which are pinned down by every two successive
impurity particles. The Granato- Lucke model assumes the vibration of a dislocation line seg-
ment pinned to impurity atoms under an alternating stress equivalent to the problem of the
forced damped vibration of a string.

There are two characteristic lengths in the model: the network length ln and the length ld
of dislocation segments between two successive impurity atoms, as long as an external shear
stress is applied. As we can see in Fig. II.1.(a), the dislocation segment, initially undeformed
(A), begins bending (B) after the application of an external stress up to forming dislocation
loops (C). Finally the maximum deformation of ld corresponds to a critical value of stress,
termed breakaway stress, at which the dislocation segments are disconnected from impurity
atoms (D). At this point, a sudden large increase in the dislocation strain occurs without the
corresponding increase in the applied stress causing the material to become softer. When the
stress is reduced, the strain decreases along the same softer line, i.e. during the unloading part
of the stress cycle, from (D) to (A), the network loop is pulled until the segment loop has
completely collapsed with those in the initial situation (A). Here, dislocations are again pinned
by the impurity particles and returns to the initial situation before inducing the dislocations
to react.

The process leads to an irreversible dislocation strain which is shown in Fig. II.1.(b) and
could be described by an EOS represented by the solid line. Assuming that the impurity atoms
are randomly distributed in the crystal, a distribution of segment lengths ld can be used to
describe the different dislocation loops. By averaging over all the elements, the dislocation
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stress-strain curve becomes smoother as shown by the dashed curve.
The energy losses in the model are thus of two different natures. The first loss is due to

the fact that the motion which is forced by the external stress is opposed by some damping
mechanism. The second type of loss is due to the asymmetry of the loading/unloading processes.
This loss is proportional to the area enclosed by the stress-strain loop very similar to the
hysteretic loop in the PM space based hysteretic model described in the following.

(A) (B) (C) (D)

(a)

ǫdis

σdis

A

C D

B

(b)

Figure II.1 – (a) The successive drawings indicate schematically the bowing out of a pinned

dislocation line by an increasing applied stress; (b) Stress-strain equation in the

Granato-Lucke model. The equation for a single dislocation line is reported as

a solid line, while averaging over dislocations lines with different lengths give

the macroscopic stress-strain equation reported as a dashed line [8]

2.1.2 Stick-slip motion

A typical stick-slip experiment is illustrated in Fig. II.2, where a mass m, which is initially
at rest, is pulled over a block by a spring of elastic constant k which is deformed at constant
velocity v during loading. The spring is progressively elongated, being the elongation denoted
as x, until the applied force is sufficient to overcome the static frictional force. At that point,
the mass is not in equilibrium and suddenly it is displaced with respect to the block.

During the unloading phase, the spring is compressed i.e. the pulling force decreases and
the mass eventually stops after a certain time. Again, static friction is important and the mass
could perhaps remain stationary until the loading force in the spring (of opposite direction with
respect to the loading phase) reaches once more a value sufficient to overcome the friction force.
The process is repeated, creating a periodic motion consisting of phases where the mass sticks
and slips.

The classical explanation for this jerky type of motion in brittle rocks can be derived as-
suming sudden fractures of locked regions on surfaces which are in contact. This phenomenon
brings the two surfaces out of equilibrium and a relative motion is established. It follows that
the friction force falls suddenly to a lower value equal to the dynamic friction. The force in the
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fk, v
mf(v0)

v0

Figure II.2 – Stick- slip processes as consequence of frictional sliding between two surfaces

in contact under shearing applied stress

spring is now greater than the force required to maintain sliding of both surfaces at constant
velocity v, so that the system is not in equilibrium and one surface accelerates with respect to
the other [9].

The differential equation for the motion of the mass on the flat can be derived by adding
all the forces acting on the mass during its motion and equating this sum to the acceleration:

mẍm = k(x − xm) − f

ẋ = v − vm (II.1)

where x and xm denote the loading position and the mass coordinate respectively. Here the
friction force f at the shearing surfaces is generally a function of xm, vm and t. Such a function
could be written to provide hysteretic effects.

The models reported in the literature generally assume a particular functional form for the
friction as a function of velocity: f(vm). To describe such functional form, a large number
of mechanically coupled elements forming the contact is postulated and statistical averaging
performed.

2.2 Clapping mechanism

When two contacting surfaces are subject to an applied stress cycle, the separation distance
between the centers of grains belonging to these surfaces corresponds to a strain varying in
time with the same period of the forcing stress, at least in a first approximation. When two
asperities composing the two surfaces of the grains approach each others, without yet being
in contact, the separation distance becomes of the order of inter-atomic distances. At such
length scales, chemical interactions take place between the asperities. This interaction could
be well described in terms of a Lennard Jones potential, i.e. a potential which is derived from
the balance between attractive forces (describing van der Waals attraction at long ranges) and
repulsive forces (describing Pauli repulsion at short ranges due to overlapping electron orbitals).

As a consequence of such interaction, the behavior at the interface might become very
complex and hysteretic. Let us consider a simple system in which two surfaces in contact,
representing for example the two lips of a crack, are subject to an external pressure cycle.
Under tension, no force is exerted by one surface over the other (open contact), while when
compression occurs the surfaces approaches. Once their separation distance is of the order of
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Figure II.3 – (a) The Lennard-Jones potential between two molecules as a function of the

distance r separating them; (b) Lennard-Jones-like interaction between two

surfaces in contact separated by a distance ∆x as described in the Clapping

model, the Lennard-Jones potential is approximated by 4 segment-like inter-

vals. [10]

inter atomic distances, as a consequence of the Lennard-Jones potential, a force starts being
generated, upon the time in which full contact is achieved and a full force is generated at the
interface.

We will discuss better this model in the following. We mention here that to model this
system and describe the behavior of the contact regions between the two surfaces, a clapping
microscopic element is introduced, with EOS reported in Fig. II.3. In other words, the Lennard
Jones potential is approximated by four linear segments (three elastic states with different
elastic constants (k1, k2, k3) and one state supporting zero force k4 = 0) [10]. In the Figure, the
variable ∆x denotes the separation distance between the surfaces in contact.

2.3 Adhesion mechanism

It is a more complex form of the interaction between two surfaces in contact. Besides the
intermolecular potential Φ (see Fig. V.7. (a)), described in clapping model and considered as
the only contribution, the potential in adhesion model proposed by Vitalyi Gussev [11] contains
additional terms, like potential of capillary forces due to the presence of liquids at the interface,
potential of external preloading Φ0 and of Hertzian contact stress ΦH in rough surfaces, which
interact during deformation and results in an effective potential Φad (see Fig. V.7. (b)). This
interaction is often so complex that it is difficult to predict its form. This can be done in several
ways, here the piece-wise linear approximation is considered as shown in Fig. V.7. (c).
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Figure II.4 – (a) The short-scale intermolecular Lennard-Jones potential; (b) An effective

potential Φad ∝ Φ + ΦH + Φ0; (c) a piece-wise linear approximation for the

effective potential. [11]

3 Preisach-Mayergoyz models of nonlinear elasticity

The main paradigm of hysteretic phenomena is the one observed in ferromagnetic systems,
for which the Preisach-Mayergoyz (PM) formalism was initially proposed. This approach was
later generalized to any hysteretic phenomenon independently from its origin [5] and it was
translated by Guyer et al. [12] to the field of NME materials to model the hysteresis and
dynamic nonlinear effects shown in experiments.

In the PM formalism, some mesoscopic elements (ME) are defined with a particular simple
equation of state (EOS). The macroscopic stress-strain relation is obtained averaging over a
large number of MEs with different microscopic properties as it will be detailed in the following.

3.1 Equation of state of the microscopic elements

Each microscopic unit is defined as a two states (open and closed) element with different
properties. Also a pair of characteristic pressure parameters (Po and Pc) is defined, termed
opening and closing pressure respectively. The applied pressure P is in fact chosen as the
external variable controlling the transition between the two states.

The behavior of the microscopic element is shown in Fig. II.5. Increasing the applied
pressure (loading), each element being initially open will switch suddenly to the closed state
when the driving variable P exceeds the characteristic value Pc of the element (P > Pc); the
unloading process leads initially closed elements to go back to the open state when the applied
pressure falls bellow the opening pressure of the element: P < Po. We observe the element
is always in the closed (open) state for P > Pc (P < Po) while in the intermediate region
Po < P < Pc, it may be in each one of the two states depending on the last state that has been
imposed by the pressure previously applied to the sample, i.e. depending whether ∂P

∂t
< 0 or

∂P
∂t

> 0.
In the original model proposed by McCall and Guyer [12, 13], the open and closed states

are both rigid states and a pair of element lengths (lo and lc) are associated to the two states.
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Pc

Po

Open

P
Closed

P = P (t)

Figure II.5 – Behavior of one microscopic element in an elastic PM model

In other words, the element which are open (closed) have a length lo (lc). When the pressure
increases, the element keeps the same length and behaves rigidly up to the value P = Pc

where the element instantaneously closes and assume the length lc < lo. For further increase in
pressure the element continue to behave rigidly with length lc. When decreasing the pressure
the length of the element remains the same until the opening pressure value is reached. At that
pressure level the element switches instantaneously to the open state and its length becomes lo
again and remains unchanged even if the pressure is further decreased.

The pairs (lc,lo) could be connected in a deterministic or statistical way to the pairs of
(Pc,Po). We consider here a simple model with the same two values of equilibrium lengths
for all the hysteretic elements and define lc = (1 − α)lo, where 0 ≤ α < 1. This system
could be treated using the effective medium theory, as done in ref.[13]. In this approach, the
inhomogeneous system is replaced by a uniform system using springs with an equilibrium length
equal to the average value of the system.

The total length at pressure P is therefore

l[P ] = N
[

loNo[P ] + lcNc[P ]
]

(II.2)

where No[P ] and Nc[P ] are the fraction of open and closed elastic units at pressure P , respec-
tively. N is the total number of elements.

The averaged length is obtained dividing by N :

l[P ] = loNo[P ] + lcNc[P ] = lo + (lc − lo)Nc[P ] (II.3)

which could be rewritten as

l[P ] = lo(1 − αNc[P ]) (II.4)

As a result, the applied strain on the ME can be defined as

ǫ[P ] =
l[P ] − lo

lo
= −αNc[P ]. (II.5)

where it is assumed all elements to be in the open state at P = 0 (rest length is lo). Therefore
the equation of state is completely determined by the fraction Nc[P ] of closed elements during
the pressure protocol. To estimate such a fraction and plot the stress-strain equation, the PM
formalism is then introduced.
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3.2 PM formalism

To scale up the EOS from microscopic to mesoscopic level, a statistical averaging is per-
formed over all the hysteretic elements. In other words, the number of elements in the closed
state Nc should be calculated. To provide statistical averaging, the pair of parameters (Po, Pc)
should be randomly assigned to each element and their position with respect to the applied
pressure should be checked at every time to determine the equation of state.

A suitable way to do so, is to take advantage of a PM representation. Indeed, each hysteretic
element could be represented, in a closing pressure - opening pressure space, commonly called
PM space, by a point having as coordinates its characteristic parameters (Pc, Po).

The PM space is only partly filled, since the condition Pc ≥ Po should be verified. It follows
that only the space region below the bisecting line is filled (lower triangle of the PM space).
The hysteresis in the stress-strain relation is related to the fact that each element can be in two
different states, so in two different energy levels, under the same loading. It follows that the
contribution of a microscopic element to macroscopic hysteresis is a function of the difference
between its two characteristic values Pc − Po. Elements situated on the diagonal Pc = Po are
consequently not hysteretic. On the other hand, the further the element is from the diagonal,
the more it is hysteretic.

Fig. II.6 shows how the stress-strain equation could be derived applying a pressure protocol
P (t) shown in subplot(a). The different PM space configurations corresponding to some time
instances during this protocol are shown in subplot (b). In each configuration, the state of the
elements is represented using a color code: open elements are represented in white, while the
black is reserved to closed elements.

Both hysteretic and non hysteretic (i.e. with Po = Pc) elements contribute in the PM space
with densities ρB and ρD respectively. Notice that the choice of the density distribution is very
important. Often both densities could be assumed constant (i.e. not pressure dependent), at
least as far as a very small portion only of the PM space is spanned by the applied pressure.
In the case discussed here the PM density of the nonhysteretic elastic units on the diagonal is
defined as a pressure dependent function

ρD(Pc, Po) = D(P )δ(Pc − Po) (II.6)

Where δ(Pc − Po) is the delta function. These elements are found to be the major percentage
of the PM space density determined empirically from stress- strain measurements. The PM
density of the hysteretic elements, situated off the diagonal, is

ρB(Pc, Po) = B(Pc, Po) (II.7)

In the pressure protocol considered, at the initial state P (t) = P (0) = 0 and all elements
characterized by Po > 0 and a small portion of those with Pc > 0 are open. Increasing the
pressure in time (displacement in subplot (a) of the red vertical line from the configuration
1© to 3©) all open elements with P (t) > Pc switch to the closed state. The number of closed
elements Nc during one protocol cycle could be easily calculated and the changes in the fraction
Nc evaluated at each pressure P (t).
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Figure II.6 – (a) Macroscopic equation of state derived from a pressure protocol using the

hysteretic PM model; (b) The pressure variation causes a redistribution of el-

ements between open and closed states; (c) The stress-strain relation could

be derived counting the number of elements in the closed state at each pres-

sure value. The stress-strain equation is only qualitatively depicted; (d) The

modulus derived as a function of time deriving the stress-strain equation.

During the unloading process (displacement of the red horizontal line from the configuration
3© to the number 5©), all the elements satisfying the condition P < Po go back to the open
state. Starting from the configuration 5©, the pressure decreases again and initially closed
elements progressively switch to the open state until the configuration 7© where the minimum
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applied pressure is reached. The change in the fraction Nc during the unloading process is

∆Nc(↓) = ρD(Pmax − ∆P ) − 1

2
ρB(Pmax − ∆P )2 (II.8)

where Pmax is the maximum value of Po and Pc. The corresponding strain is

ǫ(↓) = ǫ(∆P ) − αNc(↓) (II.9)

The modulus is given by

K(↓) =
∂ǫ

∂P
= α

∂Nc(↓)

∂P
(II.10)

The pressure protocol is reversed at P = −∆P , as the pressure increases in time (displacement
of the red vertical line from the configuration 7© to 9©), more and more elements are concerned
by the condition P (t) > Pc and switch again to the closed state. The evolution of the fraction
Nc during the loading process is

∆Nc(↑) = ρD(Pmax + ∆P ) +
1

2
ρB(P + ∆P )2 (II.11)

The corresponding strain is

ǫ(↑) = ǫ(−∆P ) − αNc(↑) (II.12)

and the modulus is given by

K(↑) =
∂ǫ

∂P
= α

∂Nc(↑)

∂P
(II.13)

In Fig. II.6.(c), we show the stress as a function of the strain resulting from the calculations
reported above. The curve is a hysteresis loop which could be explained by the behavior of the
off diagonal elements in the PM space. We can clearly see that in the PM space configurations 6©
and 8©, both corresponding to the same pressure-coordinate, the strain-coordinate is different.
In fact, the configuration of the elements in the PM space is different, being higher the number
of elements in the closed state when time corresponds to the point 8© than to 6©. It follows
that, applying the same pressure we could have two different possible values of strain depending
on its history.

Finally, it is important to note that each change in the pressure variations sign involves a
discontinuity in the elastic modulus, which is plotted as a function of the applied pressure in
Fig. II.6.(d). Also, we stress that the model predicts end-point memory: Indeed, when the
pressure protocol is interrupted at any point and a smaller loop pressure cycle is applied, as
shown by the dashed line in Fig. II.6(a), an interior small loop is created inside the hysteretic
stress-strain curve (as shown by the dashed line in subplot(d)), which is however always a closed
loop. Right after, this loop follows again the same path as if the inner loop was not done.
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4 Phenomenological multistate models

The approach described in the last Section could be easily generalized to more complex
conditions, as it will be discussed here. In this case, we talk about statistical multi state
models in the framework of a generalized PM space approach.

4.1 General considerations

A multi-scale multi state approach could schematically be introduced as shown in Fig. II.7.
From the length-scales perspectives, the macroscopic sample is considered as composed of a
finite number m of mesoscopic elements termed ME and labeled by an index (i = 1, ..., m).
The typical length scale is of 10−1 to 10 m, at the macroscopic level, and of the order of the
mm for the ME length.

Each ME might contain inhomogeneities, grain boundaries or cracks with typical length of
0.1 to 100 micrometers. Thus, it is described by a statistical ensemble of micro-scale units of
index (j = 1, ..., M), each of them characterized by a microscopic multi-state EOS. Depending
on the involved mechanism, the microscopic element is allowed to be in a given number N of
states. The state of a given element at time t is determined by a control variable which is
in general the applied pressure P (t) (it could also be the strain). Transition from state n to
state n + 1 occurs when the driving variable exceeds a given value Zn,n+1, characteristic to the
element and called ’transition point’. Note that, if the mesoscopic zone is homogeneous, its
behavior is classical, i.e. described by Hook’s elasticity. In this case, the MEs are defined with
only one elastic state and no transition.

It follows that each microscopic element is completely defined once two vectors are given:
E = (k1, k2, ....kN) is the N -dimensional elastic vector; Z = (z1,2, z2,3, ..zn−1,n) is the transition
points vector. The latter is in general (N − 1)-dimensional. In hysteretic systems, some of the
transition points from a state j to its nearest neighbor state j +1 is different from the transition
point from j + 1 to j. In such cases, the vector Z could have higher dimensionality.

In each state, the jth microscopic element of the ith ME, supports a stress σij which is
defined as a function of Z, or of the strain upon which z is dependent. By averaging over
all the microscopic units, the global (mesoscopic) stress-strain relation could be established.
Such averaging process should be performed introducing a large enough statistical ensemble of
elements. As mentioned in the previous chapter, this condition could be achieved introducing
a generalized Preisach-Mayergoyz (PM) representation. Each ME is characterized by a vector
Z containing the values of all transition points, thus could be considered as a point in a
multidimensional PM space. The values of the transition points are assigned randomly, with a
given statistical distribution and with some constraints on the values assumed.
To implement such approach, various numerical and analytical methods are possible. Our
approach is based on the Finite Differences method, using a first order forward scheme for both
time and space derivatives. More details will be given for the models analyzed in the following.
In principle, physical or phenomenological models found in the literature could be mapped onto
a multi- state approach of the kind described here. In the following, three models used in this
thesis will be described in details.
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Figure II.7 – Diagram explaining the different steps in the multi-scale multi-state approach

used to model nonlinear phenomena in NME materials. The material (macro-

scopic) is discretized into cells (mesoscopic). Each mesoscopic level is dis-

cretized into a set of microscopic elements, each of them represented as a spring

with elastic constant depending on a control variable z which defines transitions

from one elastic state to another. The equation of motion at the macroscopic

level describes the second time derivative of the nodes displacements (ui) as a

function of the stresses due to the surrounding MEs, as reported in the figure.

4.2 Hysteretic model

4.2.1 Equation Of State

A spring model, which is very similar to the description proposed by McCall and Guyer, was
proposed in the literature [12]. Instead of using elements with two rigid states and different
element lengths, elements assuming two states which are elastically different are considered.
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The open state corresponds to an elastic spring supporting an elastic stress σi,j given as:

σi,j = Kiǫi,j (II.14)

The element behaves linearly elastic up to the pressure Pc, when the element becomes rigid
(infinite modulus). Increasing further the pressure applied, the strain ǫij remains constant and
equal to the limit value corresponding to an applied pressure P = Pc while a third state is
implicitly defined due to hysteresis. Using this definition, we could state that each microscopic
element is a linear elastic spring in parallel with a rigid contact and it is described by the
equation of state of a damped sticky spring:

σ = kǫ if P ≤ Po

σ = P, ǫ = Pc/k if P ≥ Pc (II.15)

σ =
{

kǫ
P if Po < P < Pc

where P (t) is the applied driving pressure and K = {k, ∞} and Z = {z12 = Po, z21 = Pc}.
Assuming both stress and strain to be positive in tension, the EOS is plotted for one single

element in Fig. II.8.(a).

Figure II.8 – Equation Of State of (a) One microscopic hysteretic element; (b) A mesoscopic

element ME, using the hysteretic model; (c) P-M space distribution of N = 100

elements

The behavior of one mesoscopic element could be predicted following the evolution of the
P-M space of Fig. II.8. (c) when a dynamic pressure cycle (see Fig. II.9) is applied. When
comparing the initial and last configurations, one can see that elements in the triangle delimited
by dashed red lines are continuously switching between elastic and rigid states, they are at the
origin of nonlinearity in the model. Inside the dashed yellow rectangle, each element made only
one transition from elastic to rigid state and remain rigid at the end of the pressure cycle, they
are responsible of conditioning effects.
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Figure II.9 – Dynamic pressure cycle. The letters (A, B, C, D) are attributed to the four

phases within one period of the signal.

Figure II.10 – The P-M space evolution during a pressure excitation of amplitude A0 starting

from a relaxed configuration. R indicate areas where all elements are in the

rigid state and E the areas with elements in the elastic state.

4.2.2 PM formalism and mesoscopic EOS

Let us consider a cell I, whose tips are labeled as i and i + 1 (see Fig. II.7). The global
elongation li of the mesoscopic cell is given by the sum of elongations li,j of its constitutive
microscopic elements (j = 1...M), which have an initial rest length lo:

li =
∑

j

li,j =
∑

elastic

li,j +
∑

rigid

li,j =
∑

j

(ui,j+1 − ui,j) = ui+1 − ui (II.16)

where ui is the displacement of the ith node and uij is the displacement of the tip of the
jth microscopic element. Assuming the elastic constant Ki to be identical for all microscopic
elements belonging to the same mesoscopic cell, Eq. II.16 can be written as a function of the
microscopic stress σij and of the rigid deformations δi,j of the microscopic elements:

lo





∑

elastic

σi,j

Ki

+
∑

rigid

δij



 = ui+1 − ui (II.17)

Assuming that the stress equilibrium within each mesoscopic cell is reached very rapidly so
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that each ME belonging to the same cell supports the same stress, which is also equal to the
stress applied to the cell, we obtain:

σi

∑

elastic

1

Ki

+
∑

rigid

δij =
dui

lo
(II.18)

Here du = ui+1 − ui is the global elongation of the mesoscopic cell of index i. Therefore dui/lo
is the cell strain.

It follows that the mesoscopic stress σi could be derived as a function of the mesoscopic
strain ǫi as

σi =
Ki

N i
elastic



ǫi −
∑

rigid

δi,j



 (II.19)

Given the total deformation dui of the cell i, the number N i
elastic of elements in the elastic

state and the total deformation of rigid elements at each time, the applied stress on the cell
could be calculated from equation II.19. It follows from the same equation that the equivalent
elastic modulus Ei of the mesoscopic cell is stress dependent and its expression is given by

Ei =
Ki

N i
elastic

(II.20)

We show in Fig. II.8.(b) the microscopic EOS scaled to the mesoscopic level averaging over
all elements.
To do that, one need to represent each microscopic element coordinates (Po, Pc) in the PM
space. Thus, knowing the state of each microscopic element at every time, we can learn about
the global behavior. The PM space is shown in Fig. II.8. (c), where elements are uniformly
distributed according to a constant density λ = M

SP M
= M

2P 2
max

where SP M is the area of the PM
space.
The amount of nonlinearity in the model is related to the number of occurring transitions
during the dynamic excitation. Thus, the density of the P-M space could be used as a free
parameter to control the amount of generated nonlinearity in the model.

4.2.3 Macroscopic scale calculations

Given the EOS describing the different mesoscopic cells composing the macroscopic sample,
the equation of motion of the particles, represented by the nodes at the interface between cells,
can be easily derived from the Newton’s second law knowing that the initial cell length is
ε = Nlo (rest length):

ρüi =
∂σi

∂x
=

σi+1 − σi

ε
(II.21)

where ρ is the material density.
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Substituting Eq. II.19, the equation of motion becomes

ρüi =
ki

ε





ui+1 − ui −∑

rigid δi+1,j

N i
elastic

− ui − ui−1 −∑

rigid δi,j

N i+1
elastic



 (II.22)

There exist several computer simulation techniques known in the literature which could be
used to solve this kind of equations. For the sake of simplicity, in this simple one dimensional
configuration we opt in for a Finite Difference method. A first order forward scheme is sufficient
to ensure good convergence of the solution and satisfactory results. Furthermore, it is a fast
and simple approach to implement.

From the Taylor expansion of the displacement in time, assuming a time step τ for time
discretization, one can obtain the finite difference scheme for the temporal derivatives:

üi =
ut+1

i + ut−1
i − 2ut

i

τ 2
(II.23)

Equation II.23 is substituted in Eq. II.22:

ut+1
i + ut−1

i − 2ut
i

τ 2
=

1

ρ

ki

ε





ut
i+1 − ut

i −∑

rigid δt
i+1,j

N i
elastic

− ut
i+2 − ut

i+1 −∑

rigid δt
i,j

N i+1
elastic



 (II.24)

Finally we obtain

ut+1
i = 2ut

i − ut−1
i + c





ut
i+1 − ut

i −∑

rigid δt
i+1,j

N i
elastic

− ut
i+2 − ut

i+1 −∑

rigid δt
i,j

N i+1
elastic



 (II.25)

which is the iteration equation.
Here C = τ2

ρ
ki

ε
. Normally C, which is called the Courant’s number, is very important in

defining the stability conditions for the FD approach. In a linear limit, it is shown that a choice
of τ such that c = 1 ensures optimal stability and convergence. However, in a nonlinear case,
being the velocity smaller than the corresponding linear velocity at least for some values of the
strain level, we should choose the time step so that c < 1 is ensured, even though convergence
of the method might be slightly poorer.

Given the displacement vectors at times t0 and t1 from the initial conditions (ui(t =
t0), ui(t = t1)) and knowing the number of HEs in the elastic state N i

elastic in each meso-
scopic cell and the total length of rigid elements

∑

rigid δi,j at time t (i.e. the applied force
at each mesoscopic cell), the iteration equation enables the displacement to be calculated for
each node at every time t + 1 as a function of the displacements at the previous times. Of
course, the number of elastic microscopic elements should be updated at any time considering
the pressure applied on the mesoscopic element and the transition parameters of each cell.
Although this purely phenomenological approach doesn’t consider a physical interpretation for
the origin of hysteresis and it is not introducing explicitly the micro mechanical mechanisms of
nonlinearity, it allowed to describe well several complicated engineering systems. In particular,
using this approach, it is possible to reproduce conditioning effects (see Chapter 1), which are
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not predicted in the classical hysteretic PM model described in the previous Section . In ad-
dition, physically based models could be used to justify a rigid to elastic transition, based on
micro-contact mechanics [14].

4.3 Clapping model

The microscopic system in the clapping model is the parallel of two springs, as shown in
Fig. II.11: one spring is purely linear, while the second is nonlinear with clapping properties
as detailed in the following. When an external force is applied to the mesoscopic element, each
of its microscopic constituents oscillates with a strain ∆xi, which varies with time and, due to
the parallel arrangement of the elements, is the same for each of them.

∆xi(t)k̄, x̄

kel, xeq

∆xi(t)k̄, x̄

kel, xeq

∆xi(t)k̄, x̄

kel, xeq

∆xi(t)k̄, x̄

kel, xeq

(a) (b)

Figure II.11 – Spring system representation of (a) One microscopic element in the clapping

model; (b) The mesoscopic element built from a parallel arrangement of mi-

croscopic elements

4.3.1 Microscopic equation of state

The total stress σi,j of the microscopic element of index j is linked to the strain ∆xi and
it is the sum of contributions of both the elastic and clapping springs, σel and σcl respectively
(see Fig. II.12).

σi,j = σcl + σel

The clapping element is a four state system, with elastic constants E = (k1, k2, −k3, 0) and
three transition points Z = (x0, x1, x2), which correspond to strain values. The microscopic
stress is given by the following set of equations
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σcl = k1(∆xi − x0) if ∆xi ≤ xo

σcl = k2(∆xi − x0) if xo < ∆xi ≤ x1

σcl = −k3(∆xi − x2) if x1 < ∆xi ≤ x2 (II.26)

σcl = 0 if ∆xi > x2

The continuity of stress at the transition point between state 2 and 3, i.e. at ∆xi = x1,
implies a relation between k2 and k3

k2(x1 − x0) = k3(x1 − x2)

k3 = k2
x1 − x2

x1 − x0

(II.27)

The stress due to the elastic spring is

σel = kel(∆xi − xeq) (II.28)

where xeq corresponds to equilibrium length of the elastic spring and it can be calculated from
the equilibrium condition applied to the clapping surface:

∆xi = 0 ⇒ σi,j = σcl + σel = 0 (II.29)

kel(∆xi − xeq) + k̄(∆x − x̄) = 0

with

x̄ = x0, k̄ = k1 if ∆xi < xo

x̄ = x0, k̄ = k2 if xo < ∆xi < x1 (II.30)

x̄ = x2, k̄ = k3 if ∆xi < x2

x̄ = 0, k̄ = 0 if ∆xi > x2

Consequently

xeq = − k̄

kel

x̄ (II.31)
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Figure II.12 – Equation Of State for (a) One clapping microscopic element; (b) A mesoscopic

cell, in the clapping model

The equation of state of a clapping element is finally defined by the following

σi,j = kel



∆xi +
k1

kel

x0



+ k1

(

∆xi − x0

)

if ∆xi < x0

σi,j = kel



∆xi +
k2

kel

x0



+ k2

(

∆xi − x0

)

if x0 < ∆xi < x1

σi,j = kel



∆xi +
k3

kel

x2



− k3

(

∆xi − x2

)

if x1 < ∆xi < x2 (II.32)

σi,j = kel∆xi if ∆xi > x2

The driving variable in this model is the strain ∆xi at the clapping surface. As the physical
mechanism of clapping is an atomic scale feature, i.e. due to interactions between atoms and
molecules at the interface between two surfaces in contact, ∆xi is taken to be of order of
inter-atomic distance. The microscopic equation of state of one single element is shown in Fig.
II.12.(a).

4.3.2 Mesoscopic equation of state

The average behavior of all the contact zones of the two surfaces of a crack can be obtained
by defining a statistical ensemble of microscopic elements, which, as stated before, are arranged
in parallel. The parallel arrangement is more practical in comparaison with an arrangement
in series which is leading to a broken system if even only one miroscopic element is in state
four. The statistical ensemble is defined by random attribution of transition points vector
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Z = {z1,2 = x0, z2,3 = x
1
, z3,4 = x

2
} to each clapping element. Thus, when an external time

dependent perturbation ∆xi(t) is applied to the system, each microscopic element supports the
same strain ∆xi, but reacts with a different stress σi,jdepending on its transition points and on
the drive.

The total stress σi of the mesoscopic element could be calculated and depends on the number
of microscopic elements in each of the states considered. The resulting mesoscopic equation of
state is plotted as a function of the strain ∆xi in Fig.II.12.(b). This curve is obtained assuming
the condition x0 > 0.

The actual state of each element could be calculated at any time (i.e. any value of the strain)
as in the previous case, being the only difference is that the PM space is a three dimensional
space. Also, the approach to derive the macroscopic equations of motion is exactly the same
as before and will not be repeated here.

4.4 Adhesion model

The driving variable is again the separating distance ∆xi between the two surfaces of the
element with two transition points (z12 = x0, z23 = x1). Each microscopic element is defined, in
addition to its transition points, by three equilibrium strains ∆x0 = 0, x01, x02 and three elastic
constants (k1, k2, k3).

∆xi(t)k̄, x̄

∆xi(t)k̄, x̄

∆xi(t)k̄, x̄

∆xi(t)k̄, x̄

(a) (b)

Figure II.13 – Spring system representation of (a) One microscopic element in the adhe-

sion model; (b) The mesoscopic element built from a parallel arrangement of

microscopic elements

4.4.1 Microscopic equation of state

We introduce here hysteresis in the adhesion model we discussed above. Therefore, one ad-
ditional state appears in the microscopic stress-strain defined by the following set of equations.
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σi,j = k1∆xi if ∆xi < x0

σi,j =































k2



∆xi − x01





k3



∆xi − x02





if x0 < ∆xi < x1 (II.33)

σi,j = k3



∆xi − x02



 if ∆xi > x1

and is presented in Fig. II.14.(a) The equilibrium strains are calculated from the continuity

Figure II.14 – Spring system representation of (a) One microscopic element in the adhe-

sion model; (b) The mesoscopic element built from a parallel arrangement of

microscopic elements

condition of the force at the transition points.

4.4.2 Mesoscopic equation of state

An ensemble of MEs is defined (assigning randomly the transition points to each ME).
Elements are arranged in parallel and an external time dependent perturbation ∆xi(t) is forced
to the system. Each ME, thus, support the same deformation, but reacts with a different force,
depending on its state, which is defined by the value of ∆xi(t). The total force is calculated for
each t and plotted vs. ∆xi providing the macroscopic equation of state plotted in Fig. II.14.(b).
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5 Conclusions

Along this line, we presented some mechanisms related to the micro structure of different
microinhomogineous materials such as friction, adhesion and clapping, reported in literature to
be behind the macroscopic nonlinear observed phenomena. All of these mechanisms, could be
defined with microscopic multi state elements, and implemented in the multi scale phenomeno-
logical approach using the Preishah-Mayergoyz statistical description. The advantage of this
semi-phenomenological procedure lies in one hand on its universality and capability to describe
features such as end point memory and conditioning as a result of the use of a P-M distribution.
On the other hand, it allows to relate results obtained from macroscopic measurements to some
physical origin in the micro structure by introducing elementary units with physical parameters
and governing rules. Results based on these physical cosiderations will be present in the next
chapters.
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Chapter III

Power laws behavior in nonlinear acoustic
experiments

1 Introduction

The acoustic response of NME materials to an external dynamic excitation contains a sig-
nature of their strong characteristic nonlinearity [1]. This signature, used in nonlinear acoustic
Non Destructive Testing (NDT) as an indicator of damage [2], can be extracted by quanti-
fying nonlinear features observed in experiments such as higher order harmonics generation
[3, 4], resonance frequency shift [5, 6] and loss in proportionality between input and output
signals [7]. Different experimental methods have been developed to define a nonlinear indicator
corresponding to each of these features[7–10].

Independently from the analysis method, experimental measurements show a power law
dependence of nonlinear indicators y as a function of the excitation amplitude x: y = axb.
The exponent of the power law is often used to distinguish between classical and nonclassical
nonlinear behavior. However, as it will be discussed in details in the next Section, we show
that a more detailed classification should be done. In any case, the parameters of the power
law provide a physical interpretation of the nonlinear response. The exponent b is linked to
the mechanisms responsible of the observed nonlinear response and thus allows to distinguish
between different sources of nonlinearity. The coefficient a quantifies the nonlinearity strength.

It is however observed, in experimental data, that the power law behavior is valid only in a
limited amplitudes range, thus a correct estimation and understanding of materials nonlinear
responses can not be obtained before the validity range is well determined. In other words, a
correct prediction is possible when measurements contain only effects connected to the sample
nonlinearity, while all other effects due to saturation or noise have to be eliminated. Indeed,
contributions of nonlinear features to the response of a propagation medium are often very
small and the Nonlinear-to-Linear Ratio (NLR), defined as the ratio of the nonlinear over the
linear signal, is often smaller than the Signal-to- Noise Ratio (SNR). Consequently, nonlinear
effects could be submerged within the noise level, even though the recorded signals used to
extract them might be well above noise. Since nonlinear effects increase as a power law of the
driving amplitude: y ∝ xb, with b > 0, the noise issue can be easily overcome, in principle,
by arbitrarily increasing the excitation amplitude x. However, experimental limitations re-
lated to amplification, frequency, transducers bandwidth, etc. always make it not practicable.
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III.2 Nonlinear measurements set-up and data analysis

Therefore, noise should always be considered to define the performance of a given experimental
method.

In addition to issues related with noise, all nonlinear indicators defined so far in the literature
present the problem of being strongly dependent on the experimental set-up used. As an
example, it is sufficient to move the receiver from one detecting point to another location to get
a different value of the considered nonlinear indicator. Often, models do not exist to provide a
solution as a function of the set-up, thus allowing for the reconstruction of the real nonlinearity
of the specimen. It follows that nonlinearities could be compared only if the same experimental
configuration is adopted, which is not always feasible. We will show in this chapter how to
define a property of the nonlinear indicator which is set-up independent and thus provide a
sort of "absolute" quantification of the nonlinearity.

Furthermore, signal processing issues might affect the correct determination of the power
law behavior. For a given method of analysis, a not accurate choice of the signal processing
parameters can lead to a wrong estimation of nonlinearity.

The three issues discussed indicate that the quantity which is directly measured in an exper-
iment as the nonlinear signature could be far from being an absolute value of the nonlinearity
present in the sample. Thus corrections are needed. In the present chapter, numerical and
experimental results will be shown, in order to:

• define the threshold for nonlinearity detection, i.e. the minimum amplitude of excitation
above which nonlinear measurements start to be meaningful. Different kind of noises
which might be present in experiments are analyzed and discussed;

• discuss the effects of the experimental configuration on the definition of absolute nonlin-
earity indicators, give alternatives to reduce them and show that the power law exponent
is indeed configuration independent;

• study the influence of signal processing parameters on the nonlinearity detection. We will
focus on the effects of the choice of the reference signal on the nonlinearity measured when
data are analyzed in the time domaine using the Scaling Subtraction Method (SSM) [7].

2 Nonlinear measurements set-up and data analysis

2.1 Experimental set-up

Ultrasonic experiments are usually performed injecting in the sample through a proper
ultrasonic transducer a propagating wave with arbitrary waveform. The source position is of
course located on one of the accessible surfaces of the sample analyzed. A signal is detected in
another position and the time signal could be decomposed into a linear and a nonlinear part.

In the experimental set-up adopted in this thesis, both in this and the following chapters,
the source signal was generated with an arbitrary waveform generator connected to a linear 20x
amplifier, with bandwidth from 1KHz to 500KHz. The resulting voltage signal was converted
into strain using Piezoelectric Transducers (PZT). The PZTs were glued onto the sample using
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III.2 Nonlinear measurements set-up and data analysis

either plasticine or PhenylSalicilate, after having tested their linear behavior in the strain ranges
considered.

Receivers were also glued to the sample investigated. Again, PZT transducers were used,
identical to the source transducer in order to guarantee the same response bandwidth. The
strain waveform received, was converted into a voltage without pre-amplification and sent to an
oscilloscope for data acquisition. Sampling rate was chosen to be very high (usually 10MSa/S)
to allow a better data analysis. Signals were also averaged over multiple realizations to reduce
the noise level.

In each experiment reported in the following, the linearity of the acquisition system was
carefully tested. Experiments on linear reference samples with the same (or similar) geome-
tries have been performed in the frequency and amplitude ranges adopted to characterize the
nonlinear samples. In all cases, the nonlinear indicator was found to be amplitude independent
and with a negligible value, i.e. within the noise level.

For each of the experiments performed during this thesis, details of the experimental pa-
rameters will be specified in the following.

2.2 Numerical set-up

In order to introduce and define the nonlinear indicators, we will show results obtained
analyzing numerical data. Samples were simulated as a 1-D bar and their nonlinear properties
were described using a Preisach-Mayergoyz based hysteretic model (discussed in chapter II).

We have simulated the response of a 1 − D sample of 10 cm length, with Young modulus
E = 72GPa, density ρ = 2700 kg/m3 and linear Q factor equal to 2000. A small scatterer of
l = 0.5mm length was located in the center of the bar, i.e. at the position x = 5 cm. The
intensity of nonlinearity is varied by changing the nonlinearity density parameter λ (defined in
Chapter II). From the numerical point of view, the sample is discretized into N=1000 Mesoscopic
Elements. ME behave linearly (one state only), except those located in the damaged zone (i.e.
where the nonlinear scatterer is located), which have been described using M=1000 microscopic
two states elements. Numerical results proved to be independent from the number of chosen
elements.

In simulations, the excitation is assumed to be either a continuous wave (cw) of frequency ω
and amplitude A or a pulse. In both cases, the frequency (central frequency in the case of pulses)
is chosen close to the first Young resonant mode of the considered sample (ω = 25.9KHz), in
order to optimize excitation of the nonlinear features as done in experiments. Drive amplitudes
are calculated to give strain levels within the sample in the range 6·10−9 to 7·10−7, in agreement
with experimental conditions. These strain amplitudes are obtained for an amplitude span
corresponding to 40dB.

Simulations provided the strain, displacement and velocity fields across the sample at each
time and position. For the analysis, the temporal evolution of the velocity field is recorded at
different positions, simulating the signals recorded by a PZT transducer in the sample. The
choice to record velocities, rather than strains, was adopted for simplicity. However, velocity
and strains have same phases and amplitudes ratio linked to the wave frequency. In the case of
a cw forcing, as in experiments the analysis of the signals was performed using a time window
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when standing wave conditions are reached. On the contrary, in the case of pulses, a short time
window around the time of first arrival has been used in the analysis.

2.3 Data analysis and definition of the nonlinear indicator

In both numerical or experimental data, temporal signals u(t) are collected and analyzed.
As mentioned they could always be decomposed into a linear and a nonlinear contributions:

u(t) = ulin(t) + unl(t) (III.1)

The goal of such a procedure is to extract the nonlinear components from a temporal signal
which is naturally dominated by the linear term. In experiments, the amplitude of unl is of the
order of at most few percent of the linear signal amplitude.

The choice of the technique used to extract the nonlinear contribution in the recorded signal
is extremely important in order to optimize the Nonlinear-to-Linear Ratio. Besides methods
which exploit the dependence of the resonance frequency of the sample on the excitation ampli-
tude [11, 12] (which are not discussed in this thesis), we could classify data analysis techniques
in two main classes:

a) an analysis in the time domain can be performed when the break of basic properties of linear
elastic media, such as proportionality between input and output signals[13] and reciprocity
[14], is used. In the former case, in particular, when the excitation amplitude is amplified
by a factor k, the output response is not simply amplified correspondingly. These features
are exploited by the Scaling Subtraction Method (SSM) [15, 16] and Nonlinear Loss of
Reciprocity (NLR) based methods [17];

b) an analysis in the frequency domain is usually based on the detection of higher order
harmonics (or sidebands), generated during the propagation of an elastic wave, both con-
tinuous waves or pulses. In particular, when exciting the material at frequency ω, the
Fourier spectrum of the response contains components at integer multiples of the input
frequency. Such techniques are termed Nonlinear Elastic Wave Spectroscopy methods
(NEWS) [9]. NEWS can be exploited either using single mode experiments [18] or modu-
lation experiments [19]. Note that in some cases subharmonics are also generated during
the interaction of a large amplitude propagating wave with a closed crack [20].

For what concerns the experimental (and numerical) set-up required by the present work,
the same procedure can be adopted to provide the signals to analyze, although with specific
optimization for each method. We could state that one excitation is applied to the sample and
one response signal is measured. A proper time windowing is then applied and the resulting
signal is analyzed in different ways in order to extract a nonlinear physical quantity (y), which
is analyzed at increasing driving variable (x).
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2.3.1 Scaling Subtraction Method (SSM)

In the SSM analysis, one takes advantage of the influence of nonlinearity on the superposition
principle. In fact, validity of the superposition principle is one requirement for a system to be
linear. By considering a linear function F , if v(t) = Av0(t) is the input function, we have

uA = F
(

Av0

)

= AF
(

v0

)

= Au0 (III.2)

Here the variable u denotes the output signal, F the transfer function, A the amplification
factor.

The presence of micro-damage in a given medium generates nonlinearity and consequently
breaks the superposition property. Therefore, if we excite a nonlinear system at amplitude A0,
small enough so that nonlinearity is negligible, the system will behave linearly and its response
is u0(t). At a larger excitation amplitude A, the response u(t) of the same system is no longer
equal to

uref (t) =
A

A0

· u0(t) (III.3)

which would be the response of that system if it remains linear even at large amplitudes.
Calculating the difference between the two responses as an indicator of nonlinearity, the SSM
has proved to be very sensitive to damage detection and easy to set [15].

The details of the experimental (and numerical) SSM procedure consists therefore on the
following steps. At first, the sample is excited at a very low amplitude (i.e. sufficiently low to
provide negligible nonlinear effects) and the reference signal for amplitude A is defined from
the recorded signal u0, as in Eq. III.3.

As a second step, the output signal u(t) is recorded for a larger excitation amplitude A and
the nonlinear scaled subtracted signal w, termed SSM signal, is introduced:

w(t) = u(t) − uref (t) (III.4)

The intensity of w(t) can be considered as the nonlinear variable to be calculated:

θSSM =

√

1

T

∫ T

0
w2(t0 + t)dt

xu =

√

1

T

∫ T

0
u2(t0 + t)dt (III.5)

where T is the time window length and t0 the window initial time. Here, we have also calculated
the intensity of the response signal xu. Note that in the case of continuous waves, which are
mostly discussed in this chapter, signals are roughly sinusoidal. Thus we have xu ∼ 1√

2
max(u).

In the following the intensities will be often termed energies, as usually done in signal processing.
The normalized SSM nonlinear indicator is finally defined dividing the nonlinear energy

with the energy xu of the driving

49



III.2 Nonlinear measurements set-up and data analysis

ySSM =
θSSM

xu

(III.6)

When the procedure is repeated for different amplitude values Ai of the source function, both
the nonlinear indicator ySSM and the energy xu become vectors.

Results of the application of the SSM procedure are illustrated in Fig. III.1, using numerical
data obtained from simulations, as discussed in the previous subsection. Given a recorded
temporal signal u(t) at amplitude A, we select a short time window of the signal (solid red
line in Fig. III.1(a)) and compare it with the reference signal (dashed blue line) built for the
same sample using a low amplitude signal and using Eq. III.3. The resulting SSM signal (Eq.
III.4) is shown in Fig. III.1(b). Its energy ySSM(A) is plotted as a function of the energy of the
recorded signal xu(A), by calculating it at increasing values of the driving amplitude A: see
Fig. III.1(c). The dashed line represents the data fitting using a power law. A better discussion
will also be given in the next Section.

Figure III.1 – Nonlinearity evaluation using the Scaling Subtraction Method - SSM. (a) Time

signals calculated at a large amplitude excitation (solid red line) and reference

signal (blue dotted line); (b) SSM signal; (c) Plot of the nonlinear indicator

ySSM vs. driving amplitude xu.

2.3.2 Nonlinear Elastic Wave Spectroscopy(NEWS) method

The same data set used for the SSM analysis is analyzed in the frequency domain. In this
case, the generation of higher harmonics is exploited as indicator of nonlinearity.
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The approach is based here on a standard procedure. First, the Fast Fourier Transform of
the signal u(t) is performed and only the components of the frequency spectrum around the
third harmonic, which is the most interesting component of the spectrum, are kept. These
separated contributions are brought back to the time domain obtaining a signal uIII(t).

The intensity of the filtered signal is extracted as a nonlinear variable

θF F T =

√

1

T

∫ T

0
u2

III(t0 + t)dt (III.7)

After rendering it adimensional, the FFT nonlinear indicator is defined as:

yF F T =
θF F T

xu

=

√

1
T

∫ T
0 u2

III(t0 + t)dt

xu

(III.8)

where T is the time window length and t0 the window initial time. The driving variable xu is
defined as the energy of the response signal due to the fundamental frequency contribution.

xu =

√

1

T

∫ T

0
u2

I(t0 + t)dt (III.9)

Here uI represents the signal obtained by band pass filtering the signal u(t) around the funda-
mental frequency. Note that, due to the low amplitude of the nonlinear components, uI(t) ≈
u(t).

The implementation of the procedure using numerical data is illustrated in Fig. III.2. As
mentioned, the signal is the same as reported in Fig. III.1. (a). The frequency spectrum,
obtained performing the FFT analysis of the signal, is shown in Fig. III.2.(a); the band-pass
filter range to obtain the uIII signal is highlighted (10KHz around the third harmonic). The
resulting filtered signal is shown in Fig. III.2.(b). For each amplitude, yF F T is calculated and
plotted vs. xu in Fig. III.2.(c). The solid line represents the fitting function.

Note that, assuming an hysteretic nonlinearity, for a given driving amplitude the ratio
between ySSM and yF F T is around 40 dB. Therefore the nonlinear signal amplitude is much
larger in the SSM analysis, thus a better estimation of the nonlinear indicator is expected.
However the advantages of an analysis in the time domain are not the same for any kind of
nonlinearity and a comparison between the methods should account also for experimental set
up conditions.

3 Power law evolution of nonlinear indicators

3.1 Definition

Experiments and numerical data show that the dependence of y on x, at least in a certain
range of excitation amplitudes, is a power law:
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Figure III.2 – Nonlinearity evaluation using the analysis in the frequency domain (Fast

Fourier Transform - FFT). The time signal analyzed is the same as that used

for the SSM analysis (see Fig. III.1. (a)frequency spectrum of the time sig-

nal, the filtering bandwidth is indicated; (b) filtered signal in the bandwidth

of subplot(a): 10KHz around the third harmonic; (c) plot of the nonlinear

signature yF F T vs. driving amplitude xu.

y = axb (III.10)

From this relation, the nonlinearity strength could be estimated by measuring the parameter
a. The exponent b gives information about the kind of nonlinearity, i.e. an indication of the
involved physical mechanisms, as discussed in the next Chapter.

The easiest way to verify the existence of a power law and to estimate the two parameters
is to plot the dependence in a log-log scale:

log(y) = log(a) + b log(x) (III.11)

Thus, in the log-log scale which will be always adopted in the following of this thesis, the
exponent b represents the slope of the straight line and the parameter a could be found from
its intersection with the y - axes.
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In Fig. III.3.(a), ySSM is plotted vs xu for different values of the hysteretic parameter
λ (the larger λ is, the stronger the nonlinearity). Here and in the following we have used
λ = [4 × 10−5, 1.6 × 10−4, 4 × 10−3]Pa−2. In the log-log scale, data correspond to roughly
parallel lines, thus indicating approximately the same exponent b for each λ . On the contrary,
the coefficient a increases significantly with increasing nonlinearity. It can be noticed that on
the full range of excitation amplitudes used in the simulation, data fit a straight line.

Using the same values of λ, Fig III.3.(b) shows yF F T plotted vs xu. In this log-log scale
plot, only data for large driving amplitudes are distributed along almost parallel lines (solid
lines represent the power law fitting), thus indicating approximately the same exponent b for
each λ. Again, the coefficient a increases with increasing nonlinearity. However, yF F T is almost
constant for low excitation amplitudes (at least for some values of nonlinearity): the nonlinear
signature is too small and effects linked to numerical accuracy in the FFT analysis appear. In
the next subsection such an issue will be analyzed and discussed in details.

Figure III.3 – Nonlinear indicator y as a function of driving amplitude xu for different non-

linearity strengths λ: (a) SSM analysis; (b) FFT analysis.

It is important to observe that the exponent b corresponding to best fit (b ≈ 1) is the
same using both approaches. The better quality of results using the SSM procedure is also
to be expected. Indeed, the SSM signal contains nonlinear contributions to all the generated
higher harmonics and to the fundamental frequency as well, while FFT based methods filter the
fundamental component out and keep only the contributions to some harmonics. It is usually
observed in experiments that nonlinear contributions at the fundamental frequency often have a
large magnitude, compared to harmonics, mostly due to nonlinear attenuation and conditioning
effects. Thus, the nonlinear signal obtained using the SSM has amplitude which could be one
order of magnitude larger than harmonics.
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3.2 Experimental problems and motivation

A huge amount of experimental studies in the literature confirm the power law dependence of
nonlinear indicators on the driving amplitude independently from the adopted analysis method.
However, in practice, several problems arise when trying to exploit experimental data in order
to extract a useful information about nonlinearity.

Such problems are linked to the definition of the correct range of amplitudes in which a fit
with a power law function is possible and to the transducers location.

3.2.1 Noise and saturation effects

Fitting experimental data using a power law is valid only in a limited region as stated before,
this could be due to noise and/or saturation effects.

In this context, the effect of noise upon low amplitude measurements is more of interest.
This effect was encountered in an experiment performed to measure the nonlinearity of stainless
steel disks with a crack and was found to be characteristic of several measurements reported
in the literature.

In the experimental analysis, we have considered a cracked steel disk with radius of 15cm and
thickness of less than 1cm (see Fig. III.4.(a)). The linear elastic properties of the sample have
been evaluated by the producer, providing longitudinal and shear wave velocities cl ≈ 5700m/s
and cs ≈ 3100m/s. PZT disks, with working frequency at 100KHz were glued to the lateral
surface of the disk, so that the direct source-receiver path was crossing the center of the disk.
The crack (about 2mm long and 1 µm wide) was approximately in the center of the disk and
crossing from the upper to the lower surface.

Using the experimental set up described previously, the SSM indicator was measured at
increasing amplitudes of excitation and results are shown in Fig. III.4.(b). Instead of a good
power law behavior, three regions could be identified:

• At low amplitudes, experimental noise is generating a non negligible contribution to
the nonlinear signal. We noticed that, in this range, ySSM is constant with increasing
amplitude and consequently is not measurable. It is important to determine the threshold
at which noise becomes negligible, in order to get a good estimation of the power law
exponent b, which could be in generally underestimated if points in the noise region are
considered in the fitting.

• At large amplitude values we observe saturation effects. The plot of the nonlinear indi-
cator ySSM vs. the driving amplitude xu does not fit a power law any more. We observe
a bending, which is due here to saturation of the amplitude of the detected signal, but
could also be saturation of the amplitude of the nonlinear signal, as shown in other dif-
ferent cases found in the literature. This effect could be due to the experimental set-up
saturation, e.g. due to degradation of the contact between transducer and sample, or to
physical saturation of nonlinearity. In principle it is very difficult to determine which of
the two origins is the most important. Nevertheless, it is again important to avoid using
points at the transition between nonlinear and saturated regimes in order to avoid under
or overestimation of the nonlinear parameters.
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III.3 Power law evolution of nonlinear indicators

• At intermediate amplitudes, the behavior of the nonlinear indicator is a power law over
an amplitude range of about 15dB. It should be mentioned that, in case the power law is
restricted to a very narrow amplitude range, the power law analysis looses of course its
meaning.

Figure III.4 – Results from an experiment performed on a cracked steel disk excited with a

CW at frequency 100KHz. (a) Picture of the sample we used to perform the

experiment; (b) ySSM plotted as a function of the driving xu. Data start to

be meaningful at the amplitude threshold xth
u and fit a power law only in the

intermediate amplitude range.

We also mention that an additional effect has been observed in the literature (as it will be
discussed later), linked to the choice of parameters in the data analysis. The SSM analysis
applied on a slightly damaged concrete sample excited with a CW at a frequency close to its
resonance frequency, shows that at small amplitudes of excitation the SSM indicator does not
fit a power law if the lowest excitation amplitude A0 was not sufficiently small. In that case, the
propagating wave already excites slightly the nonlinearity of the sample and u0(t) contains a
nonlinear contribution. As a consequence, as it will be shown later, the dependence of ySSM on
x at small amplitudes could predict a higher exponent where b could be overestimated. Thus,
the choice of the reference signal is of great importance in order to optimize the measurement
of ySSM .

All these experimental observations, indicate that the amplitude range validity of the power
law dependence should be accurately tested before measurements. In this thesis (and par-
ticularly in this chapter) the quantitative definition of a correct amplitude range is, at least
partially, addressed.
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III.4 Amplitude threshold for nonlinearity detection

3.2.2 Dependence on the experimental configuration

As already mentioned, experimental results indicate that the choice of the experimental
configuration is not irrelevant for the determination of the nonlinearity.

Figure III.5 – Results from an experiment performed on a long concrete bar with receivers

located in different positions. In all cases the dependence of the nonlinear

indicator on the excitation is a power law function, but the measured nonlin-

earity strongly depends on the relative distance separating the source and the

receiver.

Here, we limit ourselves to show some experimental data taken from the literature. They
refer to a concrete bar (100x10x150 cm long). The SSM measurement was performed by
positioning the receiving transducer at different locations from the source. As shown in Fig.
III.5, the power law behavior is always valid, but the strength of the nonlinearity depends
on the relative distance between source and detector. consequences of such a change in the
nonlinear behavior appear when comparing nonlinearity in different samples.

4 Amplitude threshold for nonlinearity detection

Within this Section, we numerically study the effects of experimental noise on the nonlin-
earity detection. As we have seen, depending on the noise level, the nonlinear response could
fall within noise at low amplitudes. Here we characterize the effects of noise and define how it
is possible to calculate the smallest amplitude (threshold) at which nonlinear features in the
detected signal become meaningful.
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III.4 Amplitude threshold for nonlinearity detection

To introduce the experimental noise in simulations, we use two approaches to contaminate
the results of simulations to obtain effects comparable to noise due to equipment or to the
environment. In both cases, a white additive noise is used. Its basic properties are:

• the noise is additive. If the received signal resulting from the simulation without noise is
u(t), noise is added as a random time signal η(t) which is statistically independent from
u(t). Thus the signal to be used in the analysis is u′(t) = u(t) + η(t);

• the noise is white. Its average value is zero (〈η(t)〉 = 0) and its power spectral density is
flat. The autocorrelation of the noise in the time domain is zero for any non-zero time
offset: 〈η(t)η(t′)〉 = µδ(t, t′) where δ is the usual delta function.

In practical terms, noise in the signals is generated as an additive stochastic variable with
zero average, added to the signal after the simulations are performed. Including noise in the
source function or random distributions in the sample properties, i.e. in the simulation process,
provides equivalent results when noise is small.

We will consider here the combination of two types of additive white noises. The first is
used to simulate ambient noise. We introduce a signal ηa(t) which is at constant amplitude.
Its strength na is measured in mm/s when the signal ηa(t) is a velocity. The second is to
simulate noise due to equipment, which is proportional to the amplitude of the injected wave.
Since the reference signal is proportional to the input, we define the equipment noise ηe(t) with
amplitude proportional to the reference signal. Thus, we define it as an adimensional quantity,
with strength ne.

The numerical analysis is performed on the noisy signal u′(t) defined as:

u′(t) = u(t) + ηa(t) + ηe(t) max [uref (t)] (III.12)

The response u(t) of the propagation medium in absence of noise is obtained using the Preisach-
Mayergoyz approach based hysteretic model[21–24].

In this Chapter, we first show the existence of a strain amplitude threshold for nonlinearity
detection as a consequence of the presence of noise, which is similar to that observed in ex-
periments and provides the explanation of the indicator behavior at low amplitudes. We also
describe the dependence of such threshold on the method adopted for data analysis (SSM or
FFT). Finally, we will discuss the sensitivity of both time domain and frequency domain ap-
proaches to the two different types of noise and derive a method to calculate a driving amplitude
threshold for nonlinearity detection.

4.1 Equipment noise

4.1.1 Noise quantification

In the absence of ambient noise, the noisy signal in Eq. III.12 contains only the term
proportional to the driving, i.e. to the maximum amplitude of the signal:
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III.4 Amplitude threshold for nonlinearity detection

u′(t) = u(t) + ηe(t) max [uref (t)]

u′(t) = u(t) + nef(t) max [uref (t)] (III.13)

Here f represents the white noise function with zero average and autocorrelation 1, while ne is
the noise strength.

The noise level allows estimating the signal-to-noise ratio. However, noise is also propa-
gating in the definition of the nonlinear indicators. In order to understand its effect on the
determination of the nonlinearity, the noise level on the SSM and bandpass filtered signals used
in the definition of the nonlinear indicators should be properly calculated.

• Noise in the SSM signal w(t) is a sum of two identical noise contributions nef(t)max[uref (t)]
due to both the large amplitude and the reference signals u(t) and uref (t) respectively(see
Eq.III.4). It follows:

w′(t) = w(t) + ηe(t) max [uref (t)] − ηe(t) max [uref (t)] (III.14)

The strength of the resulting noise should be properly rescaled. In fact, given two identical
white noises with autocorrelations Ψ, the autocorrelation of the noise resulting from the
sum of the two is

√
2Ψ. That means that the actual equipment noise in the SSM signal

will have strength:

nSSM
e =

√
2 · ne (III.15)

• The noise strength on the filtered signal uIII(t) is much smaller than the noise strength
ne on the response signal u(t), since the noise is band-pass filtered as well. For the case
considered here, the noise on the filtered signal has strength n

F F T

e ∼ 0.04 · ne, where the
coefficient 0.04 is obtained filtering an additive white noise variable in a 10KHz frequency
window.

It follows that the effects of noise on the SSM signal are stronger in absolute terms than
on the FFT signal. In real experiments, equipment noise is found to be of the order of a few
percent of the signal, which corresponds to noise levels in the range -50 to -30 dB. In some
cases, we could even expect noise up to -20dB due to the equipment.

4.1.2 Equipment noise effects on SSM and FFT analysis

To show the effects of equipment noise on nonlinear measurements, both SSM and FFT
indicators are plotted, in Fig. III.6, for λ = 1.6 ·10−4 and considering different equipment noise
levels ne in the experimental noise range.

The curves do not show a general power law behavior. However, splitting the amplitude
range into two regions, it is possible to fit with independent power laws at low and high
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III.4 Amplitude threshold for nonlinearity detection

Figure III.6 – Nonlinear indicator y as a function of driving amplitude xu for nonlinearity

strength λ = 1.6 · 10−4 and different equipment noise levels ne: (a) SSM

analysis; (b) FFT analysis.

amplitudes. Fitting functions are reported as dashed/solid lines in Fig. III.6. The detection
threshold, defined as the intersection between the solid and dashed fitting lines, moves to higher
driving amplitudes, i.e. on the x axes, when increasing noise.

In the SSM analysis, up to a noise amplitude of order of 10% of the signal amplitude,
corresponding to −20dB, we can still measure the strength of nonlinearity a and the exponent
b, as shown in III.6(a). Both power law parameters are noise independent: aSSM = 0.07 and
bSSM = 1.07 for all curves.

Larger noise effects are noticed when the FFT analysis is performed (Fig. III.6 (b)). The
explanation comes from the fact that white noise has a flat spectrum in the frequency domain.
Adding the frequency components of the noise to the ones of the response signal, the third har-
monic amplitude of u(t), which is relatively small, can be easily smaller than the third harmonic
amplitude of ηe(t), thus submerged into noise. Thus, the threshold is already very large at 1%
noise, i.e. at -40dB, as represented as blue triangles in Fig. III.6.(b). However, once the nonlin-
ear signal emerges from noise, the nonlinearity parameters are noise independent:aF F T = 0.002
and bF F T = 1.08.

Effects observed analyzing numerical data are similar to those experimentally observed (see
Fig. III.4).
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III.4 Amplitude threshold for nonlinearity detection

4.2 Ambient noise

Unlike equipment noise, which provides qualitatively similar effects on the detection thresh-
old using FFT and SSM analysis, we will see that ambient noise has to be considered differently
depending on the method of analysis used.

4.2.1 Ambient noise effects on SSM analysis

For what concerns the time domain analysis, given the responses u0(t) and u(t) at the
lowest excitation amplitude A0 and at large amplitude A respectively, the ambient noise in the
reference signal uref (t) defined by equation III.3 is obtained amplifying by a factor k = A/A0

the ambient noise level na(t) in the lowest excitation amplitude signal u0(t). Thus, in the
absence of equipment noise, the noisy SSM signal becomes:

w′(t) = w(t) + na(t) − kna(t) = w(t) + na(t) − A

A0

na(t) (III.16)

In a first approximation, if we assume the system to have a linear transfer function, we can
consider the following proportionalities:

max(uref ) ∝ A

max(u0) ∝ A0 (III.17)

Thus,

w′(t) = w(t) + na(t) − na(t)

max(u0)
max(uref ) (III.18)

It follows that, neglecting na(t) in equation III.16, which is correct, except for small amplitudes
(i.e. when max(u) ≫ max(u0)), Eq. III.18 is reduced to

w′(t) = w(t) − na(t)

max(u0)
max(u) (III.19)

As a result, the ambient noise is equivalent to an equipment noise of intensity

ne =
na√

2 max(u0)
(III.20)

where the factor
√

2 is due to the additivity of two identical noises in the w signal when
equipment noise is present (as previously discussed).

In Figure III.7(a), ySSM is plotted as a function of the driving xu for λ = 1.6 × 10−4 and
different noise choices.
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III.4 Amplitude threshold for nonlinearity detection

Figure III.7 – Nonlinear indicator y as a function of driving amplitude xu for nonlinearity

strength λ = 1.6 × 10−4 and different noise choices: (a) SSM analysis; (b)

FFT analysis.

It can be seen that, both in the case of na = 0.0074 mm/s and na = 0.0148 mm/s, the
ambient noise provides the same results as those obtained with an equipment noise of amplitude
given by Eq.III.20, for all amplitudes larger than the threshold amplitude, i.e. on the right of
the vertical solid lines.

At low amplitudes discrepancies are evident, given by non negligible effects of the term na(t)
in Eq. III.18.

4.2.2 Ambient noise effects on FFT analysis

The ambient noise in the FFT analysis is the same for each excitation amplitude, i.e. with
the same strength. Thus the Ambient Noise to Signal Ratio decreases with amplitude A:

ANSRA =
na

max[u]
(III.21)

In this case, if we consider a nonlinearity detection threshold at amplitude xu = Γ which is
due to equipment noise contribution ηe(t) to the FFT signal, ambient noise is significant only
if it gives stronger effects than equipment noise, i.e. produces a new threshold at an amplitude
larger than Γ.

Recalling that xu
2 is the integral of u2(t), and u(t)is roughly sinusoidal, we obtain

xu
2 =

1

2
(max[u(t)])2 ⇒ max[u(t)] =

√
2xu (III.22)
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III.4 Amplitude threshold for nonlinearity detection

When the driving amplitude is such that xu = Γ, then the Ambient-Noise to Signal Ratio is
given by

ANSRΓ ∼ na/
√

2Γ (III.23)

Thus, the condition for having effects on the threshold due to ambient noise is that:

ANSRΓ > ENSRΓ ⇒ na ≥
√

2Γne (III.24)

where the Equipment-Noise to Signal Ratio is

ENSRΓ =
ne.max[u(t)]

max[u(t)]
= ne (III.25)

In Figure III.7.(b), we consider λ = 1.6 × 10−4 and effects of different noise combinations
on the FFT analysis. In all cases, we notice that the presence of noise causes an increase in
threshold (as already discussed).

When each noise is considered separately , if the respective intensities of ambient and
equipment noise are such to satisfy Eq.III.24, the two noises are expected to have similar
effects, i.e will produce approximately the same threshold for nonlinearity detection. In this
figure, an ambient noise of strength na = 0.019 (green circles) provides the same threshold Γ as
an equipment noise of strength ne = 0.01 (blue squares). Notice that in experiments the level
of ambient noise is generally smaller than one percent, while the equipment noise level of two
percent is generally reasonable.

On the other hand, when both noises are present at the same time, the threshold level
imposed by equipment noise alone (magenta triangles) is increased with the introduction of an
ambient noise only if the latter satisfies the inequality given by Eq. III.24, i.e., na is much
larger (blue squares). Otherwise (not reported), the threshold remains the same.

4.3 Discussion

The analysis reported in the previous Subsection indicates that:

• noise can hide the presence of nonlinear features when the excitation amplitude is below
a given threshold, which is often much larger for FFT analysis, due to the lower NLR
(nonlinear-to-linear signals ratio);

• ambient noise is always negligible in the case of FFT analysis, since its effect decreases
with amplitude, thus it becomes soon negligible with respect to equipment noise;

• ambient noise could be very important in the case of SSM analysis, especially when the
lowest excitation amplitude is very small. In fact, the ambient noise is equivalent to an
equipment noise with amplitude inversely proportional to the lowest excitation amplitude
(see Eq. III.20). Thus, a difficulty which is related to the choice of the lowest excitation
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III.4 Amplitude threshold for nonlinearity detection

amplitude A0 comes to the fore in performing SSM analysis: the lowest excitation level
could not be increased arbitrarily, since it should be such that the elastic behavior is
roughly linear at that amplitude. Increasing A0 in order to reduce effects of ambient
noise can easily lead to crossing the linear limit in the response of the medium which
corresponds to include nonlinear features already in the reference signal, resulting in
deficiency of the method (reducing the NLR), as shown in details in the next Section.

Finally, we wish to discuss the relation between the threshold for nonlinearity detection
and the SNR (Signal-to-Noise Ratio). Thus, in Fig. III.8, we compare the NLR (Nonlinear-to-
Linear Ratio) at the threshold of nonlinearity detection (equivalent to the value of the nonlinear
indicator at threshold: yth = axb

th), with the noise strength on the nonlinear signal (w or uIII ,
in SSM and FFT, respectively).

Figure III.8 – Nonlinear-to-linear signals ratio at the threshold level vs. strength of the noise

contribution to the nonlinear signal. The solid line indicate when the two are

identical. (a) SSM analysis; (b) FFT analysis.

We have considered an equipment noise of varying strength ne; the corresponding noise
strength is nSSM

e =
√

2ne and nF F T
e = 0.04ne, for SSM and FFT signals respectively. Data

show that for low values of λ, nonlinearity can be detected when yth = nSSM/F F T
e (corresponding

to the diagonal solid line), i.e. as soon as the nonlinear signal is larger than the ”nonlinear”
noise. However, for larger values of λ, to have detection of the nonlinearity the NLR should
be larger than the NonLinear Signal-to-Nonlinear Noise ratio (points are above the diagonal),
possibly due to saturation effects in the model used.
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4.4 Experimental results

In this Section, dealing with experimental validation of the numerical results previously
discussed, we analyze data recorded from two different experiments taken from literature. We
wish to prove that:

• In both SSM and FFT measurements, an amplitude threshold for nonlinearity detection
is identifiable. Such a threshold diminishes when increasing the nonlinearity of the system
for the same experimental set-up, i.e. the same noise level;

• the threshold for nonlinearity detection in SSM is dependent on the amplitude of the
excitation used to define the reference signal.

First, we have analyzed data collected in a previously performed experiment [25]. The con-
sidered sample was a prism obtained by joining together two identical concrete cubes (20x20x20
cm3). The interface between the two cubes was a thin layer of a cement paste (about 4 mm
thick). Transducers (emitter and receiver) were glued using PhenylSalicilate both on the same
lateral surface on the two opposit sides with respect to the interface. Excitation was chosen as
a sinusoidal burst (10 cycles) at 55.5KHz, with amplitudes varying in the range of 10−8 to 10−6

strain amplitude. The system was located in a Mechanical Testing Machine to control a quasi
static load of the sample (hence inducing damage localized at the interface). Measurements
were performed following the same procedure adopted in the numerical analysis. Recorded data
were analyzed in a 200 µs time window.

The SSM and FFT indicators are reported in Fig. III.9 as a function of the excitation
energy xu for three levels of the applied load (2, 5 and 10 MPa). Note that early damage starts
at a load of 4 MPa, while rupture occurs at about 15MPa [26]. Both ySSM and yF F T depend
on xu as a power law with exponent 1. For what concerns the analysis in the time domain
(subplot (a)), nonlinearity is detected for the three cases, even though hardly detectable for
the undamaged (lower load) case. The detection threshold is always much larger when data are
analyzed in the frequency domain (subplot (b)) and it is not possible to detect the nonlinearity
of the undamaged (lower load level) system. Note that measurements were performed under
load, thus affected by a significant noise level, responsible of the scattering of data.

A second experiment was conducted on a less noisy system. The system was a fiber rein-
forced concrete prism (1 m long and 10x10 cm2 cross section), with different levels of corrosion
of the bar induced electrochemically and uniformly distributed. The sample was equipped with
two transducers glued on the same face of the prism, at a distance of 40 cm one from the
other. Excitation was chosen as a burst composed of 10 sinusoidal cycles at 35KHz. The use
of narrow band transducers did not allow us to perform a significant analysis of the results in
the frequency domain, thus only SSM data will be presented. Data acquisition and processing
was performed as discussed in the previous Sections. Results reported in Fig. III.10 confirm
the information given in Fig. III.9: increasing damage increases nonlinearity and the detection
threshold moves to lower values of excitation amplitude. The observation that the threshold of
detection is in all 3 cases at ySSM ≈ 0.03 is to be expected as a consequence of the use of the
same experimental set up for all three cases, thus the same experimental noise level.
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Figure III.9 – Nonlinear indicators measured experimentally on a concrete prism (with a

joint) under load. (a) ySSM vs. xu; (b) yF F T vs. xu. The detection threshold

is larger for lower nonlinearity and it is always much larger when the analysis

is performed in the frequency domain. Compare results with Fig. III.6.

The experiment was repeated during the work of this thesis on an identical prism at the
intermediate corrosion level to prove the role of environmental noise. To best highlight its
effect, we have collected data at 20 different amplitudes, but we have analyzed them using
three different values of the excitation amplitude u0 used to define the reference signal.

Experimental results reported in Fig. III.11 show an increase of the influence of environ-
mental noise with decreasing u0. Furthermore, as expected, the detected nonlinearity decreases
when increasing u0, since part of the nonlinear response is present already in the low amplitude
signal, as previously discussed. Results are in agreement with those obtained using numerical
data.

4.5 Implications for the experimental analysis

The detection of the threshold discussed above is of great importance to correlate properly
the experimental observations with the mechanisms responsible of the observed nonlinear be-
havior. In fact, often the physical nature of the nonlinearity is correlated to the exponent of the
power law dependence of the nonlinear indicator. However, as we have shown, it is not always
easy to determine the correct power law from experimental (or even synthetic) data. The range
of amplitudes at which the nonlinear measurements are significant might be small: for low
amplitudes the nonlinear signal is submerged into noise, while for large amplitudes saturation
effects and/or set up limits might affect the measurement.

In some cases, like clapping, most of the interesting nonlinear behavior might be localized in
a narrow amplitude band, in which local displacements are large enough to open/close cracks
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Figure III.10 – SSM nonlinear indicator measured experimentally on a reinforced concrete

prism at different levels of corrosion. The detection threshold decreases when

increasing damage (i.e. increasing nonlinearity). In all cases nonlinearity is

detectable when ySSM is larger than 0.03, thus confirming the presencs of

the same equipment noise in the three experiments.

but small enough so that opening/closing occurs repeatedly. Also, from the computational
point of view, numerical accuracy at low amplitudes or model saturation/instability at large
amplitudes might easily occur providing, as in experiments, deviations from the expected power
law. Not accounting for these effects might easily lead to a wrong determination of the power
law exponent b, thus to a non correct understanding of the physical mechanisms which are at
play.

As an example, in Fig. III.12 we show results of a numerical experiment performed intro-
ducing an additional nonlinear scatterer in the sample described by a clapping model [27]. As
a result of the combination of the effects due to the two scatterers, the exponent is changed
from 1 to 1.5, as expected from the theory (see fitting curve of data represented with squares
in Fig. III.12). However, when noise is added to the system, a blind analysis of the power law
reveals a reasonable fitting of all the amplitude range with an exponent 1.1 (see the blue fitting
line of the plot with circles). Thus information about the new physical mechanisms is lost.

Such under-estimation of the exponent is also expected for instance when examining the
experimental data of Fig. III.10.

As a final issue to be discussed, we remark that, for the complete analysis of the data, also
the coefficient a is to be carefully accounted for. As we have shown, the nonlinear to linear
ratio should be larger than the signal to noise ratio. However, for given physical mechanisms
of nonlinearity, the former is linked to the coefficient a. Analysis methods in the frequency
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Figure III.11 – SSM nonlinear indicator measured experimentally on a reinforced concrete

prism at an intermediate corrosion level. Data were analyzed by increasing

the amplitude of the low driving u0 used to generate the reference signal. As

expected, the threshold increases with increasing u0 . See also Eq. III.20.

domain (FFT) or time domain (SSM) have been shown here to provide the same estimation of
the exponent but a much different coefficient in the power law dependency. It is clear that this
difference is linked to the different physical mechanisms exploited by the methods. The effects
of a nonlinear scatterer are indeed the transfer of energy from fundamental to higher order
harmonics, the reversible change of the elastic properties of the material (conditioning) and an
amplitude dependence of attenuation. The former is common to all forms of nonlinearity and it
could be best detected using the FFT analysis. On the contrary, the other two mechanisms are
mostly inducing effects on the fundamental frequency, which is generally strongest in amplitude
than harmonics. In this case SSM could provide the best way to get out of the noise level.

To better analyze this issue, we further analyze the threshold effect on SSM signals. As
shown elsewhere [15], effects of nonlinear attenuation, phase shifts and harmonics generation
could be separated in the SSM signal by temporal correlating, normalizing or filtering the
reference and large amplitude signals before making the analysis. The same data sets used
in Fig. III.6 was analyzed separating the three contributions for a given noise level. Results,
shown in Figure III.13 clearly highlight the dependence of the minimum amplitude necessary
to detect nonlinearity on the physical mechanisms at play.

In the case considered the stronger nonlinear effect comes from phase shifts between reference
and large amplitude signals. It is remarkable that all four indicators fit the same slope (b = 1).
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Figure III.12 – Determination of the power law exponent from numerical results obtained

simulating a sample with both a hysteretic and a clapping scatterer (de-

scribed using models reported in the previous Chapter). Without noise the

exponent b is found to be 1.5 (squares), but when noise is added, without

considering a threshold for amplitude detection the exponent is found to be

1.1 (circles and blue fitting curve) as for purely hysteretic scatterers. Thus

the presence of the clapping scatterer is undetected.

5 Effects of the experimental configuration and data anal-

ysis parameters

In this Section, we analyze how the detection threshold of nonlinearity is influenced by some
parameters of the experimental configuration, such as the receiver position. Also, we analyze
the effects due to the choice of the parameters of the data analysis. We will show here that
extracting an absolute value of the nonlinear parameter often requires the a priori knowledge
of the resonance structure of the medium. In other words, models are needed to calculate
parameters which are independent from the chosen configuration.

As a solution to the problem, we show that the power law exponent b is the only property
which is independent from the experimental configuration and parameters in the data analysis.
As a consequence, when normalization with respect to the set up is not possible, the value of
the exponent b could still convey useful information about the nature of the nonlinearity in the
material. Nevertheless, its quantification remains a problem.
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Figure III.13 – Determination of the threshold for detection using SSM (same case as in

Fig.III.6). Here the threshold for detection is calculated when different

mechanisms producing the SSM signal are considered: nonlinear attenuation

(green), phase shift (blue) and transfer of energy into harmonics (magenta).

Red symbols refer to the complete SSM signals, while squares denote results

in the presence of noise.

5.1 Numerical analysis

In this section, we analyze the effects of the experimental configuration on the detection
threshold using numerical data only. It is thus possible to easily control the various parame-
ters and analyze independently their respective influence on the results. However, the results
reported here show features that have already been observed in experimental data sets [28, 29].

As in the previous cases, synthetic data are generated using a 1-D code for the propagation
of elastic waves in hysteretic media. The model used is based on a Preisach-Mayergoyz approach
(PM) [30], i.e. the constitutive equation of the sample emerges from the average of a statistical
ensemble of simple hysteretic elements (HE) defined as bistable systems, which switch from
an elastic state to a rigid one at a given pressure and return back to the original state at a
different (smaller) stress. Given a statistical ensemble of HEs, the two values of pressure at
which transition occurs are distributed uniformly in a given interval, much larger than the stress
due to the elastic wave. Details can be found in the previous Chapter and in refs. [30, 31].

The sample was considered as a bar l = 10 cm long, with Young modulus E = 72 GPa and
Q-factor of 600. A hysteretic nonlinear scatterer (of length ls = 5mm) was located in the center
of the bar. Elastic waves were injected at x = 0, i.e. on the left side of the bar and recorded at
different positions along the sample.
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Both CW excitations vs and pulses vp were considered in this analysis:

vs = Asin(ω0t) (III.26)

vp = Asin(ω0t)exp − (t − t0)
2

2σ2
(III.27)

Here the most important parameters are the central frequency ω0 and the source amplitude A.
In our simulations, we choose a frequency very close to resonance for CWs (ω0 = 25.9KHz)
and a high frequency for pulses (ω0 = 400KHz).

For each kind of injection, signals u(t) were recorded by receivers at increasing excitation
amplitudes and analyzed as it has been discussed in the previous Sections to extract the non-
linear indicators. We have considered the effects of noise on the determination of the nonlinear
indicator. To this purpose, to each given synthetic data recorded by a receiver (u(t)), a white
noise has been added to simulate the ambient and equipment noises, as discussed in the previous
Section. The noisy signals are thus in the form:

u′(t) = u(t) + ηa(t) + ηe(t)

u′(t) = u(t) + na ∗ βa(t) + ne ∗ βe(t) (III.28)

where βa and βe are random variables uniformly distributed between -1 and 1 with zero average.
The first noise term ηa(t) has a constant (small) amplitude na and simulates an ambient (envi-
ronmental) noise. The second parameter ηe(t) has an amplitude ne proportional to max(u(t)).
It describes an equipment noise, which is known to be increasing with increasing amplitude of
excitation.

5.2 Effects due to the experimental set-up

The detected nonlinearity, or the nonlinear to linear signal ratio, is strongly affected by
the propagation from the source of nonlinearity to the detection position. Attenuation of the
medium and resonance of the structure might in fact have a different impact on the linear and
nonlinear parts of the signal.

As a consequence, the energy of the recorded signal xu (see Eq. III.5) and of the SSM
signal w (see Eq. III.14) is strongly dependent on the position where it is recorded, i.e. the
position of the receiver. Furthermore, xu constitutes only an approximate quantification of the
energy which is really exciting the nonlinearity. Indeed, it quantifies the energy at the receiver
position, while nonlinearity depends on the energy (eventually averaged) at the location of the
nonlinearity. The latter is roughly proportional to xu, but for the reasons mentioned before,
the proportionality constant depends on the receiver position. As a consequence, quantification
of nonlinearity is not feasible, unless the transfer function from the receiver to the zone where
nonlinearity is present is known analytically. Even in this case, when nonlinearity is distributed,
there are unsolved issues about how averaging should be performed.

In any case, in experiments the problem is present and technical difficulties often are not
allowing to estimate the energy at the position of the nonlinearity. Thus, we analyze in this
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Section the effects on the measured nonlinearity by positioning transducers at different distances
from the nonlinear scatterer, without taking advantages of the corrections which might be easily
introduced in numerical data. We consider first the ideal case without noise and then a similar
study is performed after adding an equipment noise to the recorded signals so that the situation
is close to experimental conditions.

5.2.1 Continuous waves

We first consider CW injected in the sample and measure the output signals in standing
wave conditions. In Figure III.14, the SSM indicator ySSM is plotted as a function of the output
energy xu recorded at different positions xrcv in the absence of noise.

Figure III.14 – SSM indicator ySSM vs. output signal energy xu without noise and for differ-

ent positions of the receiver xrcv. The sample is excited using a CW signal.

Data in log-log scale are fitting parallel straight lines with the same slope for each position of
the receiver, i.e. we have a power law y = axb with a constant exponent bSSM = 1, but different
coefficients aSSM . The numerical results shown here are in good qualitative agreement with
typical experimental observations (see Fig. III.5). From the data reported, we can conclude
that quantifying the nonlinearity is not possible. However, the power law exponent b is set-up
independent. Therefore, independently from the position of the receiver we still catch the fact
that the nonlinearity is of the hysteretic kind.

Furthermore, data reported in Fig. III.14 indicate that, for the same excitation level at
the source, we measure the same value of ySSM for all positions. Indeed, the nth point of
the series of each measurement has the same ySSM but different xu, as a consequence of the
resonance structure of the medium. We can also observe that the nonlinear indicator curves are
well superimposed for receivers located at equidistant points from the defect which situated at
x = 50 mm: see e.g. xrcv = 45 mm (red circles) and xrcv = 55 mm (green losanges). This was
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to be expected, since the fundamental resonance mode (used here) is symmetric with respect
to the center of the sample.

Assuming the coefficient aSSM of the fitting power law to be indicator of the nonlinearity
strength, we might conclude that without taking into account the resonance structure of the
medium we are introducing an error, since xu is not correctly estimating the energy at the
scatterer position. Also, we should remark that in the SSM signal w(t), contributions at the
fundamental frequency are dominant. Therefore, propagating from the scatterer to the receiver,
they are affected in the same way by the resonance structure as the complete signal u(t). It
follows that ySSM , due to its definition as the ratio between linear and nonlinear components,
is independent from where the signal is recorded, provided the amplitude at the source is the
same. Indeed, when plotting ySSM as a function of the energy of the excitation xs, all curves
collapse into a single one, as expected from Fig. III.14

Figure III.15 is the equivalent of Fig. III.14, but obtained considering noisy data with an
equipment noise level ηe = 0.03 (i.e. noise is 3 percent of the signal).

Figure III.15 – (a) SSM indicator ySSM vs. output signal energy xu with noise and for

different positions of the receiver xrcv. The sample is excited using a CW

signal; (b) SSM indicator ySSM vs. input signal energy xs. In both plots,

the dashed lines represent a power law fitting in the amplitude range where

specimen nonlinearity is detectable.

The receivers were situated at the positions xrcv = [55, 65, 75, 85, 100] mm. As before,
in subplot (a) we observe a parallel shift of the curves toward increased nonlinearity when
decreasing the distance between the scatterer and the receiver (we recall that the scatterer is
located at x = 50 mm). As mentioned before, all curves collapse when ySSM is plotted vs. the
excitation energy (Fig. III.15.(b)).

When noise is present, we could also define the threshold detection of nonlinearity. As
discussed in the previous Section, at low amplitudes, noise is dominating and the nonlinear
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contribution, mostly due to nonlinear components of the noise, are proportional to the signal
energy: ySSM is constant. At larger excitation energies, the nonlinear part of the noise becomes
negligible and ySSM follows a power law with b ≈ 1. The intersection between the fitting lines
in the two regions defines the detection threshold.

The threshold for the detection of nonlinearity is also dependent on the position of the
receiver. Indeed, the onset of the nonlinear behavior shifts to lower values of the output
energy xu (subplot(a)). However, this information might be misleading. Indeed, the parameter
which controls the threshold should be the same, independently from the set-up used for the
measurement. In fact, if we consider the threshold as the minimum source amplitude necessary
to have a nonlinear signal above the noise level, we note in subplot (b) of Fig. III.15 that the
threshold level is the same for each experiment, i.e. for the various detecting positions.

We should note that a similar analysis has also been performed in the frequency domain
(FFT). Results are similar when plotting yF F T as a function of the output energy. However,
curves are not collapsing when plotting results as a function of excitation energy. In fact,
influence of the resonance structure is different for the fundamental frequency and the higher
harmonics. Thus, the nonlinear signal is affected in a different way than the linear one when it
is propagating from the nonlinear source to the detection position. Hence, yF F T , for the same
excitation amplitude, varies with the position of the receiver .

5.2.2 Pulses

As we already mentioned, the same effects studied in the previous Subsection are shown
when the excitation is a pulse, rather than a CW where first arrivals are considered in the
analysis.

In Fig. III.16, we consider results of the data analysis in the time domain. As in Fig. III.15,
the SSM indicator as a function of the energy of output (subplot (a)) and of the energy of the
input signals (subplot (b)) is shown at different detection positions: xrcv = [55, 65, 75, 90, 100]
mm. When noise effects are not considered (squares in the two plots), data are aligned in
parallel straight lines, which can be fitted with a power law with slope b ≈ 1. Again, while
the output energy (for the same excitation level) decreases with increasing the distance of the
receiver from the defect location due to attenuation, the SSM indicator is independent from
the receiver location. When the nonlinear indicator is plotted vs. the source (input) energy,
all curves collapse (Fig. III.16. (b)). The introduction of an equipment noise ηe = 0.03 (i.e. 3
percent of the signal) produce effects similar to those observed in the case of continuous waves
(curves with circle symbols in the plots). In the low amplitude region noise is dominant. The
threshold for the detection of nonlinearity (intersection between fitting lines in the nonlinear and
in the noise regions) shifts to the right (larger values of the output energy xu) when increasing
the distance source-receiver, being, as before, an apparent shift only.

The same set of data has also been analyzed in the frequency domain, in the absence of
noise, see Fig.III.17. Here, the amplitude of the nonlinear indicator is much smaller, hence
numerical approximations in the FFT analysis are already introducing a threshold for the
detection of nonlinearity, even without noise. Indeed, the ratio between ySSM and yF F T is
almost 100. As before, attenuation in the propagation from nonlinear source to receiver causes
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Figure III.16 – (a) SSM indicator ySSM vs. output signal energy xu with and without noise

for different positions of the receiver xrcv. The sample is excited using a pulse;

(b) SSM indicator ySSM vs. input signal energy xs. In both plots, dashed

lines represent a power law fitting in the amplitude range where specimen

nonlinearity is detectable.

a biased estimation of the power law coefficient aF F T , thus a correction for attenuation should
be considered. However, also in the case of the FFT analysis, all curves collapse into the
same curve when yF F T is plotted vs the input energy (Fig. III.17.(b)), contrary to the case of
continuous waves.

The different behavior with respect to the case of continuous waves could be easily explained.
In the case of pulses, the difference in the resonance structure for the different harmonics is not
important. Moreover, due to the short distance between transducers, all frequency components
are attenuated almost uniformly, thus the ratio yF F T is independent from the propagation
distance. Of course this is no longer true when attenuation is highly frequency dependent
and/or the propagation distance is large.

5.3 Effects of the data analysis parameters

Effects in the choice of the parameters used for the data analysis are particularly important
in the SSM analysis, which is based on the definition of a reference (low) amplitude A0 = Aref

at which the system behaves linearly. This choice could not be predicted a priori for a given
system. Hence, in general Aref is chosen as small as possible, compatibly with the noise level of
the system. Since this could be a critical point, as already observed in the previous Section in
relation to noise threshold, we further analyze the reference amplitude issue here. The aim is to
show that a non appropriate choice of the reference signal can be detected from experimental
results and eventually corrected by repeating the experiment with a lower reference amplitude.
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Figure III.17 – (a) FFT indicator yF F T vs. output signal energy xu without noise for dif-

ferent positions of the receiver xrcv. The sample is excited using a pulse;

(b) FFT indicator yF F T vs. input signal energy xs. In both plots, dashed

lines represent a power law fitting in the amplitude range where specimen

nonlinearity is detectable.

Figure III.18 – Nonlinear indicator ySSM as a function of the output energy xu for different

reference signal amplitudes and in the absence of noise.

First, in Fig. III.18, we consider CW waves and calculate the SSM indicator as a function
of the output energy for different choices of the reference amplitude. Here, the reference ampli-
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tudes used are Aref = [A1 = 0.01, A2 = 0.02, A3 = 0.03, A4 = 0.04, A5 = 0.05, A6 = 0.06, A7 =
0.07, A8 = 0.08, A9 = 0.09, A10 = 0.1, A11 = 0.2, A12 = 0.3, A13 = 0.4]kPa.

As we can observe, when Aref is small enough(Aref = [A1, A3]), the SSM curves are straight
lines which are completely superimposed. When Aref increases further, it can be observed
that the linear dependence of the SSM curves is lost, except in a small region at high ampli-
tudes. Thus, we have a threshold in amplitude, below which nonlinear measurements are not
meaningful. Above threshold, the choice of the reference signal doesn’t seem to be relevant.

Sensitivity to the reference signal is due to the way ySSM is defined. Indeed, the SSM signal
w(t) is determined as the difference between the reference signal and the high amplitude signals.
If any nonlinear contribution is already present in the low amplitude signal, that would cause a
reduction in the amplitude of w(t), resulting in a smaller value of the ySSM indicator, as shown
through data at low values of xu and large amplitude of the reference signal. However, the
residual nonlinearity present in the signal at the excitation amplitude Aref becomes negligible
at higher amplitudes.

Figure III.19 – SSM indicator ySSM vs. output signal energy xu for different choices of

the amplitude of the reference signal Aref . The sample is excited using

a pulse. In both plots, dashed lines represent a power law fitting in the

amplitude range where specimen nonlinearity is detectable. (a) Equipment

noise proportional to the amplitude of the signal; (b) Environmental noise

at constant amplitude.

Using pulse excitations, we have also considered the behavior in the presence of noise(see
Fig. III.19). In the case of equipment noise (subplot (a)), we observe the existence of the usual
threshold for detection discussed in the previous section of this Chapter: at low amplitudes,
nonlinear effects due to noise are dominant and ySSM is constant with increasing the energy
of excitation xu. However this is valid only for low values of the reference amplitude (Aref =
[A1, A3, A5]), i.e. when noise effects are stronger than nonlinear effects present in the reference
signal. In such cases, no effects of the choice of the threshold are visible.
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On the contrary, for larger amplitudes of the reference signal (Aref = A8, red circles), the
opposite occurs. The nonlinear effects in the reference signal are so large that noise is not
relevant and the threshold for detection is determined by the choice of Aref only.

While it might seem possible to conclude that the choice of the lowest possible value for the
amplitude of the reference signal is always the best, this is not the case when ambient noise is
present. This was already remarked in the previous Section and it is further discussed here.

In Fig. III.19.(b), we analyze the effects of an ambient noise on the measurement, i.e. of a
noise with amplitude which does not depend on the amplitude of the source. In this case, the
actual noise on the SSM signal at a given amplitude is amplified by a factor k = A/Aref , as
discussed in the previous Section. In these conditions, increasing the amplitude of the reference
signal corresponds to:

• decrease the contribution to the SSM signal of the nonlinear components of the noise;

• increase the contribution to the SSM signal of the nonlinear components due to the
reference signal.

As a consequence, at low reference signal amplitude values, the first effect is dominant
and the detection thereshold at first decreases with increasing Aref : see cyan stars and green
triangles in Fig. III.19. Increasing more the amplitude of the reference signal, the second effect
becomes more important and the threshold for detection increases again.

6 Conclusions

In this Chapter two nonlinear indicators have been introduced to quantify the elastic non-
linearity of a material. Their behavior as a function of the elastic energy exciting the material
has been shown to be a power law.

However, several issues are to be considered before a reliable analysis of the power law could
be conducted as they have been introduced and studied in this Chapter of the thesis. From the
experimental point of view, data always show that:

• The power law behavior is valid only in a limited range of excitation amplitudes: at low
amplitudes noise effects are hiding the true nonlinear behavior, while at large amplitudes
saturation effects might be due to equipment or other uncontrolled sources of nonlinearity.
Neglecting this, one could easily under- or over- estimate the power law exponent b,
with drastic consequences on the interpretation of the experimental data and on the
discrimination between different physical sources of nonlinearity.

• The quantification of nonlinearity is highly dependent on the set-up of the experiment
performed and in particular on the position of source and receivers with respect to the
location of the nonlinear scatterer. As a consequence, quantitative measurements and/or
comparison of nonlinearity in different systems is often not easy to perform. Unless it is
taken extreme care in reproducing equivalent measurement set-ups, the coefficient a of
the power law is usually not providing an information in absolute terms.
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• The analysis of nonlinearity is very sensitive to the data processing adopted. In general the
SSM analysis is easier to perform and more robust than an FFT analysis, since it accounts
for contributions at the fundamental frequency also, while FFT only consider amplitudes
of higher order harmonics. Nevertheless, the parameters used, and in particular the
choice of the amplitude of the lowest excitation which defines the reference signal, should
be carefully evaluated in order to avoid a wrong estimation of the power law exponent b.

All these issues have been discussed here, using synthetic and experimental data. Most
of the observations reported in this Chapter are confirmed also by similar behaviors of data
reported in the literature. Given that most of the problems do not have a solution from the
experimental point of view, we have suggested how to recognize them when treating data and,
in some cases, we have proposed interpretations and/or solutions:

• The amplitude threshold for the detection of the effective nonlinearity has been defined, in
the presence of equipment and ambient noises.We have shown how the amplitude range of
validity of the power law could be determined for a given set of experimental data where
experimental points affected by a significant noise are eliminated. The different effects of
the two kind of noises have been compared and suggestions about the optimization of the
parameters used for the data analysis have also been given. Ambient noise seems to be
easily negligible with respect to effects due to equipment noise, particularly in the FFT
analysis.

• In some cases, effects due to attenuation and geometrical dispersion leading to the depen-
dence of the values of the nonlinear indicator on the position of the receiving transducer
could be compensated. Whenever attenuation is not frequency dependent, the linear com-
ponent of the signal and the nonlinear one manifest the same dependence on the position,
thus, once the nonlinear indicator is defined as a ratio between linear and nonlinear signal
energies they compensate. However, this is not the case if the resonance structure of the
system is relevant in the propagation, like in the case of continuous waves. In general,
SSM measurements extract the nonlinear signature at the same frequency of the linear
components of the signal, thus it is more likely their spatial dependence to be identical
and thus canceling in the definition of ySSM . Nevertheless, at this stage we could not pro-
pose any solution for the correct definition of the energy which excites the nonlinearity.
It could only be roughly estimated from the input or output energies, both calculated in
a point which is not the same as that in which nonlinear features are present.

• We have shown that the exponent b of the power law dependence is an absolute measure-
ment of the nonlinearity, while the coefficient a is not. It is very robust both with respect
to noise and to experimental configuration, provided some care is taken in measuring it.

The power law dependence of nonlinear indicators has been investigated in this chapter where
the exponent b was found to be independent from the experimental configuration. This param-
eter will be the basis for the developments proposed in the next two Chapters.
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Chapter IV

Power laws exponent based classification of
nonlinearity mechanisms

1 Introduction

Power laws in the form y = axb are a rarer phenomenon in the real world compared to the
exponential and the Gaussian functions for instance, which are commonly observed in physics.
There are however many situations in which power laws are important. In the analysis of
complex systems, in particular, power law dependencies are usually found and their study is
of great importance in order to define classes of systems sharing common features, which are
usually termed universality classes [1]. As a consequence, in the last decades the values of
the power law exponent in various systems have been widely investigated, leading to many
hypothesis about what might be the cause for the different values of b. In particular, changes
in the value of the exponent are often associated to phase transitions [2].

One classic example is related to phase transition involving the condensation of a gas into a
liquid. In this case, the transition is governed by continuously varying the external conditions,
for instance the temperature. The point at which the transition occurs is called critical point.
Around this point, the system shows a power law behaviour of its heat capacity as a function
of temperature. When the critical point is crossed, a transition from the gas state to the liquid
is accompanied by a change in the power law exponent [3].

This kind of power law based analysis and classification into classes has never been exten-
sively applied to nonlinear acoustics, except for describing the difference between classical and
nonclassical nonlinearity. We have indeed already seen that several experiments allow to define
a nonlinear indicator. The power law dependence when the nonlinear indicators y are plotted
as a function of the driving variable x is y = axb[4]. Such a dependence is confirmed by a huge
amount of data reported in the literature. It is well recognised that the power law exponent b
allows to distinguish between classical nonlinearelasticity characterised by b = 2, common to all
materials [5], and non classical elasticity (also termed Nonlinear Mesoscopic Elasticity - NME),
typical of consolidated granular (rocks, concrete,etc.) or damaged media (metals, composites,
ceramics), presenting an exponent b ≈ 1 .

However, such a classification is not sufficient to account for all experimental data available
in the literature, as we will discuss in the first Section. Experiments show, indeed, a wide
range of variability of the exponent b depending on the nature and intensity of damage in the
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material. In metals, where atomistic nonlinearity is dominant, b = 2 is observed [6]; in intact
consolidated granular media or samples with closed micro cracks, the exponent is b = 1 [7–10].
However, larger values of b, up to b = 3, have also been measured. Furthermore, in several cases
the exponent b assumes not integer values and/or evolves (generally increases) when increasing
the damage state of the investigated sample.

As a result, it is of interest to explore the information which could be extracted from the
value of the power law exponent. In particular, two main issues will be investigated in this
Chapter:

• Is it possible, besides the classical and non classical classes of nonlinearity already known
in literature, to define new classes of behaviours of nonlinear elastic materials? Is it
possible to classify theoretical multi-state multi-scale models, introduced in Chapter 2,
on the basis of the exponent b?

• If yes, is there any relation between the changes in b and the evolution of the sample
micro structure? What kind of experiments might be suggested to apply theoretical
results to perform or optimise the nonlinear acoustic characterisation of nonlinearity in
NME materials?

To address these two issues, we will show how classes of materials could be defined de-
pending on the exponent b and we will discuss the physical characteristics shared by elements
belonging to the same class. Also, we will show how different physical mechanisms introduced
as multi-state models could account for the observed values of the exponent and we propose an
interpretation of a phase transition from hysteretic elasticity to clapping observed in concrete
at increasing damage levels.

2 Universality classes of materials

As mentioned in the Introduction, different classes of materials manifest a nonlinear elastic
behaviour which can not be described in terms of the classical Landau theory (simple Taylor
expansion of stress as a function of strain). In general, these materials are termed as nonclassical
and are characterised by an exponent b = 1 in contrast with b = 2 observed in classical
media. In experiments however different configurations show that other values of the exponent
b are possible, thus suggesting an extension of the characterisation of materials based on their
nonlinear response to ultrasonic excitations.

2.1 Data analysis

2.1.1 Materials classification

We have analysed an ensemble of experimental data reported in the literature and calculated
the exponent b for all of them. Results are shown in Fig. IV.1. Data refer to experiments on
very different materials and using different nonlinear indicators.

As a consequence of the analysis, we have been able to group the results in four classes:

83



IV.2 Universality classes of materials

Figure IV.1 – Power law exponent b measured using the third harmonic amplitude or the

Scaling Subtraction Method for various samples. A: classical nonlinear

samples with exponent b ≈ 2: CLi = Duraluminum [11], steel [12] and teflon

[13]. B hysteretic nonlinear samples with exponent b ≈ 1:DUf = fatigued

duraluminum [11];CFf = carbon fiber reinforced composite with delaminations

[14]; STf: fatigued 4340 steel bar [15]; BOi = bones [6, 16]; SAi = Sandstones

[17, 18], SLf = microcracked slate beam [19]; COi = Intact concrete samples

[12, 13]; COa = Portland cement damaged by Alkali Silica Reactions at dif-

ferent stages [10]; COc = Corroded concrete samples at different stages of

corrosion [9]. C: macroscopically damaged nonlinear samples with ex-

ponent b ≈ 3: COD = concrete with strong mechanical damage [13]; COT

= concrete after strong thermal damage [20]; COD = mechanically damaged

granite (unpublished). D: nonlinear samples measured at increasing

levels of damage with exponent b between 1 and 3: COd = concrete dam-

aged in quasi static compression tests at increasing load (unpublished); COd

= concrete damaged by successive thermal loadings at increasing temperature

[20]; STd = steel disk with a partially open crack [21]; SLd = slate beam dam-

aged with successive impacts [22]; SLf = Slate beam damaged at increasing

number of fatigue cycles [22].
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• A - classical nonlinear media: the exponent is 2, as already mentioned above. To this
class belong mostly metals and solid media in the intact state. It is to be noted that
nonlinearity for these samples is very small (the coefficient a in the power law is small).
Furthermore, strain excitation amplitudes larger than those used for the other 3 classes
have been used in the reported experiments.;

• B - hysteretic nonlinear media: the exponent is b = 1 for consolidated granular media
(rocks and concrete), bones or slightly damaged metals and composites. All these samples
share the characteristic of presenting interfaces between grain boundaries and/or small
closed microcracks. Particularly significant is the case of concrete damaged by alkali-
silica-reaction (ASR) or corrosion of the reinforcing bar, points labelled as COa and
COc, respectively. For both cases, we have reported measurements of the exponent b at
successive levels of damage for the same sample. No change in the exponent is observed
when damage increases, while a increases with damage;

• C - open cracks in highly nonlinear media: when the sample is macroscopically damaged,
mostly open cracks are present and phenomena such as clapping might occur. Such
damage state could be easily achieved in the case of granular media and an exponent
b = 3 is found, thus denoting a huge nonlinearity;

• D - evolving nonlinear media: in the last class, we have collected data from experiments
performed to monitor the evolution of damage in one sample. Here it is shown how
both mechanically induced damage [23] and thermal damage [20] cause a change in the
microstructure, revealed by an increase of the exponent b, corresponding to transition
from small closed microcracks (class B) to larger and partially open cracks (class C).
Notice that the increase in b with damage is very small in the case of fatigue damage
(curve denoted with SLf), but even in this case a growing trend is observable. In other
cases, such as chemical or corrosion damage [9, 24], increasing damage do not correspond
to a variation of the exponent.

It should be remarked that the different samples studied present very different strengths of
nonlinearity, i.e. the coefficient a in the power law equation is very different in experiments
on materials belonging to the same class. Thus a seems to be the proper indicator to quantify
the nonlinearity, while the exponent b seems to be mostly connected to the physical origin of
nonlinearity.

2.1.2 Evolution of damage

Experimental observations on materials subject to mechanical loading such as thermal dam-
age, fatigue tests or quasi static loadings, show that the exponent b increases from 1 up to 3
with increasing the number and extension of open cracks [20, 25, 26]. Some of the corresponding
results have already been presented as belonging to class D in the previous classification.

In this paragraph we show in more details some results taken from literature [13]. SSM
measurements were performed on a cubic concrete sample under quasistatic mechanical loading.
The sample was excited using a CW at frequency ω0 = 55.5KHz and the exponent b was
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calculated from the power law dependence of the nonlinear indicator ySSM on the excitation
energy at different damage levels. Mechanical loading induces damage in the sample which
failed at a rupture load of about 13MPa.

In Fig. IV.2, we show the exponent b increasing from 1, for an intact sample, up to 3 as a
function of the applied loading. The variation of b could be explained assuming that different
physical mechanisms, are at play at the microscopic level in different conditions during loading.
In fact, it is expected a transition from one situation where distributed closed microcracks are
the only present features to another corresponding to coalescence of microcracks into larger
cracks, which finally result in visible macrocracks just before failure.

Figure IV.2 – Exponent b of the power law fitting function as a function of load. The increase

of the exponent may be related to transitions to different damage conditions

(progression of damage)[? ].

3 Nonlinearity in multi-state multi-scale models

Multi-state models introduced in Chapter II present the advantage of being easy to imple-
ment and versatile. Different physical mechanisms could be described using different micro-
scopic equations of satate. Furthermore, different sources of nonlinearity could correspond to
similar (or the same) equation of state for the microscopic elements, thus resulting in a non
unique solution of the problem: see for instance the equations in the Granato-Lucke model for
dislocations induced friction and the adhesion model in Chapter II.

Nevertheless, these models still constitute an excellent tool for supporting the interpretation
of data and optimization of experiments. Also, their predictions could be easily qualitatively
extracted from simple considerations, as we will discuss here.
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IV.3 Nonlinearity in multi-state multi-scale models

Figure IV.3 – Typical microscopic stress-strain equation for a microscopic element in a multi-

state formalism. Here for simplicity the driving variable is assumed to be the

strain: z = ǫ. (a) nonlinear microscopic element; (b) hysteretic microscopic

element; c) hysteretic microscopic element with memory

3.1 General definition

Taking advantage of the generalized multi-scale multi-state approach, described in details
in Chapter II, we could define several microscopic equations of state, which are the basis for
modeling the macroscopic stress-strain relations.

As mentioned, these microscopic elements might be inhomogeneities, grain boundaries or
cracks, with typical length of 0.1 to 100 micrometers. Each microscopic element is allowed to
be in a given number N of elastic states (i.e. with stress proportional to strain). The state
of a given element at time t is determined by a control variable z(t), which is in general the
applied pressure P (t) (it could also be the strain). Transition from state j to state j + 1 occurs
when the driving variable exceeds a given value zj,j+1, characteristic to the element and called
transition point. Thus, the microscopic model is fully defined by the number of states N , the
corresponding values of the elastic constants ~K = (k1, k2, ...kn) and the number M of transition

points: see e.g. Fig. IV.3. (a). The transition points define a vector ~Z.
Once the mechanisms (i.e. the equation of state of the microscopic element) are defined, the

model is scaled up to the mesoscopic level using a statistical ensemble of microscopic elements
different from each others by their vectors ~Z. The distribution of values of the driving variables
define the generalised Presaich-Mayergoyz distribution ρ(~Z). In this context, each microscopic
element corresponds to a point in a multidimensional space of coordinates given by the vector
~Z.

Statistical averaging is performed over a proper distribution to derive the EOS in a scale of
the order of 10 to 100 µ m, typical of Mesoscopic Elements. From that, it is easy to obtain the
macroscopic equation of state, e.g. using the equation of motion and Finite Differences methods.
The macroscopic σ(ǫ) relation is the measurable one and thus constitutes the macroscopic
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IV.3 Nonlinearity in multi-state multi-scale models

model.
From what has been stated above, it follows that:

• the microscopic equation of state is related to physical processes. From modelling point
of view, the relevant information is contained in the state diagram as a function of the
control variable z (see Fig.IV.3.(a);

• the mesoscopic equation of state depends of course on the microscopic equation of state.
However, it is also influenced by the choice of the statistical distribution of elements in
the PM space;

• the macroscopic equation of state depends on the mesoscopic one. However, it also
depends on the eventually non spatially uniform distribution within the sample under
investigation.

3.2 Hysteresis, memory and conditioning

One of the main features in a generalised multistate PM approach is the possibility to easily
include in the model features such as hysteresis and memory, which can not be easily dealt
with in an analytical approach. Thus, multistate models could be classified into hysteretic or
non hysteretic models, with or without memory.

Let us refer to Fig. IV.3, the following typical microscopic equations of state are shown:

• Nonlinear element: in subplot(a) a purely nonlinear element is shown. The equation of
state is the same when the control variable z is increasing or decreasing. The element
contributes to nonlinearity in the global mesoscopic stress-strain equation only when
switching from one state to another, i.e. at z(t) = zij.

• Nonlinear hysteretic element: as shown in subplot(b), hysteresis is present when at least
one of the transition values of the control variable assumes different values when z(t) is
increasing or decreasing: zij 6= zji. Thus for a given range of the control variable two
(or eventually more) states are possible, depending on the conditions at previous times.
To determine the actual state of the element at a given time t1, it is sufficient to track
the transitions occuring in the lapse of time [t = 0, t = t1] according to the variations of
z(t) (assuming z(t = 0) = 0). Nevertheless, in the considered case, once the ’experiment’
is finished, the control variable is zero again and the microscopic element returns to its
initial state: no conditioning is observed.

• Nonlinear hysteretic element exhibiting conditioning: as shown in subplot(c), conditioning
is an emerging property when the transition values of the control variable are such that
for z = 0, i.e. equilibrium (initial) condition, more than one state are allowed for the
microscopic element. In mathematical terms, the condition zij ×zji < 0 should be satisfied
for at least one couple ij. In this case, the state at time t = 0, i.e. when z(t) = 0 is
not uniquely defined. It should be calculated tracking the transitions in the interval
−∞ < t < 0 and it depends on the values of z(t) in the same time interval.
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Before proceeding to the next Subsection, we remark here that relaxation processes are
also involved in multistate models with conditioning, although not discussed here because they
occur on a much longer time scale and thus are not relevant for the definition of the nonlinearity
of the system. Nevertheless, their definition allows to define in a unique way the state at time
t = 0 for a system which was kept at rest for a long time.

3.3 Nonlinearity in the macroscopic response

To predict the macroscopic response, statistical averaging should be introduced and thus
considerations about the statistical distribution of the values of the transition parameters are
necessary. Each microscopic element is represented as a point with components of the vector
~Z as coordinates in a multidimensional space with a given shape defined by the geometrical
constraints imposed in the model, including an upper limit and/or threshold values for each
parameter (see Fig. IV.4).
Here, we consider for simplicity a three states system without hysteresis. Geometrical con-
straints in the PM space correspond to the physical constraint z1,2 ≤ z2,3. Also an upper limit
for the transition values is assumed and the distribution is uniform within the allowed space.

Figure IV.4 – Typical distribution of M = 1800 microscopic elements in the PM space for a

three state system without hysteresis (zij = zji).

A multi-state element contributes to nonlinearity in the global mesoscopic stress-strain
equation only when switching from one state to another. If a perturbation z(t) ranging from
zmin to zmax is applied, only microscopic elements with at least one transition point zi,j belonging
to the proper interval zmin ≤ zij ≤ zmax are subject to transitions from one state to another,
and consequently contribute to the nonlinear response of the system. In Fig. IV.4 only elements
within the triangle in the lower left corner of the figure and in the rectangle (i.e. individuated
by the two dashed lines corresponding to the maximum value assumed by the driving variables)
are activated.

If we define ρ(~Z) as the statistical probability to have an element with transition points

defined by the vector ~Z = (z12, z23, ..., z(n−1)n), the number of active nonlinear elements is
therefore
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IV.3 Nonlinearity in multi-state multi-scale models

Nact =
∫ zmax

zmin

ρ(~Z)dz12dz23...dz(n−1)n (IV.1)

In the approximation of the same generated nonlinearity for each switching element in the
PM space, which turns out to be realistic as verified in the following, the nonlinear response y
is expected to be proportional to Nact.

For some simple density functions ρ, we could further develop the general equation Eq.
IV.1 giving the nonlinear response y of multi-state multi scale models in order to find a relation
between the exponent b predicted in such a response and the geometrical properties of the
statistical distribution.

3.3.1 Uniform distribution

Assuming a uniform distribution ρ(~Z) = ρ0, Eq. IV.1 becomes:

Nact = ρ0

∫ zmax

zmin

dz12dz23...dz(n−1)n

= ρ0S (IV.2)

From the mathematical point of view, several parameters are important to calculate the
value S of the integral of Eq. IV.2:

• the dimensionality of the PM space, that is to say, the number of transition parameters
required by the model. This number is given by the number of allowed states N and it is
defining the microscopic properties of the system;

• the shape of the allowed portion in the PM space, ie. the constraints imposed on the choi
ce of the parameters. For instance, in Fig. IV.4 we have 0 ≤ z1,2 ≤ z2,3 ≤ 10−9.

In any case, S can be calculated as the multidimensional volume resulting from the intersec-
tion between the PM space filled with density ρ0 and a sort of hypercube of size d = zmax −zmin.
In Fig. IV.5 an example is reported, considering a three dimensional PM space bounded by
|zi,j| < Λ.

Thus, we end up with a total nonlinearity which is roughly proportional to the multidimen-
sional volume S spanned by the applied perturbation z(t) in the PM space. Such a volume is
proportional to some power b of d depending not only on the number of independent transition
points zi,j but also on the geometrical constraints imposed by the model.

In the following we will apply this approach to calculate the power law exponent for different
multi-state multi-scale models, involving different microscopic equations of state. We use the
models which have been already described in Chapter II: hysteresis, adhesion, and clapping.
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IV.4 Constitutive equation based classification of multi state multi scale models

Figure IV.5 – Hypercube spanned by an excitation with zmin ≤ z(t) ≤ zmax in the case of

a PM space bounded by the condition |zi,j| ≤ Λ. The coordinates of two

selected points in the graph (blue circles) are given in the plot.

3.3.2 Non uniform distribution

Within the shape of PM space defined by a given microscopic equation of state and some
given geometrical constraints, the transition parameters could be distributed according to any
random distribution ρ(z1,2, z2,3, ..., z(n−1),n), which might be not uniform. In this case the solu-
tion of Eq. IV.1 is more complex and a general solution does not exist. It is clear however than
even in this case the volume spanned by the perturbation in the PM space is still important.

In the following we will solve the problem for a particular case of non uniform distributions
with a power law dependence. Nevertheless, we should mention that in dynamic experiments a
uniform distribution is often the most reasonable choice. In fact, when a sample is dynamically
excited, the strain levels are very small, compared to strains involved in quasi-static experi-
ments. Thus, while in the latter the full PM space is explored, only a small portion is spanned
by dynamic perturbations. It follows that a uniform approximation is of course reasonable.

In some cases however a non uniform distribution might be needed. This is the case of
microscopic features with spatial or temporal correlations. As a second example, we can consider
also threshold activated mechanisms, which might be well localised in a narrow strain (or stress)
range. These cases are not however objective of the discussion reported in this thesis.

4 Constitutive equation based classification of multi state

multi scale models

In this Section we will show how the predictions of the exponent b from Eqs. IV.1 and IV.2
allow to classify models into classes. The analysis is performed numerically and few details
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about the implementation (see also Chapter III) are briefly recalled.

4.1 Numerical simulation

We performed 1-D numerical experiments on a bar of length l = 16 cm. The sample is
excited using a sinusoidal forcing ξi(t) = Ai sin(ω0t), where ξ is a force or a displacement, at
frequency ω0 = 10 kHz. The total duration of the excitation is of about 3.14 ms (i.e. 5 cycles).
The index i stands for the repetition of the experiment at different values of the amplitude Ai.

Drive amplitudes are calculated to give strain levels in the range 6 · 10−9 to 7 · 10−7, in
agreement with experimental conditions. These amplitudes correspond to stresses of the order
of tens of KPa. All quantities assume reasonable values as in experiments and thus the elastic
constants should be in the range of few GPa.

Calculations are performed using the multi-state multi-scale PM based approach described
previously. The sample is discretised into mesoscopic zones. If a given zone presents some
nonlinearity (micro cracks, dislocations, grain quandaries,...etc), it is further divided into mi-
croscopic elements. Depending on the kind of nonlinearity we wish to simulate, the microscopic
element is described by a multi-state equation of state which allows a given number N of elastic
states defined by an elastic constants vector ~K = (k1, k2, ...kN).

We simulate here the response of M = 4000 microscopic elements arranged either in parallel
or in series, disposed according to a given distribution ρ in a PM space with some geometrical
constraints on the transition parameters imposed by the model.

Time is discretised using a regular step τ = 3.14 µ s. For each time t = nτ , the response Fi(t)
is calculated and the new state for each microscopic element is determined, before proceeding
to the following time step. Thus simulations, for each amplitude of excitation, provides two
temporal signals: ξ(t) and F (t).

The nonlinearity is extracted using the SSM or FFT indicators.

4.2 Hysteretic model with conditioning

4.2.1 Microscopic equation of state

Microscopic elements are defined as two states systems with two transition pressures, called
opening (z1,2 = Po) and closing (z2,1 = Pc) pressures, each one is defined as a random variable
in the range [−P max

c,o , P max
c,o ]. The transition values satisfy the condition Po ≤ Pc, thus the

transition to rigid state occurs in compression and the pressure is assumed to be positive.The
equation of state is reported in Fig. IV.6 and the stress-strain equation of one hysteretic element
is given by Eq. II.15

92



IV.4 Constitutive equation based classification of multi state multi scale models

Figure IV.6 – Microscopic EOS for the hysteretic model. Transitions points are shown with

dashed red lines and their values ~Z = (Po, Pc) are reported.

4.2.2 PM space and theoretical predictions of b

Hysteretic elements are distributed in a 2-D PM space whose shape is defined by the only
geometrical constraint:

Pc ≥ Po (IV.3)

(a) Nonlinearity without conditioning:

As mentioned before, hysteresis without conditioning is obtained when Pc ≥ Po ≥ 0 where
P min

c = P min
o = 0. The resulting PM space is shown in Fig. IV.7.

Let us consider a sample at rest: P (t = 0) = 0. For all elements, the inequality Po > P (t =
0) = 0 is satisfied, thus all elements are in the elastic state.
When a dynamic excitation of amplitude A is applied (i.e. −A ≤ P (t) ≤ A), all elements
belonging to the lower triangle in the PM space (namely Pc < A) switch to the rigid and then
back to the elastic state repeatedly. Thus they contribute to nonlinearity.

Figure IV.7 – Hysteretic PM model for nonlinearity with conditioning effects. (a) The dis-

tribution ρ0 of microscopic elements in the PM space. The amplitude of the

excitation is A and the activated area of the PM space corresponds to the

triangle denoted by T ; (b) Macroscopic EOS derived from averaging.
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The area of the triangle is T = 1
2
A2 and the number of activated elements is

Nact = ρ0

∫ A

−A
dPcdPo

= ρ0T (IV.4)

= ρ0
1

2
A2

From comparaison of Eq. IV.5 to the power law dependance of the nonlinear indicator on the
excitation amplitude x (y = axb), it follows that b = 2.
(b) Conditioning effects:

When conditioning is present (P min
o = P min

c ≤ 0 and P max
o = P max

c ≥ 0), at time t = 0 for
some elements Po ≤ P (t = 0) ≤ Pc. It follows that they could in principle be in either the
rigid or the elastic state. For reasons not discussed here, however, it is assumed that relaxation
processes lead all these elements to the rigid state, if the system was at rest for a long time to
allow full relaxation.

In the PM space represented in Fig. IV.8.(a), for a given amplitude A of excitation, elements
in the triangle denoted with the letter T are switching continuously from elastic to rigid state
and back thus contributing to nonlinearity. The area T of this triangle is proportional to A2 as
in the previous case:

T =
1

2
A2. (IV.5)

At the same time, elements in the rectangle R are switching only once, from rigid to elastic,
such elements are known to be responsible of conditioning effects. The region R has an area:

R = A|[P max
c − A]| = P max

c |[A − A2

P max
c

]|

Since A << |P max
c |, the area becomes

R = AP max
c

Again, since A << |P max
c | the area R is larger then T . Note that the plot in Fig.IV.8(a) is not

on scale.
It follows that, when hysteresis is present, conditioning contributions to the nonlinear re-

sponse are dominant. The total number of elements in the area spanned by the dynamic
oscillations is therefore:

Nact = ρ0

∫ A

−A
dPcdPo

≈ ρ0R (IV.6)

≈ ρ0A.P max
c
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Figure IV.8 – Hysteretic PM model for nonlinearity without conditioning. (a) Macroscopic

EOS derived from averaging over many elemnts; (b) The distribution ρ0 of

microscopic elements in the PM space. The activated area of the PM space

for an amplitude A of the excitation are the triangle in the center (denoted

by T ) and the rectangle R.

The exponent in this case is expected to be b = 1. The same value is expected when the
constraint Po = Pc is imposed, i.e. elements are on the diagonal (at least mostly) and hysteresis
is negligible.

4.2.3 Model parameters and numerical results

Numerical simulations have been performed to confirm the theory proposed. We have used
the model with conditioning and N = 1000 hysteretic elements. The chosen parameters of the
model are an elastic constant E = 72 GPa and a density ρ = 2700 kg/m3.
The driving amplitudes under consideration in the present study are calculated to give typical
stress values of the order of tens of KPa.
Care should be taken to ensure that such amplitudes do not saturate the PM space and we
choose the maximum values of Po and Pc to be P max

o = P max
c . Furthermore, P min

o,c = −P max
o,c .

Simulations varying the hysteresis parameters (density of the PM space λ, elastic parameter
k) have been performed. In all cases, we have found b = 1. Some typical results are shown
in Fig. IV.9. Of course the coefficient a of the power law is dependent on the parameters: it
increases when increasing λ. Similar considerations are valid also for the FFT indicator.
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.

Figure IV.9 – SSM nonlinear indicator vs. driving for the hysteretic model with condition-

ing. The curves refer to different values of the parameter λ. Solid lines are a

power law fit, as expected b = 1

4.3 Adhesion model with and without hysteresis

4.3.1 Microscopic equation of state

In this model, the driving variable is the applied strain ǫ on the element and two transition
points (x0 = z1,2, x1 = z2,3) allow each element to switch between three different elastic states
characterised by the elastic constants (k1, k2, k3). The equation of state in the case without
hysteresis is Eq. IV.8 and is shown in Fig. IV.10(a).

σi,j = k1∆xi if ∆xi < x0

σi,j = k2



∆xi − x01



 if x0 < ∆xi < x1 (IV.7)

σi,j = k3



∆xi − x02



 if ∆xi > x1
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Figure IV.10 – Adhesion model. (a) Microscopic EOS, transition thresholds ~Z = (x1, x2) are

reported; (b) Macroscopic EOS derived from averaging; (c) The distribution

ρ0 of elements in the PM space.

We could introduce hysteresis in the model with an additional fictitious state. For simplicity,
we assume a new transition point z3,1 = z1,2 = x0, as shown by the plots of the corresponding
equations of state in Fig. IV.11(a).

Figure IV.11 – Adhesion model with hysteresis. (a) Microscopic EOS, transition thresholds
~Z = (x0, x1) are reported; (b) Macroscopic EOS derived from averaging; (c)

The distribution ρ0 of elements in the PM space.
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4.3.2 PM space and theoretical predictions for b

The adhesion PM space is a 2-D one. Being derived from an analogy with the Lennard- Jones
potential, the following physical constraints to the transition parameters values are introduced:

0 ≤ x0 ≤ xmax
0 (IV.8)

and

x0 ≤ x1 ≤ x0(1 + α) (IV.9)

The resulting PM space is shown in Figs. IV.10. (c) and IV.11. (c).
For a given excitation of amplitude A, elements with transition parameters satisfying the con-
dition x0 < A and/or x1 < A, make at least one transition and the area S spanned by this
excitation is a triangle with base A and height (α − 1)A.

We expect the area to be:

S =
1

2
(α − 1)A2 (IV.10)

The number of elements in this area is consequently

Nact = ρ0

∫ A

−A
dx0dx1

= ρ0S (IV.11)

= ρ0
1

2
(α − 1)A2

Thus, both in the case with and without hysteresis, since the distribution in the PM space
is the same, we expect an exponent b = 2.

4.3.3 Model parameters and numerical results

For what concerns the material properties, we use the same material density as before
ρ = 2700 kg/m3 and the same number N of microscopic elements (N = 1000). The elastic
constant for the different states are chosen to give an equivalent elastic modulus E = 72GPa.
In addition, for the same reasons as in the hysteretic model, the maximum value of the defor-
mation x1 is chosen to be xmax

0 = 10−8.
Simulations varying the model parameters (elastic parameters ki and maximum of the tran-

sition parameters xmax
1 ) have been performed. In all cases, we have found b = 2. Some typical

results are shown in Fig. IV.12. Of course the coefficient a of the power law is dependent
on the parameters: it increases when increasing the ratio k2/k1 or decreasing xmax

0 . Similar
considerations are valid also for the FFT indicator.

98



IV.4 Constitutive equation based classification of multi state multi scale models

.

Figure IV.12 – SSM nonlinear indicator vs. driving for the adhesion model with hysteresis.

The curves refer to different values of the parameters. Solid lines are a power

law fit. As expected b = 2

4.4 Clapping model

4.4.1 Microscopic equation of state

The equation of state of a clapping element is defined summing the two equations of state
of two springs in parallel. The first spring is linear elastic with elastic constant ke; the second
spring is defined as a four state system, i.e. three elastic states with different elastic constants
k1, k2, k3 and an open state supporting no force. Therefore we have three transition points and
no hysteresis as described by Eq. II.26.
The equation of state is shown in Fig. IV.13. (a), the driving variable is the strain ǫ at
separating surface. Thus, K = {ke + k1, ke + k2, ke + k3, ke} and the transition parameters
Z = {z1,2 = x0, z1,2 = x1, z2,3 = x2} are generated as random variables.

4.4.2 PM space and theoretical predictions for b

The clapping model is another form of analogy to a like-Lennard Jones potential. The same
geometrical constraints as in the adhesion model are applied to both x1 and x2. Thus, we have:

0 ≤ x0 ≤ xmax
0 (IV.12)

x0 ≤ x1 ≤ x0(1 + α1) (IV.13)
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x1 ≤ x2 ≤ x1(1 + α2) (IV.14)

The statistical distribution ρ0 in the PM space is shown in Fig. IV.13(c). Again, for a given
excitation amplitude A, the volume of activated elements could be calculated taking into ac-
count the geometrical constraints imposed by the model. The activated volume, in this case,
is a pyramid with volume proportional to A3 (as a consequence we expect an exponent b = 3).
The number of elements in the volume spanned by the excitation is:

Nact = ρ0

∫ A

−A
dx0dx1dx2 =

ρ0α1α2A
3

Figure IV.13 – Clapping model. (a) Plot of the microscopic EOS, where transitions between

different states are shown as dashed red lines and the transition thresholds
~Z = (x0, x1, x2) are reported; (b) Macroscopic EOS derived from averaging;

(c) The distribution ρ0 of elements in the PM space.

4.4.3 Model parameters and numerical results

The elastic constants are fixed such that the equivalent elastic modulus of the medium is
E = 72 GPa (property of Aluminium). Thus, Since in the initial state all of N = 1000 elements
are in state 1, the elastic spring has a constant ke = E

N
− k1. The same material density as for

the other models ρ0 = 2700 kg/m3 is considered. The maximum value of the deformation x0 is
chosen to be xmax

0 = 10−8 and α1 = α2 = α is used.
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We performed some simulations for different choices of the clapping parameters. Results are
shown in Fig. IV.14 The exponent b is independent from the model parameters while the
coefficient a increases when the parameters xmax

o and/or α decrease. Increasing the elastic
constant k1, we see that more nonlinearity is generated ( corresponding to an increase of a).

.

Figure IV.14 – SSM nonlinear indicator vs. driving for the clapping model. The curves

refer to different values of the parameters. Solid lines are a power law fit. As

expected b = 3

4.5 Results and discussion

As shown in the previous Subsection, the exponent b can be calculated for various models
and depends only on the number N of allowed states and on the geometrical constraints imposed
to the distribution (considered uniform) of elements in the PM space.

To summerise, the exponent b has been calculated for each one of the multi-state multi-
scale models we previously discussed for different choices of the model parameters. In particular
simulations have been performed for different values of the elastic constants vector K, of the
PM density ρ0 and of the values of the upper boundaries in the PM space. Results are reported
in Fig. IV.15.

The latter figure shows, for each model, many points corresponding to simulations which
have been performed varying the model parameters. As we have already stated in the third
Section of this chapter, a slight dependence of the exponent b on the choice of the vector
~K could have been expected, since the nonlinearity generated during the transition from one
state to another might not be the same for each microscopic element in the PM space. This
consideration would make the proportionality between the nonlinear response y and the number
Nact of elements participating to nonlinearityonly approximate. Nevertheless, as shown in Fig.
IV.15, such effects are negligible since in all cases, the exponent b is roughly independent from
the choice of the parameters. This result confirms the possibility to define classes of multi-state
multi-scale models based on their number of transition parameters and constraints only. This
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Figure IV.15 – Power law exponent b predicted from simulations implementing numerically

the SSM method for various models. A: hysteretic model with conditioning

(b ≈ 1); B: adhesion and hysteretic without conditioning models, with b ≈ 2;

C: clapping mode, b ≈ 3.

classification may enable us to predict the mechanisms which are behind the nonlinearbehaviour
of a given medium by measuring experimentally the exponent b.

Note that the numerical classifications correspond well to those obtained using experimental
data: see Fig. IV.1. Experimental results referring to the experimental class D will be discussed
in the last Section of this Chapter when mixed models are introduced.

5 Geometrical constraints based classification

Given a uniform distribution ρ0 of microscopic elements in the PM space, we aim within
this Section to prove that keeping the same microscopic equation of state, the only change
in geometrical constraints provides a different macroscopic equation of state and may lead to
variations of the exponent b. We propose here to study the variations of b in the response of
multi state multi scale model which is based on the adhesion microscopic equation of state: see
Fig. II.14 and Eq. II.33.

5.1 The geometrical constraints

We will consider three different cases of geometrical constraints on x2, in addition to the
condition x2 ≥ x1 ≥ 0 which we have already stated. They are the following:

• Type I : both x0 and x1 are bounded by a maximum (constant) value:
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0 ≤ x0 ≤ Φ

x0 ≤ x1 ≤ Ψ (IV.15)

• Type II : x0 is bounded by a maximum (constant) value, while x1 − x0 is bounded by a
maximum value:

0 ≤ x0 ≤ Φ

x0 ≤ x1 ≤ x0 + α (IV.16)

• Type III : x0 is bounded by a maximum (constant) value, while x1 − x0 is bounded by a
maximum value which increases linearly with x0:

0 ≤ x0 < Φ

x0 ≤ x1 ≤ x0 + γx0 (IV.17)

In Fig. IV.16, we represent the generalised PM spaces corresponding to a uniform distribu-
tion of adhesion microscopic elements with the three different boundaries introduced separately.

Figure IV.16 – Distribution of the microscopic adhesion elements in the generalised PM

space. The three cases correspond to the following constraints: (a) Type I:

see Eq. IV.15; (b) Type II: see Eq. IV.16; (c) Type III: see Eq. IV.17.

In the three cases considered, the PM area activated by a perturbation z(t) of amplitude A
is different. For types I and II we have a trapezoid (with area given as S = A

2
(2Ψ − A) ≈ AΨ)

and a parallelogram (with area given as S = Aα). In both cases, theoretically b is expected to
be equal to 1. For type III, the area is a triangle with area S = 0.5γA2 and thus the exponent
is expected to be b = 2.
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5.2 Results and discussion

Using the same approach described in the previous Chapter, we can simulate the response
of the system for the three different distributions described above. The parameters of the
simulations reported in this Chapter, unless otherwise specified, are the same as those reported
in the previous Section for the adhesion model. Furthermore here we have used α = 2.

In Fig. IV.17 the SSM and FFT nonlinear indicators defined above are plotted vs. x for
each of the three choices of PM space distributions bounded as in Fig. IV.16. First, we notice
that for all cases the behaviour is qualitatively similar for the two indicators even though the
nonlinear to linear signal ratio is much larger when the analysis is performed in the time domain
using the SSM indicator. We also see, from Fig. IV.17. (b), that noise effects are dominant
at the lowest amplitudes in the case of boundaries of Type III (PM space of Fig. IV.16. (c)),
as indicated from the proportionality between θ and x, typical of noise effects [27], as it was
discussed in the previous Chapter.

Figure IV.17 – ySSM and yF F T vs. xu for the three types of constraints discussed in Fig.

IV.16. Green squares: type I; Red diamonds: type II; Blue circles: type III.

It turns out from the same figure that, as expected, the choice of the PM space boundaries
is relevant for the determination of the power law exponent b (slope of the curve in log-log
scale): the exponent is b = 1 for Type I (blue circles) and II (green squares), while it is b = 2
for the Type III (red diamonds), as predicted above.

In Figs. IV.18 and IV.19, we prove the exponent to be independent from the choice of the
parameters of the model.

In Fig. IV.18, Type I is considered (the corresponding PM space being reported as an inset
for reference) and the ratio k2/k1 is increasing from k2/k1 = −1 to k2/k1 = 1 (blue to black).
Results confirm that the slope is b = 1 for all curves, independently from k2, except for the
case k2/k1 = 1. Here the slope is 2, since such limit case corresponds to the disappearance of
one of the three states (state 1 is identical to state 2). For both indicators we note a decrease
of nonlinearity with increasing the ratio k2/k1.
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.

Figure IV.18 – ySSM and yF F T vs. xu for constraints of type I (shown in the inset). The

various curves correspond to increasing values of the ratio k2/k1.

Similar considerations hold for Type II (Fig. IV.19), where we have varied the parameter
α (see Eq. IV.16) from 3 · 10−11 to 100 · 10−11 (red circles to green diamonds). The slope is
always b = 1, as expected, with a noticeable increase of nonlinearity when decreasing α.

.

Figure IV.19 – ySSM and yF F T vs. xu for constraints of type II. The various curves corre-

spond to increasing values of the parameter α.

Finally we analyse Type III (see Fig. IV.20). The exponent is b = 2, for all values of the
parameter γ in Eq. IV.17 (γ varies from 1 to 3 for curves from blue triangles to green diamonds).

Again, the limit case γ = 1 corresponds to loosing one transition point, hence reducing the
number of states and increasing b.
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.

Figure IV.20 – ySSM and yF F T vs. xu for constraints of type III. The various curves corre-

spond to increasing values of the parameter γ.

To further confirm the independence of the exponent b from the model parameters, in
Fig. IV.21 we analyse its dependence from the ratio k2/k1 for the three types of constraints
considered. For both indicators (SSM and FFT), we observe a negligible effect of the choice
of the elastic constants ratio. On the contrary, the intensity of nonlinearity described by the
coefficient a of the power law decreases significantly when k2 increases up to reaching the same
value as k1.

.

Figure IV.21 – Exponent b and coefficient a for the SSM and FFT nonlinear indicators vs.

the ratio k2/k1 for the three types of constraints discussed in Fig. IV.17

Green diamonds: type I; Red squares: type II; Blue circles: type III.
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Similar considerations hold also when the dependence on the ratio k3/k1 is considered. In
this case (Fig. IV.22), the exponent b is constant for the three types of constraints discussed.
Also the intensity of nonlinearity (coefficient a) is almost independent from the choice of k3. A
similar behaviour is shown using the FFT indicator.

.

Figure IV.22 – Exponent b and coefficient a for the SSM nonlinear indicator vs. the ratio

k3/k1 for the three types of constraints discussed in Fig. IV.17. Green

diamonds: type I; Red squares: type II; Blue circles: type III.

6 Distribution based classification

As previously discussed, the choice of the distribution ρ(~Z) of the transition parameters in
the PM space is also influencing the power law exponent of the nonlinear indicator. We consider
again the case of the adhesion microscopic equation of state with geometrical constraints of Type
II: see Fig. IV.11 and Eq.IV.16.

6.1 The distribution functions

We limit ourselves here to consider power law distributions in the form of Eq. IV.18 and to
analyse the dependence of the power law parameters from the exponents β0 and β1

ρ[x0, x1] ∝ xβ0−1
0 xβ1−1

1

(IV.18)

6.2 Results and discussion

In Fig. IV.23, the SSM and FFT nonlinear indicators are reported vs. x for β1 = 1
and different choices of β0. The slope is b = 2 only in the case β0 = 1, i.e. for a uniform
distribution. For both nonlinear indicators, b increases with increasing β0, but the nonlinear
intensity decreases with increasing the exponent.

In Fig. IV.24, the exponent b and the coefficient a are plotted for both indicators as a
function of β0, and that in both the two cases β1 = 1 (red diamons) and β1 = β0 (blue circles).
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.

Figure IV.23 – ySSM and yF F T vs. xu for the adhesion model and constraints on the val-

ues of the transition parameters of type II. We used different nonuniform

distributions in the PM space.

.

Figure IV.24 – Exponent b and coefficient a for the SSM nonlinear indicator vs. the exponent

β0 describing a non uniform power law distribution in the PM space for the

adhesion model and constraints on the values of the transition parameters of

type II.

We observe that:

• the exponent b decreases with increasing the exponent β0 of the power law distribution
of the transition parameters;
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• the coefficient a increases with increasing the exponent β0. It should be noted however
that in this case the strength of nonlinearity decreases when β0 increases, this is because
the increase of a is not sufficient to compensate for the decrease of b.

7 Application of the classification to experimental dam-

age characterisation

7.1 Experimental data for the characterisation of damage evolution

In several cases it has been observed that the evolution of damage is associated to an increase
of the exponent b. This is true when damage is induced mechanically or thermally, while b is
constant when damage is due to chemical reactions in which the expansion induces local stresses
causing formation of cracks which are then filled by the residual products of the reaction itself.
In this Section we are interested in the former case, i.e. when the effect of local deformations
produces open micro-cracks evolving to macro-cracks before the sample failure.

7.1.1 Experimental set up

For our analysis, we will consider in details experimental results obtained on a concrete
sample subject to quasi-static loading at increasing levels of the load. We present here some
details concerning the experiment we performed. A concrete sample was considered in the
shape of a cylinder, 15 cm long and 4 cm diameter. The sample was tested in its intact state
and after different levels of mechanical load applied along the longitudinal direction with a
Mechanical Testing System (MTS). Loading levels are expressed as a percent of the rupture
load.

Ultrasonic measurements were performed using an emitting narrow band PZT transducer
connected to a function generator through an amplifier, which generates a continuous sinusoidal
wave at the same frequency as the resonance frequency of the transducer (55KHz).

An identical receiving transducer was connected to an oscilloscope. Signals in the time
domain are recorded after stationary conditions have been reached. A time window of 3.28
msec was chosen, with sampling rate of 10 MSa/s. Linearity of the generation/acquisition
system has been verified. For each loading level, experiments have been conducted as discussed
in Chapter III and varying the amplitude of the excitation between 5V and 70V , with a 5 Volts
step, corresponding to strain amplitudes between 10−8 and 10−7. The signal at the lower voltage
level has been assumed to correspond to the linear signal. Signals have been synchronised using
the input signal as a time reference frame.

7.1.2 Previous results

Experimental results on similar samples (same cement paste and geometry) have been pre-
viously reported in the literature[25]. They show the SSM indicator θSSM (i.e. not normalised),
plotted as a function of output energy at different loading levels. The results are reported in
Fig. IV.25. The experiment shows an increase in the sample nonlinearity, which was associ-
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.

Figure IV.25 – SSM indicator θSSM plotted as a function of the output signal for a concrete

sample under different loading levels.[25]

ated to an increase in damage. If the plots are reformulated in terms of the normalised SSM
indicator, the power law fitting will provide an exponent which is increasing continuously with
damage.

The results obtained in the experiment performed within the present thesis confirm these
observations as it will be presented and discussed in the next Subsection.

7.2 Characterisation of damage evolution

Concrete is a consolidated granular medium. It presents the typical brick-mortar struc-
ture, i.e. it is composed by hard grains (bricks) separated by soft portions (mortar). These
characteristics make concrete hysteretic already in its intact state.

Due to the external loading, the micro-structure of the sample changes. First, micro-cracks
are induced when the sample is subject to moderate mechanical loading levels. A further
increase in the loading force produce extension of the micro-cracks which will coalesce. Eventu-
ally, they may join each other to form larger cracks which will start to have an opening/ closing
behaviour under dynamic excitation. When getting close to failure, macro-cracks appear and
they behave like strongly clapping systems.

7.2.1 Mixed multi-state models

The features described above, suggest that the sample could be composed of microscopic
elements with different behaviors. On one side, grain contacts are always present in the material,
but gradually, when damage increases, they leave space to cracks which are more and more
likely to behave as open cracks. Thus, it comes obvious that models mixing two multi-state
microscopic equations are necessary. Furthermore, since excitation amplitudes in experiments
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are very small (strain of the order of 10−8 or less), the distribution of elements in the PM space
could be considered uniform.

In general, a mixed multistate system is composed of Σ Mesoscopic Elements (ME). Each
ME is formed by M microscopic elements, all described by the same microscopic equation of
state (any of those described previously). The mixed model is obtained by changing the ratio
∆ between the number of MEs described by the various microscopic models. In the case of
mixing two microscopic features, we have:

∆ =
ΣI/II

Σ
(IV.19)

Σ = ΣI + ΣII

The Mesoscopic elements MEs are spatially distributed in the sample, i.e. in the macro-
scopic discretisation grid. They could be homogeneously distributed or spatially or localised in
different areas of the sample.

As a consequence of mixing, the exponent b is no longer an integer value. Given b = b1

and b = b2 the exponents provided by two different microscopic models taken separately, the
macrosocpic b assumes all the intermediate values, depending on the value of ∆.

7.2.2 Results and discussion

To model concrete subject to quasi-static compression damage, we use a mixed model com-
posed of Σhyst hysteretic and Σclap clapping MEs. Damage evolution is followed with the

parameter ∆ = Σclap/
(

Σhyst + Σclap

)

.

When ∆ = 0, the sample is purely hysteretic and b = 1 independently from the other
parameters of the model, as shown in Fig. IV.26. (a) where the SSM indicator is plotted vs.
the excitation energy for different choices of the hysteretic parameters. Likewise (Fig. IV.26.
(b)), when ∆ = 1, independently from the clapping model parameters we have b = 3.

On the contrary, when ∆ assumes intermediate values (Fig. IV.26. (b)), the power law
exponent assumes intermediate values as well. In this case, the parameters of the two models
are also important in order to calculate the exponent b. In fact, the average between the two
models should also account for the strength of nonlinearity generated by each ME and not only
from their number. In principle, a few strong clapping features could be dominant with respect
to several hysteretic features exhibiting weak nonlinearity only. In other words, there is not a
straight forward relation between b and ∆.

7.2.3 Fitting the experimental data

To validate the approach of mixed models, we fit the experimental data collected on a
concrete cylinder subject to quasi-stati loading. Data were collected using the experimental
set-up described at the beginning of the Section. For each laoding level, a full SSM experiment
was performed and the SSM nonlinear indicator calculated. The use of narrowband transducers
did not allow us to calculate the FFT indicator.
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.

Figure IV.26 – ySSM vs. xu for (a) The hysteretic; (b) Clapping; (c) Mixed models. The

curves in in (a) and (b) refer to different values of the model parameters.

.

Figure IV.27 – (a) ySSM vs. xu experimentally measured (solid symbols) and numerically

calculated (empty symbols) for a concrete sample subject to increasing me-

chanical load; (b) Power law exponent determined from experimental and

numerical data of subplot (a) (blue circles and green squares) and ratio ∆

(red triangles) used in the mixed model to fit the experimental data of sub-

plot (a).

Results of the experiment for few different loading levels are shown as solid symbols in
Fig. IV.27. (a). As in previous experiments (see e.g. Fig. IV.25), nonlinearity increases with
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damage and the same for the exponent b. The latter is reported in subplot(b) as a function of
load for all the different damage levels.

Experimental data have been fitted using a mixed model. At each load, only the ratio
∆ (see Eq. IV.20) between hysteretic and clapping elements was changed, keeping all other
parameters fixed. Results of the simulations are reported as hollow symbols in Fig. IV.27. (a).
The calculated exponent b is compared with the one experimentally measured in subplot(b)
and the value of ∆ used to fit the experimental results is also shown in the same subplot as a
function of the load level.

The fit obtained is very satisfactory, despite the complexity of the problem and the fact
that only one parameter was used for fitting. Also we can observe that the increase of ∆ corre-
sponds physically to the increase of the role of open cracks, which could be expected from the
considerations reported previously.

Finally it could be noted that open cracks start being significant only once the applied
load is about 50% of the rupture load. Increasing further the load, the number of clapping
elements increases very rapidly. This rapid growth is in agreement with Acoustic Emission (AE)
measurements. These measurements aim to detect the signals emitted by breaking features
inside the specimen. One of the major parameters monitored is usually the number of AE
events, which is known to have a similar evolution. At low damage, very few events are
detected, while, once a threshold is reached, the number of events increases exponentially up
to reaching failure. The threshold in AE measurement is in the same range of applied stresses
as that observed here, i.e. about 50% of the rupture load.

8 Conclusions

In this chapter, a significant number of experimental data, mostly taken from the literature
have been analysed. For experiments performed in different conditions, it was found that the
nonlinear indicator(either SSM or FFT) has a power law dependence on the excitation energy.
Materials could be classified in three main classes: classical nonlinear media (b = 2), hysteretic
media (b = 1) and strongly damaged media (b = 3). Also, intermediate values of b have been
found for slighlty damaged media.

From the physical point of view, b = 1 is the typical exponent of materials with brick-mortar
structure, i.e. hard portions separated by soft portions. They are characterised by the presence
of closed microcracks. On the contrary, when b = 3 it seems that open cracks are dominating
the elastic behaviour of the system.

From the theoretical point of view, this experimental observation corresponds well to the
definition of classes of multi-state multi-scale models. The power law corresponding to a given
model has been shown to be dependent of the microscopic equation of state, of the constraints on
the transition parameters and of their distribution. On the contrary the power law exponent is
roughly independent from the absolute values of the parameters used. Thus, we could conclude
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that the power law exponent is an indicator of the physical origin of nonlinearity, both at the
microscopic level and in the statistical distribution of the nonlinear features.

The validity of the proposed approach was tested by measuring the evolution of the exponent
in a concrete sample subject to damage. Simulations of the process have revealed that good
fitting of the experimental data could be obtained assuming a progressive transition from a
closed microcrack distribution to a distribution of nonlinear features dominated by the presence
of macrocracks.

In conclusion, we claim here that a change in the exponent b is an indication of a variation of
the physical origin of nonlinearity. From the knowledge of the processes responsible of damage
formation, a multi-state modelling approach allows to extract quantitative parameters about
the role of different mechanisms.

However, when dealing with more complex and/or ’unknown’ media, the situation is more
complicated. Many equivalent hypotheses could be formulated to explain the origin of variations
in the exponent, linked to changes in the microscopic equation of state (e.g. number of states)
but also linked to variations in constraints on the values of the transition parameters and, more
generally, on the statistical distributions of microscopic nonlinearities.

At the moment it seems difficult to think of experiment allowing to discriminate unambigu-
ously between different causes of the variation of the exponent b, since only the macroscopic
stress-strain equation is available (and not in tension, usually) and different microscopic models
with different averaging statistics could provide the same macroscopic constitutive equation.
Nevertheless, the approach proposed could still allow to draw plausible conclusions about the
evolution of damage, which could be supported by other independent and partial experimental
evidences.
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Chapter V

Conditioning effects on the power law behavior
of NME materials

1 Introduction

In the previous Chapter we analysed the microscopic mechanisms which might be behind
the anomalous dynamic behavior of NME materials. Be it phenomenological like in the hys-
teretic model or physical, like adhesion and clapping, these mechanisms provide qualitatively
similar macroscopic observations. The dependence of nonlinear indicators as a function of ex-
citation amplitudes is always a power law y = axb. However, the value of the exponent b is
dependent on the physical processes at play. Introducing a multi-state multi-scale approach,
from the knowledge of the number of transition parameters, the geometrical constraints and
the distribution of microscopic elements, the power law exponent b could be predicted.

Here we focus on an additional observation typical of NME materials: conditioning and slow
dynamics. Resonance experiments have shown that the frequency shift at a given amplitude is
associated with variations of the elastic properties of the medium (softening). However, if the
excitation persists, the modulus continues to decrease for some period of time until the material
reaches a new equilibrium state where no more change takes place [1]. This induced softening
does not disappear immediately when the perturbing amplitude is removed, it is conditioning.
This observation implies that when the sample is excited by an elastic wave at increasing
amplitudes nonlinearity is generated not only as a consequence of the immediate amplitude
dependent softening, but also by conditioning at the previous amplitude which contributes to
the material softening and thus to the measured nonlinearity [2].

Except in the hysteretic model, contribution of conditioning to nonlinear indicators was
not included in the multi-state multi-scale mechanisms as presented in the previous Chapters.
This issue is not particularly relevant for the results obtained so far. However, the effects of
conditioning on the power law behavior should be included in the analysis, since it might pro-
vide further information about the statistical distributions of the properties of the microscopic
elements at the basis of the multi-state models proposed to simulate the elastic behavior of
NME materials.

The goal is not trivial. Indeed, the hysteretic model proposed in the literature and used
in the previous Chapter accounts for softening and relaxation effects in a straightforward way.
Nevertheless the feature of nonlinearity activation induced by conditioning and recently ob-
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served in damaged concrete [3] is still not well described theoretically. In this Chapter, we
first introduce the experimental context, recalling the mentioned results on damaged concrete
and showing novel experimental results on damaged metallic composites. Then, we present a
numerical study, to show how conditioning could be included in multi-state models and show
its effects on the measured nonlinearity.

2 Experimental results

Many authors were interested in the separation of conditioning from nonlinearity in the
response of NME materials to a dynamic excitation [1, 4]. Despite the numerous studies
on the subject and although many experiments confirmed the existence of conditioning, the
phenomenon is not yet completely understood. In particular the existence of thresholds for
conditioning, its physical origin and the way it affects the measurement of nonlinearity are still
to be fully analyzed. Here, we focus our attention on two experimental results showing that the
nonlinearity measured after conditioning is much larger than before: mechanism of nonlinearity
activation.

The first experiment was performed using flexural waves in a metal based composite sam-
ple(stainless steel matrix reinforced with TiC particles) in the shape of a plate(2cm x 10cm
x 0.1cm). The sample was excited using PZT transducers glued on the upper surface of the
plate and the strain was measured using a laser vibrometer, providing strains in the range
10−9 to 10−6. The experiment was performed using sweeps, where the frequency interval is
around the fundamental resonance bending mode of the sample. The yF F T indicator (in this
case was chosen the energy of the third harmonic normalized to the fundamental) was mea-
sured at increasing amplitudes of excitation. After having reached the highest amplitude of
excitation, the sample was excited continuously at 128 Volts during ∼ 1 mn. Right after this
high drive conditioning, the sample was excited again around its first bending resonance mode
(∼ 6KHz) where the third harmonic (∼ 18KHz) was probed using the same amplitudes as
before. The measured indicator was plotted as a function of the driving amplitudes x before
and after conditioning: see Fig. V.1.

The experiment shows that conditioning is activating nonlinearity. Indeed, the coefficient
a of the power law increases by almost 10 dB after conditioning, while the exponent b is not
affected and remains approximately equal to 1. This effect is shown to be completely reversible
as shown by green diamons curve representing the nonlinear indicator measured at the begining
of relaxation. Indeed, if measurements are successively repeated in time without conditioning
the sample, we notice the curve to fall back on the original one. Thus the nonlinearity activation
mechanism disappears slowly.

Very similar results have been shown in an independent experiment. The nonlinear response
of a damaged concrete sample was measured using the SSM technique at increasing amplitudes
before and after conditioning. Here the sample was a concrete cylinder (radius of 3 cm and
length of 15cm). The source function was a sinusoidal wave and self-conditioning was studied.
A first experiment (before conditioning) was performed increasing the amplitude of the source.
Then (after conditioning) the experiment is repeated again with the same amplitude range for
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Figure V.1 – Experimental results obtained exciting: (a) A fatigue damaged metal based

composite sample(stainless steel matrix reinforced with TiC particles) with a

sweep source at frequencies close to the third flexural mode of the sample; (b)

A concrete bar using a sinusoidal wave. yF F T is plotted as function of the

driving x before (blue) and after (red) conditioning in both experiments and

at the beginning of relaxation (green) for the first experiment.

the source. In the second case, conditioning induced by the largest amplitude of the first run
is influencing measurements in the repeated experiment.

We should also mention that experiments in rocks using the Dynamic AcoustoElastic method
[5] seem to show that in rocks, after conditioning, the nonlinearity of the sample decreases. In
this case, we speak of purely hysteretic media without damage. The measurement performed
differs significantly from the techniques discussed here. However, even though not yet defini-
tively proved, such a decrease in the nonlinear parameters is of interest for the discussion of
the next Section.

3 Multi scale multi state models with conditioning

Using the multi-scale multi-state approach, based on the generalized PM space formalism,
we will introduce in the next Sections two different microscopic mechanisms presenting both
nonlinearity and conditioning in their stress-strain relations. To do this, we need the transition
parameters vector Z to assume values such that, for at least some of the microscopic elements,
more than one state are allowed in the initial condition, i.e. where no drive is applied.

From the mathematical point of view, the condition zij.zji < 0 should be satisfied for at
least one couple ij. In this case, the state at time t = 0, i.e. when z(t) = 0 is not uniquely
defined. As a consequence, the element can switch between different states during a dynamic
excitation and when z(t) goes back to zero the element is no more in the same initial state.

To be more specific, let us assume a two state system and consider a microscopic element
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with z2,1 < 0 and z1,2 > 0 meaning that for z(t = 0) = 0 the microscopic element can be
either in state 1(assuming an elastic constant value k1) or 2 (state 2 corresponding to an elastic
constant k2 is assumed here to be the initial state). Then we consider an external excitation
z(t) such that max(z(t)) < z1,2 and min(z(t)) < z2,1. It follows that during the excitation
elements jump to state 1 as soon as z(t) < z2,1 but since z(t) > z1,2 never occurs, elements
never returns to state 1. At the end of the excitation z(t) = 0 again, but the elastic constant
of element is k1, which is different form the elastic constant at time t = 0, which was k2.

Of course the main question is the definition of the initial state at time t = 0. However,
relaxation processes could be considered (but are not discussed here). That could be done
considering that one of the two states allowed at z = 0 is more stable than the other. As
a consequence, given a microscopic element which is kept at rest for a long time, state with
minimal energy which is the most stable is the initial state. Note that a realistic description of
the problem could be more complex than the simplest situation depicted here.

To simulate conditioning, we follow the same approach normally used in experiments. We
first apply an excitation of low amplitude A0. Then we increase the excitation amplitude up
to A = Amax, we measure the nonlinear response and calculate the nonlinear indicator for a
non conditioned sample. Afterwards, we condition the sample. To this purpose we first apply
an excitation of amplitude Acond ≥ Amax. Then, we repeat the first part of the experiment,
i.e. we excite at the same low amplitudes A0 to Amax and measure the corresponding nonlinear
responses of the fully conditioned sample. Finally, we compare the two responses before and
after conditioning.

To properly simulate such effects, we apply in our simulations an excitation protocol using
a sinusoidal wave which does not stop instantaneously but starts decaying exponentially after
a certain time due to attenuation in the propagation medium. The excitation is shown in
Fig. V.2 where the different phases in one period of the signal are distinguished by the letters
A, B, C, D.

4 Hysteretic model

The same hysteretic model with conditioning described in Chapter IV is used. We will limit
ourselves here to show again in Fig. V.3 the microscopic and mesoscopic stress-strain equations.
Further details have already been discussed in the previous Chapters.

4.1 Theory

At the initial time, when no external pressure is applied P (t = 0) = 0, all microscopic
elements with Po > 0 are in the elastic state (denoted by the letter E in Fig. V.4) while
those satisfying the condition Pc < 0 are rigid(R). Of course, elements in the configuration
Po < 0 < Pc might, in principle, be elastic or rigid depending on the stress history at negative
times. We assume to start our experiments from a fully relaxed sample and that the rigid state
is more stable than the elastic one. It follows that all element with Po < 0 < PC are considered
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Figure V.2 – The dynamic excitation protocol used to simulate conditioning effect. The

letters (A, B, C, D) are attributed to the four phases within one period of the

signal: increasing tension(A), decreasing tension(B), increasing compression(C)

and decreasing compression(D). The exponential decay of the source amplitude

at late times ensure a correct simulation of attenuation effects in real experi-

ments.

Figure V.3 – Hysteretic PM model for nonlinearity with conditioning effects. (a) Micro-

scopic stress-strain equation; (b) Macroscopic equation of state derived from

averaging; (c) Distribution ρ0 of microscopic elements in the PM space

to be initially rigid (area R corresponds to rigid elements). The initial configuration of the
hysteretic P-M space is shown in Fig. V.4. (a).

We follow the evolution of the PM space during a strain excitation of amplitude A0 (see Fig.
V.2). In Figs. V.4. (b) and V.4. (c), we show the PM space configurations corresponding to
successive phases of the first period of excitation. During phase A, the excitation is increased
up to the value shown by the vertical dashed line. During the phase B, the excitation returns
to zero. As a result, the final configuration is shown in subplot (b): elements in the triangle
denoted with E have switched to rigid (phase A) and back to elastic (phase B), but the final
configuration is the same as the initial one (subplot (a)).
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During phase C, the pressure becomes negative up to reaching a minimum (dashed red
lines) and returns to zero during phase D. As a result, as shown in subplot (c) some elements
switched to elastic and back to rigid, except those in the rectangle denoted with the letter R
which remains elastic. Thus at the end of one cycle, the configuration is not the same as at the
initial time.

After repeating several cycles with the same amplitude, the amplitude of excitation decays
exponentially to zero. The final distribution in the PM space is that reported in subplot (d),
elements in the dashed area are elastic, while elements in the area denoted by R/E are in a state
which strongly depends on the decay process. Roughly the square is divided by its diagonal in
a rigid and an elastic part.

Figure V.4 – The distribution ρ0 of microscopic elements in the PM space. The state evo-

lution for each element in the PM space is shown during a strain excitation

of amplitude A0 starting from a relaxed configuration. R indicate areas where

all elements are in the rigid state and E the areas with elements in the elastic

state.

By comparing the first and last configurations, one can notice that the elastic properties of
the sample are no more the same as in the original state when the applied pressure goes back
to zero. This is an evidence of conditioning in the sample. Furthermore, since we have more
elastic elements than in the initial state, softening is expected.

In particular, the dashed rectangle in the PM space contains elements which have switched
from the rigid to the elastic state only one time during excitation (i.e. during the first cycle),
while all other active elements are switching repeatedly from one state to the other. These
elements are responsible of the permanent softening due to conditioning and the area is pro-
portional to A0.

In terms of nonlinearity, during the excitation cycles all elements activated contribute to
nonlinearity, including those in the dashed rectangle which switch only once. However, if the
same excitation is repeated on the conditioned sample, the conditioned elements do not switch
any more and thus do not give contributions to the nonlinearity. As a consequence, we expect
less nonlinearity generation in the sample.

In particular let us consider the sample to be conditioned at a large amplitude A1 (dashed
red lines) ending up with an initial PM space configuration shown in Fig. V.5. (a). If we repeat
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the excitation at the smaller amplitude A0, immediately after conditioning we can expect the
evolution in the PM space shown in Fig. V.5. (b) to (d). Similar considerations as before
apply.

Figure V.5 – The distribution ρ0 of microscopic elements in the PM space. The state evo-

lution for each element in the PM space is shown during a strain excitation

of amplitude A0 starting from a conditioned configuration. The letter R indi-

cates areas occupied by elements in the rigid state, while the letter E to areas

occupied by elastic elements.

We should remark that here, the PM space in its last configuration (subplot (d)) is almost
identical to the initial one (subplot (a)). Therefore all elements have returned to their initial
states when the drive goes back to zero. Conditioning contribution being eliminated, elements
contributing to nonlinearity are those situated inside the triangle of area T , proportional to A2.
Thus in this experiment, after conditioning we are measuring pure nonlinearity, having filtered
out conditioning effects.

We conclude that, using the hysteretic model, it is expected to measure less nonlinearity
after conditioning which corresponds to a smaller value of a in the power law behavior. Also,
we could expect an increase of the exponent from b = 1 before conditioning to b = 2 after, even
though the presence of a significant number of elements on the diagonal (Po = Pc) might hide
the transition to b = 2.

4.2 Simulation and results

We performed a numerical experiment to confirm the theory we proposed for the hysteretic
model with conditioning. All the model parameters are similar to those used in Section 4.2.3
of Chapter IV. For what concerns the conditioning procedure, the sample is first excited at
increasing amplitudes A0 assuming the values in the interval [10−12 , 10−8]. At the end of the
experiment the sample is conditioned at the largest amplitude A0 = 10−8. Afterwards, the
same experiment is repeated a second time.

The SSM nonlinear indicator is then plotted as a function of output energy for each set of
data. The two power laws are compared before and after conditioning.
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V.5 Adhesion hysteretic model with conditioning

Results are shown in Fig. V.6. The exponent b increases from b = 1 before conditioning to
b = 2 after. Since the two SSM curves have different values of the exponent b, it is not evident
to compare their corresponding values of the coefficient a. In the specific case of Fig. V.6, it is
still evident that the decrease of a after conditioning is not due to the increase of b. We stress
again that introducing many elements with equal closing and opening pressures the exponent
b is the same before and after conditioning. Still the coefficient a decreases.

This result could be in agreement with some observations in rocks. In ref. [5], Renaud and
coworkers observed a general decrease of the third order nonlinear parameter δ after conditioning
on rocks. In particular a decrease in δ of a factor 10 was roughly observed, which is qualitatively
similar to the decrease of about 10 dB observed in our simulations. We should mention that
at this stage the comparison with Renaud’s data is very preliminary, due to the significant
differences in the set-up. Also, the correlation between the way δ is defined and our nonlinear
indicator is not straightforward. Nevertheless, the apparent agreement in the observations is
encouraging.

Figure V.6 – SSM nonlinear indicator plotted as a function of the output energy before and

after conditioning. The plot shows a decrease of nonlinearity after conditioning

and an increase of the exponent b at the same time.

5 Adhesion hysteretic model with conditioning

In this case we consider a slight modification from the model used in the previous Chapters.
The constitutive equation of the microscopic element is shown in Fig. V.7. The reasons for
this change are the following:

• The new equation of state does not change substantially the considerations reported be-
fore. On the contrary it has the advantage of avoiding the introduction of a discontinuity
in the stress when strain is changing (compare with the corresponding figure of the equa-
tion of state in Chapter 2: Fig. II.13);
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• The same microscopic equation of state was introduced by Granato and Lucke to describe
effects due to dislocations (see Fig. II.1). Such equivalence is important from the theoret-
ical point of view, since it could explain, at least partly, why material with very diverse
properties, such as rocks or metals, could share the same elastic behavior, even though
the physical origin could not be the same.

Figure V.7 – Constitutive equation for the adhesion model with conditioning : (a) Micro-

scopic equation where the transition parameters ~Z = (x0, x1, x2) and the elastic

constants E = (k1, k2, k3) are reported; (b) Macroscopic stress-strain relation.

5.1 The model

We proposed a three state model where each state is defined by a different elastic constant
resulting in a vector E = (k1, k2, k3). Transition between two successive states i and j occurs at
the value of the corresponding transition parameter zij given by ~z = (z1,2 = x0, z2,3 = x1, z3,1 =
x2).

The microscopic stress-strain relation (see Fig. V.7) is thus defined by the following set of
equations:

σ = k1(ǫ − x01) if ǫ < x2

σ =
{

k1(ǫ − x01)
k3ǫ

if x2 < ǫ < x0 (V.1)

σ =
{

k2(ǫ − x02)
k3ǫ

if x0 < ǫ < x1

σ = k3ǫ if ǫ > x1
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V.5 Adhesion hysteretic model with conditioning

The elastic constants in the adhesion model are chosen such that k1 > 0, k2 < 0, k3 > 0 and
k3 < k1. Both k3 and k2 are considered fixed model parameters. Here xeq = (x01, x02, x03) is
the equilibrium strain vector, the parameter x03 is fixed to zero and the others are calculated,
together with the elastic constant k1 using the continuity conditions of the force σ at each
transition point:

σ(ǫ = x2) = k1(x2 − x01) = k3x2

σ(ǫ = x0) = k1(x0 − x01) = k2(x0 − x02) (V.2)

σ(ǫ = x1) = k2(x1 − x02) = k3x1

Each of the transition parameters x0, x1 and x2 is defined as a random variable uniformly
distributed in a proper range as discussed below. Conditioning is introduced considering the
transition from state 3 to state 1 occurring only in compression: x2 < 0. The transition from
state 2 to state 3 occurs only in tension: x1 > 0. It follows that at strain equal zero, all three
states are allowed and each element could, in principle, be in one of the three states.

However, if we assume state 3 to be the most stable, at the initial time all elements are in
state 3. This choice is reasonable since at ǫ = 0 the stress is zero only if the element is in state
3 (see Fig. V.7).

To optimize the softening property after conditioning, we also consider the transition be-
tween states 1 and 2 to occur in compression. It follows x0 is negative and x2 ≤ x0 ≤ 0. Note
that as a consequence of conditioning, after excitation with a large strain amplitude, an element
could end in state 2 when the strain returns to zero. This corresponds to the generation of
a residual stress, since σ 6= 0 for state 2 when ǫ = 0. To avoid a situation where such resid-
ual stress in the medium is very large, even larger than the applied dynamic stress, which is
physically not acceptable, we add a geometrical constraint on the parameter x1:

0 ≤ x1 ≤ α|x0| (V.3)

The macroscopic constitutive equation resulting after averaging is shown in Fig. V.7.(b),

5.1.1 Theory

In the case considered here, we deal with a 3-D PM space since the model have three tran-
sition parameters randomly defined. To learn about the way conditioning affects the nonlinear
measurements, we follow, as we did for the previous model, the evolution of the elements dis-
tribution as a function of a dynamic strain protocol. Instead of considering the distribution in
the 3-D space, in the following we will consider the evolution of elements in 2-D plots using the
(x0, x1) and (x0, x2) spaces, for sake of clarity.

To do that, let us consider a relaxed medium. As we could see from Fig.V.8. (a), the
initial configuration corresponds to a fully relaxed sample, thus all of them are in the state 3,
as discussed above.

In tension, during phases A and B of the dynamic strain cycle shown in Fig V.2, the strain
is ǫ > 0 thus the condition ǫ > x0 is always satisfied. In the first cycle during phases A and B
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V.5 Adhesion hysteretic model with conditioning

Figure V.8 – The distribution ρ0 of microscopic elements in the PM space. The amplitude

of the excitation is A0 shown by red lines. In the first cycle of excitation,

during tension no element is changing state, while some elements contribute to

nonlinearity and conditioning as a consequence of the compressive part of the

excitation.

of the excitation no change in the states of elements occurs. At the end of phase B all elements
are in state 3, as in the initial state.

The compressive phase is the most interesting. Here ǫ should be compared with x0 and x2.
As long as ǫ > x2, the element remains in state 3, thus does not contribute to nonlinearity.
During the phase C gradually several elements make a transition to state 1. Releasing the
compression state, the same set of elements which changed their state to 1, switch one more
time to state 2 before reaching back ǫ = 0 . It comes out that conditioning takes place during
the first cycle of the dynamic excitation, it manifests itself by a change in the elastic properties
of the medium. This change could be seen from the last configuration of the PM space of
Fig.V.8. (d) where some of the elements are in state 2, while at time t = 0 all elements were in
state 3.

Of course, during the successive cycles of excitation, such elements contribute strongly to
nonlinearity both in compression and tension, since they could make transitions from state 2
to state 3 or back to state 1 or both. One can conclude that finally only microscopic elements
with (−A0 < x2) contribute to nonlinearity.

Now, we condition the sample following the same procedure as before, i.e. apply an exci-
tation of amplitude A1 ≫ A0. The initial configuration is more complex in this case because
elements at the initial time are partly in state 3 and partly in state 2 as a result of conditioning
(see first subplot of Fig. V.9). In particular some of the elements with (−A1 < x2) could be
initially in state 2, depending on the relaxation of the excitation and on the values of x1.

Let us consider again the excitation of amplitude A0. Increasing the strain (tension) during
the phase A, some of elements initially in state 2 switch to state 3, thus contributing to non-
linearity. During the phase B, i.e. releasing tension, we do not have any transition (see Fig.
V.9. (b)).

Once more, the most significant contribution occurs in compression. At ǫ = 0 after the first
tension cycle, the states of the various elements could be described as follows:
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Figure V.9 – The distribution ρ0 of microscopic elements in the PM space for an excitation

applied after conditioning. The amplitude of the excitation is A0 shown by

red lines. In the first cycle of excitation, both during tension and compression

more elements contribute to nonlinearity with respect to the same case for the

relaxed sample.

• (x2 < −A1): elements are in state 3, as at time t = 0. They have not been conditioned.

• (−A1 < x2): elements are partly in state 2 (if they were initially in state 2 and A0 < x1)
and partly in state 3 (all the others).

When the strain further decreases (compression), i.e. during phase C of the excitation,
elements in state 3 switch to state 1 as soon as (−A0 < x2) and return to state 2 during the
unloading phase (phase D of the excitation). These elements behave as in the relaxed case. In
addition, elements in state 2 could switch to state 1, if (−A0 < x0) and back to state 2 during
release of compression (phase D of the excitation): see Fig. V.9. (c) and (d). These additional
elements were not contributing to nonlinearity in the case of the relaxed sample.

We could notice that when the strain returns to zero we recover the same initial configu-
ration for the conditioned sample, i.e. no further conditioning is induced. For what concerns
nonlinearity, for the reasons mentioned above, more elements are contributing to the nonlin-
ear behavior with respect to the case of the relaxed sample. Thus we expect an increase of
nonlinearity.

Theoretical prediction of the exponent b is more complex in this case of adhesion model and
we do not discuss them.

5.2 Simulation and results

5.2.1 Simulation

We performed a numerical simulation using N = 10000 microscopic elements with behavior
described by the stress-strain equation of the adhesion hysteretic mechanism with conditioning
(Fig. V.7). Elements are arranged in series, thus the strain is the same for each element and it
is equal to the global applied strain on the mesoscopic cell. Strain is used as a driving variable
with the same form as in Fig. V.2.
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Given the strain, the stress is calculated for each element and the sum over all N microscopic
elements provides the global stress on the mesoscopic cell (averaging process). Strain amplitudes
are chosen in the range [10−11 10−8]. We use a frequency ω = 25.9kHz. For what concerns
the model parameters, we have used : xmin

2 = −20.10−12, xmax
1 = 50.10−12, E = [k1 −

25 72]GPa/m. The parameter α in the geometrical constraint on x1 is α = 3.
As in the previous section, the sample is excited at increasing amplitudes A. Both SSM and

FFT indicators are calculated at each amplitude. At the end of the experiment, the sample is
conditioned at the highest amplitude Amax used. We immediately repeat the same experiment
and again calculate the nonlinear indicators for each amplitude of excitation.

5.2.2 Results

Conditioning induced non linearity activation
In Fig. V.10 below, we follow the variations in time of the number Ni of elements in each

of the three states i = 1, 2, 3 during a dynamic strain excitation of amplitude A = 3.5.10−9.
The result is shown for each state i separately both during the first experiment, i.e. before
conditioning (subplot (a)) and during the second experiment on a conditioned sample (b).

Figure V.10 – Time Evolution of the number Ni of elements in each of the three states (i =

1, 2, 3) for an excitation amplitude A = 0.35.10−9: (a) Before conditioning;

(b) After conditioning.

We observe that the number of elements switching state is larger after conditioning than
before. This result is a confirmation that conditioning is activating nonlinearity in the sample.
Comparing the couple of subplots in the first and second rows for both states 1 and 2, we notice
a significant increase in the number of elements in the corresponding states. Both follows well
the applied excitation.
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The conditioning effect could also be seen in the same figure. For the experiment on the
relaxed sample (upper row) the number of elements in state 2 at the end of the excitation is
larger than the number of elements in state 2 at the beginning. Correspondingly the number
of elements in state 3 is smaller. As expected, the number of elements in state 1 is zero at the
beginning and at the end of the excitation. On the contrary, the number of elements in each
state at the end of the excitation always goes back to its original value when the sample is
already conditioned (lower row).

Finally, both SSM and FFT nonlinear indicators are calculated for each amplitude A of the
strain excitation before and after conditioning. In Fig. V.11. (a), we plot the SSM indicator
as a function of the output energy before (data are fitted with a dashed blue line) and after
conditioning (data are fitted with a solid red line).

Figure V.11 – Nonlinear indicator plotted as a function of the output energy before and after

conditioning. The plot shows an increase of nonlinearity after conditioning

while the exponent b does not change: (a) SSM indicator; (b) FFT indicator.

In terms of power law parameters, Fig. V.11. (a) shows that the coefficient a increases after
conditioning, which is reasonable since we have seen that conditioning activates nonlinearity.
For what concerns b, it doesn’t change.

The same observation holds for the FFT indicator (see Fig. V.11.(b)). Again, the increase of
nonlinearity after conditioning is confirmed. Indeed, the coefficient a of the power law increases
while the exponent b is almost the same as before conditioning.

These results are in agreement with the experimental data for damaged samples discussed
in the first Section of this Chapter.
Conditioning induced softening and residual stress

Another effect which is emerging from the model is discussed in Fig.V.12 to confirm the
validity of the proposed theoretical approach. Here, we plot the stress-strain equation of one
mesoscopic element (i.e. averaging over many microscopic elements) at a small excitation
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amplitude A = 0.15.10−9 ( see Fig.V.12. (a)) and at an intermediate amplitude A = 0.3.10−9.
We show, in the same plot both results obtained on a sample before conditioning (dashed blue
line) and after conditioning (red solid line).

As expected, at small strain amplitudes the stress-strain dependence is almost linear, both
before and after conditioning. However, the Young modulus of the sample decreases as a
consequence of conditioning. This softening could be seen from the decrease in slope of the
curve. One can also see that conditioning induces residual stress in the sample manifested by
a given value σr 6= 0 of the stress at zero strain.

Figure V.12 – The mesoscopic stress-strain equation at (a) small strain amplitude A =

0.15.10−9; (b) at an intermediate strain amplitude A = 0.3.10−9. The curves

are plotted for the relaxed(blue) and conditioned(red) samples

The residual stress can also be seen in Fig. V.12. (b) when the excitation amplitude is larger,
but still much smaller than the one corresponding to conditioning. Here, the strain amplitude
is large enough to appreciate nonlinearity in the stress-strain relation. In agreement with the
observations reported previously, also in the constitutive equation it could be appreciated the
increase of bending and the widening of the hysteretic loop for the conditioned sample. Both
are indication of an increase in nonlinearity, which is confirming the results reported previously.

6 Conclusions

Analyzing experimental data collected from literature, we have found that conditioning
seems to affect the nonlinearity measurements in two different ways depending on the medium.
Data on rocks obtained with the Dynamic AcoustoElastic testing method seems, albeit not
conclusively, to indicate a decrease in nonlinearity after conditioning. The second kind of
behavior is characterized by nonlinearity activation after conditioning as shown for damaged
concrete using the SSM indicator [3] and for fatigues metal based composites using FFT.
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We have shown in this Chapter how such effects could be described in the framework
of multi-state models, introducing a proper hysteretic microscopic stress-strain equation with
conditioning in the multi-state multi-scale approach. We have performed numerical simulations
to analyse the effects of conditioning on the exponent b and the coefficient a of the power law
dependence of the nonlinear indicators on the excitation energy. A good qualitative agreement
with experimental data has been obtained.

Results and models presented here represent a preliminary attempt to investigate the sub-
ject. Even though results are encouraging, a more accurate analysis will be performed in the
future. In this context, we have optimized the model parameters, particularly the distributions
in the PM space of the values of the transition parameters, in order to maximize the observed
effects. Further work will be performed to better motivate the choices used here.

As a final remark, the work done allowed to make useful considerations related to Physical
mechanisms which are at the origin of conditioning in NME materials. Indeed, the nonclassical
elastic behavior was observed in materials whose micro-structure is extremely diverse. In this
Chapter, we have shown results obtained from measurements on concrete and metal based com-
posites. Dislocations and Stick-slip or adhesion could be the common physical features, in both
consolidated granular media and metals, which are at the origin of the observed conditioning
effects.

In the model proposed in the last Section of this Chapter, we have used a microscopic con-
stitutive equation which was derived in 1956 for dislocations in metals. But we have also shown
that the same microscopic equation of state holds also when we consider adhesion mechanisms,
as used in the literature more recently by Gusev and coworkers[6] (even though modifications
to introduce hysteresis are considered here). Thus, it seems that different physical mechanisms
could share the same microscopic behavior, perhaps differing in the statistical distribution of
the parameters.

In this direction, the work performed in the thesis provides suggestions for future work.
However, it could be of great importance to develop the issue further, in view of explaining
why nonclassical elasticity seems to be a ’universal’ behavior shared by a huge class of extremely
diverse materials.
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Conclusion and Perspectives

My PhD thesis has been concerned with the investigation of the power law behavior of
the nonlinear indicator in Nonlinear Mesoscopic Elastic (NME) materials, with the goal to
improve our understanding of the emergent phenomena of Non Classical Non Linear elasticity.
Mainly theoretical work (numerical studies) are proposed in this thesis. Nevertheless a few
simple experiments have also been performed, mostly to confirm the observations theoretically
predicted.

As a first preliminary step, in Chapter III, I have analysed the problem of the determination
of the amplitudes range in which the power law dependence y = axb of nonlinear indicators
on the driving amplitudes is meaningful. This is crucial for the correct estimation of the
power law exponent. We have shown that both SSM and FFT indicators fit a power law
only in an intermediate amplitude range: at low/high amplitudes noise/saturation effects are
dominant. We have shown that nonlinearity starts to be measurable at a threshold value which
we can determine, in log-log scale, from the intersection of two fitting lines: one representing
nonlinearity and the other, with slope 0, due to noise effects. We studied numerically the effects
of experimental noises on the detection threshold of nonlinearity.

Our findings indicate that:

• for both SSM and FFT methods, the threshold increases when equipment noise increases.
SSM method remains sensitive up to a larger value of the equipment noise;

• an ambient noise in the SSM signal is equivalent to an equipment noise whose amplitude is
inversely proportional to the lowest excitation amplitude A0 used to build the SSM signal.
Thus, in experiments a compromise is necessary for the choice of A0, which should be as
high as possible to enhance the SNR but small enough to provide a quasi-linear response;

• effects of ambient noise on FFT signal decreases with amplitude. As a consequence it is
generally not significant compared to equipment noise when harmonics are considered.

In the same Chapter, we also addressed the problem of the dependence of nonlinear mea-
surements on the experimental configuration. We have focused our work mostly on determining
the influence of the relative distance between receivers and the nonlinear scatterer on the quan-
titative estimation of nonlinearity. As a consequence of attenuation and geometrical dispersion
in the medium, it is not easy to assign an absolute value to the coefficient a of the power law
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dependence, which makes difficult to compare nonlinearity of different samples, unless care is
taken to reproduce equivalent experimental configurations.

Our main results show that a possible solution to the problem is to plot SSM and FFT
nonlinear indicators as a function of the input energy, rather than of the energy estimated from
the output signal. However, this solution presents limitations in several experimental situations,
as in the case of continuous waves where the resonance structure of the system affects the wave
propagation. SSM methods, being based on the determination of the nonlinearity present at the
fundamental frequency, have the advantage of cancelling effects due to the resonance structure.
In fact the nonlinear indicator is introduced as the ratio between energies of signals at the same
frequency.

The main part of my research work, reported in Chapter IV, was devoted to link the macro-
scopic measurements to the microscopic mechanisms responsible of nonlinearity generation
through the exponent b of the power laws. Indeed, by collecting a large number of experimen-
tal results we have shown that, while similarities in the elastic behavior of many materials can
be individuated, a careful analysis of the exponent b allows to classify materials in different
classes. There seems to be a link between the value of b (ranging from 1 to 3 in the experiments
at low strain amplitudes) and the microstructure of the medium. In particular, the presence
of partially open or closed cracks seems to be determinant for the prediction of the exponent
value.

Using a multi-state multi-scale approach based on a generalised PM space description to
define microscopic constitutive equations, we have found that:

• the exponent b is related to the physical origin of nonlinearity, both at the microscopic
level, through the number of transition parameters and their constraints in the model,
and in the physics behind the statistical distribution of the nonlinear features;

• useful quantitative information about the microstructure evolution could be extracted
if we know the processes responsible of damage. For instance, a quasi-static loading is
likely to induce increase in the cracks size, thus producing a transition from closed to
open cracks;

• we have been able to fit experimental data obtained on concrete samples with increas-
ing damage considering hysteretic and clapping physical mechansims as responsible of
nonlinearity.

Finally, in Chapter V, conditioning effects on nonlinear measurements have been analysed.
Experimental observations reported in the literature indicate that in some cases nonlinearity
measured after having conditioned the sample is larger than the one measured with identical
experimental configuration on a completely relaxed sample.

Such nonlinearity activation was not described by any existing model. Here I have shown
that multi-state models could be proposed to simulate either an increase or a decrease of
nonlinearity after conditioning. As a particular case, I have studied the nonlinearity activation
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in fatigued metallic composite plates. I proposed a multi-state dislocation model, based on the
Granato Lucke model. The obtained results show that, in agreement with experiments, the
exponent b is not sensitive to conditioning, while the coefficient a is larger for the conditioned
sample.

The work performed in this thesis, which was aiming to link the nonlinearity observed in
NME materials to physical processes, is of course not yet conclusive. The following research
perspectives are envisaged, some of them being determinant in order to lead the preliminary
work performed here to possible applications.

In particular, I plan to continue the research in the field of Nonlinear Acoustics along some
of the following directions:

Nonlinearity mechanisms Several steps are necessary in order to identify in a unique
way the mechanisms responsible for nonlinearity. It is indeed to be considered that, while
the nonlinear elastic behavior is common to several materials, the physical origin should be
different. Therefore we need:

• to collect experimental data on materials with possibly different physical sources of non-
linearity (e.g. metals with dislocations and rocks with fluids residing in the area at the
interface between grains) to highlight differences and similarities in their macroscopic re-
sponse. This issue was partially addressed here, but it should be focused on determining
also the behavior varying some material parameters such as humidity, temperature, grain
sizes, etc.;

• to analyse the theoretical predictions of models based on different physical mechanisms
and determine their similarities and differences, in order to compare them with experi-
mental observations. Again, this was partially addressed here, but still the quantitative
link between the multistate parameters and the physical parameters in existing continuous
models should be better investigated;

• to provide a physical interpretation for the statistical distribution chosen. We recall that
the choice of the properties corresponding to the statistical distribution is relevant for
the predcition of the exponent b. Decoupling its effects from those of the choice of the
physical mechanisms is not easy and was not addressed here;

• validate the choice of the model parameters in the equation of state by fitting quasi-
static measurements. From the experimental point of view, quasi-static measurements
in the strain range useful for dynamic experiments (i.e. 10−9 to 10−6) is not feasible,
especially in tension. As an alternative, we could expect to use results from an emerging
technique, called Dynamic AcoustoElastic testing, which seems to be very efficient in
providing experimental stress-strain relations equivalent to quasi-static measurements.

Conditioning mechanisms Decoupling conditioning from nonlinearity is not correct, since
the influence of conditioning on measurements of nonlinearity is large (and may be dominant,
at least in some cases). Here, in Chapter V, we have presented a very preliminary attempt to
include the interaction of conditioning and nonlinear features in a dislocation model. However,
the one proposed here is not yet definitive. More experimental observations and theoretical
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studies are needed. We expect however, the behavior induced by conditioning to be very
important for discriminating correctly the different nonlinearity sources.
Absolute measurements of nonlinearity In applications, it is of obvious relevance to allow
the possibility of quantitatively comparing measurements on different samples and in different
experimental/environmental conditions. As we have shown here this is not easy, due to the
difficulty of controlling the energy which is really exciting the nonlinearity, being measurements
performed only at the source and detector position. Considering pulses propagation, correction
for attenuation should be defined and used to ’normalise’ data. The SSM could provide a
solution to the problem, since it allows to isolate effects due to attenuation, calculate and
perhaps compensate them. Again, this issue was addressed here only marginally, but it is
worth to developing in future studies .
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