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Carrier Phase Estimation in Multi-Subcarrier
Coherent Optical Systems

S. M. Bilal, Member, IEEE, C. Fludger, G. Bosco, Senior Member, IEEE

Abstract—In this letter we analyze three different carrier phase Tx DSP
estimation approaches for coherent optical systems based on |~ ~ ~ ~ ~ T T & < qn
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a single SC for carrier phase estimation yields a complexity I ; | | | cr— X-Pol
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to performing a separate phase estimation on all SCs. || opsk shaping [ |
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Fig. 1. Multi sub-carrier Tx schematics for polarization Xhel same

architecture is used to generate the signal for polarizatio
I. INTRODUCTION

In the past few years, coherent optical detection has emerge _ . .
as a compelling approach for optical communication systen%”/(Rs/N“_)' As an example, if a part|(iLéIar CPE algquthm
Coherent detection combined with digital signal proceg;siﬁ_S ch_aracterlzed bﬁl’/_RS ~ 6'25 x 107, the combined
(DSP) techniques can significantly increase the channel dg'E'eW'dth tolerated by this al_g60r|thm miﬂ;-Gbaud SC system
rate, spectrum allocation and optical fiber communicatidn 200 kHz (Av - (6.25>107°)- (32 10”)). For a4-SC and
capacity. Although linear impairments like polarizatiorode 8-SC systems this tolerance decreaseS0i&Hz (£, N 32/4
dispersion (PMD) and chromatic dispersion (CD) can pgPaud) and2 kHz (R, = 32/8 Gbaud), respectively. As

effectively compensated by DSP, performance of the opﬂ- consequence, while designing or implementing CPE algo-

cal communication system is still limited by the fiber non['thmS for multi-SC systems special consideration showd b

linearities. In [1]-[3] it has been shown that the non—lineefaken'_ ) ) ) i )

performance of coherent optical systems is significantly a In this paper we report an analysis of a V|_terb| and Viterbi

fected by the symbol rate: dividing the available bandwifth (Y&Y) Mth-Power feed forward CPE algorithm [6] for a

a high baud-rate single-subcarrier (SC) into several loudba MUlti-SC (8-SCs) PM-QPSK  system using three different

rate subcarriers (SCs) can significantly improve the tolesa schemes:

towards fiber non-linearities [4], [5]. For curre Gbaud  CPEL: CPE from a single SC applied to all SCs (low

systems, the optimum symbol rate for the SCs lies in the range tolerance, low complexity)

of 2 — 4 Gbaud and can result it0% — 20% increase in the ¢ CPE2: CPE from individual SCs applied individually to

maximum reach for polarization-multiplexed quadraturaggh all SCs (low tolerance, high complexity)

shift keying (PM-QPSK) systems [4], [5]. o CPE3: Average CPE from all SCs applied to all SCs (high
For multi-SC systems, phase noise resulting from the finite tolerance, high complexity)

linewidth of transmitter laser (Tx) and receiver (Rx) local For the rest of the paper we would refer to CPE1, CPE2

oscillator (LO) becomes more critical, since the symbogratind CPE3 as described above.

is reduced by a factor oN,. where N,. corresponds to the

number of SCs for a multi-SC system. Let's assume that Il. MULTI-SC SMULATION SETUP

for a single-SC system the carrier phase estimation (CPE}rhe Tx signal is composed dN,. =8 SCs based on

scheme is able to tolerate a line-width tlmes symbol du"at'%uadrature-phase shift-keying (QPSK) modulation [7]. yThe

product equal ta\r-Ts=Av/ R, whereR, is the symbol rate e generated in the digital domain, as shown in Fig. 1. Aket o

(Rs = 1/Ts) and Az/_ is the comblngd linewidth of Tx laser hasepand signals, (¢), withn = 1,. .., N, each of symbol

and LO. For a multi-SC system this tolerance decreases e .. is created. Each baseband signal is Nyquist filtered
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The SCs are multiplexed and their samples fed to a digita'l-;
to-analog converter (DAC), which generates the electrical:
signalsz;(t) and zo(t), corresponding to the in-phase an Cihﬂ_,l (')MH z(.)Hﬁarg(_) Phase |eXP'j(') I
quadrature components of the transmitted electrical sighe !
two components are then input to a standard IQ modulator. T ’N |
complex envelope of the optical transmitted signal for glein '\ >
polarization can then be writtenas: T T T T T T cPE2

aggregate channel symbol rate is equalRo= Ng. - Rsc. ! ch1 - |
?_'I

|

|

r
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The signal at the output of the transmitter is finally | (')MHzol”lMarg(')l"lUnwrap|"|e’(p'j(')|_>é)T>
polarization-multiplexed with a similar signal generatfed ! | I
the Y polarization, forming a complete channel which coulc'u‘:hﬂ*I (M H Z(.)H#@(-)HU[;]‘;:[) |->|exp-f(-)|—>é‘l‘>
then be wavelength-multiplexed with others and transwhitte ——————------~"="--——"—~~————— —
through an optical link. The Rx (see Fig. 2) is a standarg_____________cfg?l ______________ .
| C

polarization-diversity coherent receiver with an analog- *ﬂ_,-> I
O 20
0] ,

digital converter (ADC) which samples the incoming signals |
at a speed equal t@ - R,. DSP blocks follow, including 1cn . — — , I
0 o] L0 ) Y il

a static filter for chromatic dispersion (CD) compensatior{, Unwrap
frequency down-shift to translate to baseband all SCs for:

. . . . . |ChN |
demodulation, a static matched filter with square-rootegis [
cosine (SRRC) transfer function, constant modulus algarit | '
(CMA) for polarization demultiplexing, frequency offsetro-
pensation, carrier phase estimation using either CPEl,ZCF;E- 3. SC?eLnatic digragﬂ forlall the tnreﬁ cases. CPE1 m?(keest:frreate

; ; i + from any of the SCs and apply it to all the SCs. CPE2 makes theast

O.r CPE3 algorlthms and fma”y a deCI.S|0n block for Calcm@tl from individual SCs and apply it individually on all the SG3PE3 makes an
bit-error-rate (BER). In our simulations, the samg-taps average estimate from all the SCs and apply it to all the SCs.
butterfly equalizer was used for all SCs, in order to avoid the

random phase rotations among the different SCs. The equaliz

taps were updated using a CMA, with the error evaluated,, i the |aser linewidth and’, = 1/R, is the symbol period.

pr?r?isusrlns?mol?lgti?)fntsh(\jvéwr?a\clznr;eordselcéi laser phase noise a v&v algorithm 's used for CPE githgr using CPEL, CPE2
Wiener process [S]: 3rCPE3 algorithms. The schematic diagram for all the three
' cases is shown in Fig. 3. CPE1 estimates the phase error by
& using the data from a single SC and applies it to all the SCs.
0), = Z v; ©) For our setup we observed that the performance is independen
of the SC used for phase estimation. CPE2 estimates the phase
errors on each SC and applies them individually on all the. SCs
0 is the laser phase noise ang's are independent and cpE3 makes an average estimate from all the SCs and applies
identically distributed Gaussian random variables withozeij; tg all the SCsFor CPE3, averaging of all the SCs is done
mean and variance using a summation block instead of an averaging block.
This is because a real-number divider for averaging does
a]% =21Av - T, (4) not affects the phase calculations

i=—00



Although this preliminary study is focused on back-to-bac
performance, it is important to note that in a real systeneraf

fiber propagation, there will be a constant phase offset detw 13 || —*—CPEL with DE, N=20 bl
different SCs. In order to correct that offset a trainingusage 1oll-e- gEE; m:: BE’ E;go !
can be used to calculate the delay (in terms of number —»— CPE1 wlo DE, N=30 !
symbols) between the transmitted and received data and — 111 CPE2 w/o DE, N=40 / i
estimated delay can further be used to correct the phaset of g ~ » -~ CPE3 w/o DE, N=5 .?
between different SCs after down conversion. Consider f @ 141 S
instance the case of a single-SC system. The transmitted ¢ (% ________ i
samplesz(t) digitally up-shifted to their center frequengy ot R ¢

can be written as:

x(t)ed?m it 5)
After propagating through the fiber, Eq. (5) will become 10® 10'5 10'4 1073
AI/‘TS
a(t + T)ej2ﬂfl(t+r) (6)

Fig. 4. SNR vs linewidth times symbol duratiom\¢ - Ts) product at
wherer is the propagation delay. After down-shifting at thER=10-2 for all the three cases. DE refers to differential encoding.

receiver side, Eq. (6) becomes

.’L‘(t + T)ejQ'“'fi(t"FT)e_jQTrfm(t) =z(t+ T)€j¢ 7 125 ‘
——CPE1
where the constant = 27 f;(7) results in phase rotation, 127 CPE2| |
proportional to the propagation delay 115 - - -CPE3| |
111
Il. SIMULATION RESULTS .
Fig. 4 shows the performance comparison of all the threZ 1057
algorithms using the conventional V&V scheme. The value 10t
of N reported in the legend indicate the lengths of averagi
windows, optimized by maximizing the linewidth tolerande ¢~ 95 \ ., -~ s ]
1-dB penalty [9]. Curves obtained with and without diffetiah ol =TT - ]
encoding (DE) are shown in Fig. 4. Angle differential encayli
[10] is used to avoid cycle slips that could occur at hiyh- 7', 8.5 : ‘ : ‘
values. For this reason, the curves without DE cannot goenigt 0 20 40 60 80 100
because of the cycle slips that could occur at hiyh - T}, Window Length (N)

indicating that without DE, a pilot-symbol/tone based resry 5. SNR vs window length() at BER=I0-2 for different Av - T,
is needed and hence a pilot-based cycle slip recovery meti@g%jes For simplicity only twaAv - T values are shown.
would be required.

Fig. 5 shows the required signal-to-noise-ratio (SNR) vs
Window Length (V) to achieve a BER¥)~2. Fig. 6 gives  Assuming a receiver sensitivity penalty of 1-dB at a target
optimum window length V) and the corresponding SNR atBER=10"2, the tolerance of CPE1 and CPE2sl.2 x 10~°
that window length for differenf\v - T, values at BER¥0~2. whereas the tolerance of CPE3 48 1.0 x 10~*. For our
Higher the value ofAv - T, higher will be the SNR and simulations we have chosen the target BER=? so that the
lower will be N. A larger value ofN is needed for amplified system can tolerate a 1-dB SNR penalty due to phase noise
spontaneous emission (ASE) noise whereas on the other haiithout exceeding the FEC threshold, which is assumed to be
a smaller value ofN is required for a better CPE. Large2x 102, as granted by current state-of-the-art soft FEC codes
and small values ofV correspond to large and small averwith 20% overhead [11].
aging window lengths for V&V. A large averaging window Table I [9] shows the complexity comparison of all the three
will properly counter ASE noise whereas smaller averagir@ases. Although the performance of CPE2 is the same as that
window lengths are critical for phase noise compensation. 8f CPE1, its complexity is almosV,,. times more than that of
the value of NV is based on a compromise between ASE noisePE1. CPE3 has almost the same complexity as that of CPE2
and phase noise. In our simulations we have chosen it frdmt performance is much better than either CPE1 or CPE2.
Fig. 5 and Fig. 6 by maximizing the linewidth tolerance athe complexity evaluations reported in Table | are refetced
1-dB penalty. Curves in Fig. 5 and 6 referred to differehtial the processing of a single polarization with phase unwrappi
encoded data. The reference SNR without phase noise amdl optimum implementation [9]. For example, by doing some
CPE for differentially encoded data was found to & dB  mathematical computations it can be shown thatitfigpower
at BER=1072. of a complex value needs onfyreal multipliers and adders



TABLE |
COMPUTATIONAL COMPLEXITY FOR THE THREECASES.

Algorithm ~ Real Multipliers Real Adders Comparators  Look-Ugbles  Decisions
CPE1 8N 3N +2 0 1 N
CPE2 Nse X 8N Nsc(3N +2) 0 1 Nge X N
CPES3 Ngse X 8N Nsc(B3N +2) + 2(Nge — 1) 0 1 Nge X N
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Fig. 6. Optimum window length and the corresponding SNR at wiadow
length (N) vsAv - T at BER=10—2. (a), (b) and (c) are for CPE1, CPE2
& CPES3 respectively. Red dashed curves in (a), (b) and (cfareptimum
window length, whereas blue curves correspond to SNR attnatow length.

instead of8 real multipliers and4 adders. The complexity
computations however do not consider the normalizatiotofac
and phase derotations.

IV. CONCLUSION

(i.e CPE from a single SC applied to all SCs) and CPE2 (i.e
CPE from individual SCs applied individually to all SCs) can
tolerate aAv - T, ~ 1.2 x 10~ at 1-dB SNR penalty, but
the complexity of CPE2 is almosY,. times higher than that

of CPEL. The tolerance of CPE3 (average CPE from all SCs
applied to all SCs) is much higher than either of CPE1 or
CPE2 withAv - T, =~ 1.0 x 10~* at 1-dB SNR penalty but
with complexity almost the same as CPE2 and higher than
CPEL. In general, averaging the carrier phase estimatien ov
Nsc SCs gives a proportional improvement in performance.
So a compromise has to be made between the complexity and
performance while evaluating the carrier phase for thedé-mu
SC optical communication systems.
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