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A data-driven model inversion approach
to cancer immunotherapy control

Carlo Novara and Milad Karimshoushtari

Abstract— A novel data-driven control design approach for
Multiple Input Multiple Output nonlinear systems is proposed
in the paper, relying on the identification of a polynomial
prediction model of the system to control and its on-line
inversion. A simulated study is then presented, concerning the
design of a control strategy for cancer immunotherapy. This
study shows that the proposed approach may be quite effective
in treating cancer patients, and may give results similar to (or
perhaps better than) those provided by “standard” methods.
The fundamental difference is that “standard” methods are
typically based on the unrealistic assumption that an accurate
physiological model of the cancer-immune mechanism is avail-
able; in the approach proposed here, the controller is designed
without such a strong assumption.

I. INTRODUCTION

Standard approaches to control are based on first-principle
models: they assume that an accurate physical model de-
scribing the dynamics of the system to control is available.
Typical examples are feedback linearization [14], Lyapunov
function based control [20] and NMPC (Nonlinear Model
Predictive Control) [1], [2]. However, in many real-world
applications, deriving an accurate model is an extremely
difficult task, since the system dynamics is often not well
known and/or too complex. Robust methods might be used
to deal with this problem, [12], [29]. However, deriving the
necessary uncertainty models is not an easy task even for
LTI (Linear Time Invariant) systems (see e.g. [7] and the
references therein), and is a largely open problem in the
case of nonlinear systems. Another relevant issue is that,
in the case of nonlinear system, even when a reliable model
is available, designing a (nonlinear) controller is in general
difficult.

Data-driven methods have been introduced to cope with
these problems, see, e.g., [19], [6], [5], [10], [3], [24],
[16]. Several of these approaches are also described in [21],
with useful discussions on their practical advantages and
drawbacks. However, guaranteeing general a-priori stability
and accuracy properties is not easy for many data-driven
methods. Typically, the controller is first designed using
some heuristic or some more systematic technique, then it is
tested/tuned in simulation, and finally it is implemented (and
possibly tuned) on the real plant to control. Another issue is
that many data-driven methods are based on neural networks
or similar approximating functions, whose design involves
non-convex optimization in large dimensional spaces. There
is thus no guarantee that the resulting controller is adequate
to solve the control problem.

The authors are with Politecnico di Torino, Italy. Email:
carlo.novara@polito.it, milad.karimshoushtari@studenti.polito.it.

In this paper, a novel data-driven control method for gen-
eral MIMO nonlinear systems is proposed, called Nonlinear
Inversion Control (NIC), allowing us to overcome all these
relevant problems: the method does not require a physical
model of the plant to control; it can guarantee a priori
important properties such as closed-loop stability and track-
ing error accuracy; it is relatively simple; it is systematic,
in the sense that the design parameters can be chosen by
means of a precise procedure; it is numerically efficient,
allowing a “fast” implementation on real-time processors.
The NIC method is based on the identification from data of a
polynomial prediction model and its online inversion through
efficient optimization algorithms. An important point is that
closed-loop stability is directly enforced by the identification
algorithm used to derive the model, thus avoiding the need
of additional on-line operations finalized at stabilization (as
typically done in NMPC). A SISO version of the NIC
approach can be found in [11], [27].

Thanks to these features, the NIC approach may be
particularly effective in therapy control, where typically
there is a huge variability among the patient population
and, moreover, it is extremely difficult to derive accurate
physiological models. The NIC approach allows indeed the
design of therapy control strategies that are personalized for
each patient, avoiding the population variability problem.
Also, it does not require accurate physiological models:
control design is carried out from a set of data acquired in
a preliminary phase of the therapy.

A simulated study is presented, concerning the design
of a control strategy for cancer immunotherapy, based on
interleukin, a type of proteins that help the immune system
to produce cells which can defeat cancer. This study shows
that the proposed approach may be quite effective in treating
cancer patients, giving results similar to (or perhaps slightly
better than) those provided by a “standard” method. The fun-
damental difference is that this “standard” method is based
on the unrealistic assumption that an accurate physiological
model of the cancer-immune mechanism is available; in the
NIC approach, the controller is designed without using such
a strong information.

II. PROBLEM FORMULATION

Consider a MIMO (Multiple Input Multiple Output) non-
linear discrete-time system of the form

yt = h
(
u−t , y

−
t , ξ

−
t

)
u−t

.
= (ut−1, . . . , ut−n)

y−t
.
= (yt−1, . . . , yt−n)

ξ−t
.
= (ξt−1, . . . , ξt−n)

(1)



where ut ∈ U ⊂ Rnu is the input, yt ∈ Rny is the output,
ξt ∈ Ξ ⊂ Rnξ is an unmeasured disturbance, n is the system
order and t ∈ Z is the time; U and Ξ

.
=
{
ξ ∈ Rnξ : ‖ξ‖ ≤ ξ̄

}
are compact sets, where U accounts for possible constraints
on ut.

Suppose that the system (1) is unknown, but a set of noise-
corrupted measurements is available:

D .
= {ỹt, ũt}0t=1−L (2)

where ũt ∈ U , ỹt ∈ Y , Y ⊂ Rny is a compact set, and the
tilde is used to indicate the recorded data. Experiment design
techniques may be possibly used to obtain these data, [34].

Let Y0 ⊆ Rn be a set of initial conditions of interest, R ⊂
Rny a compact set, R .

= {r = (r1, r2, . . .) : rt ∈ R,∀t}
a set of output sequences of interest and Ξ

.
=

{ξ = (ξ1, ξ2, . . .) : ξt ∈ Ξ,∀t} the set of all possible distur-
bance sequences.

The problem is to control the system (1) such that, for any
ξ = (ξ1, ξ2, . . .) ∈ Ξ , and for any initial condition y−0 ∈ Y0,
the output sequence y = (y1, y2, . . .) of the controlled system
tracks any reference sequence r = (r1, r2, . . .) ∈ R.

In this paper, an original data-driven method is proposed,
based on the identification from data of a polynomial predic-
tion model and its online inversion of this model via efficient
optimization.

III. POLYNOMIAL PREDICTION MODEL

Consider that the system (1) can be represented in the
τ -step ahead prediction form

yt+τ = g
(
u+
t , q
−
t , ξ

v
t

)
u+
t
.
= (ut+τ−1, . . . , ut)

q−t
.
=
(
u−t , y

−
t

)
ξvt

.
= (ξt+τ−1, . . . , ξt−n)

(3)

where g (·) .
= hτ+1 (·), hi indicates the ith self-composition

of the function h and τ is the prediction horizon. This
representation can be easily obtained by iteration of (1).

The prediction model that we introduce is an approxima-
tion of the system (3), of the form

ŷt+τ = f
(
ut, q

−
t

)
. (4)

For simplicity, this model is supposed of the same order as
the system (3) but all the results presented in the paper hold
also when the order is different.

A parametric structure is taken for the vector-valued func-
tion f . In particular, each component fj of f is parametrized
as

fj (·) =

N∑
i=1

αijφi (·) (5)

where φi are polynomial basis functions, αij are parameters
to be identified and j = 1, . . . , ny . The basis function choice
is in general a crucial step, [31], [13], [28]. Here, the main
motivations for choosing polynomial functions are two: 1)
polynomials have proven to be effective approximators in a
huge number of problems; 2) as we will see later, they allow
a very efficient controller evaluation.

The model parameters αij are identified from the data (2)
by means of convex optimization: Define

zj
.
=

 (ỹj,n−L+τ )
>

...
(ỹj,0)

>



Φ
.
=

 φ1

(
ũn−L, q̃

−
n−L

)
· · · φN

(
ũn−L, q̃

−
n−L

)
...

. . .
...

φ1

(
ũ−τ , q̃

−
−τ
)

· · · φN
(
ũ−τ , q̃

−
−τ
)


where ỹj,i is the jth component of ỹi and the tilde denotes
the samples obtained from the data set (2). Define also the
set

SC(l, γ, σ)
.
= {β ∈ R(L−n−τ)×ny :

‖ỹl,i+τ − ỹl,j+τ + (Φj −Φi)β‖
≤ γ

∥∥ỹ−i − ỹ−j ∥∥+ 2σ, j ∈ T , i ∈ Υj}

where T .
= {n−L, . . . ,−τ},Φk is the kth row of Φ, Υk is

the index set

Υk
.
=
{
i :
∥∥(ũk, ũ−k )− (ũi, ũ−i )∥∥ ≤ ζ}

and ζ is the minimum value for which every set Υk contains
at least two elements. Note that SC is defined by a set of
linear inequalities in β and σ, and is thus convex in β and
σ. In this paper, the following notation for norms is used:
‖·‖ ≡ ‖·‖∞ is the vector `∞ norm; ‖·‖p is in general the
vector `p norm.

The matrix α ∈ R(L−n−τ)×ny , whose entries αij are the
parameters of the model (4)-(5), is identified by means of
the following convex algorithm. Note that the algorithm is
“self-tuning”, in the sense that the required parameters are
automatically chosen, without involving extensive heuristic
procedures.

Identification algorithm 1: α = id poly 1 (D, γ̂∆)
For j = 1, . . . , ny , compute the jth column αj of α as

follows:
1) Solve the preliminary optimization problems

σ0 = min
β∈RN

‖zj −Φβ‖

β0 = arg min
β∈RN

‖β‖1
s.t. ‖zj −Φβ‖ ≤ σ0 + ρ ‖zj‖

where ρ > 0 is typically chosen “small”.
2) Solve the optimization problem

(αj , σ̂∆) = arg min(β,σ) σ
s.t. (i) β ∈ SC(j, γ̂∆, σ)

(ii) ‖zj − Φβ‖p ≤ σΛ

(iii) ‖β‖1 ≤ η0

where η0
.
= ‖β0‖1 and Λ

.
=
‖zj−Φβ0‖p
‖zj−Φβ0‖ .

After the preliminary operations carried out in step 1, a
convex optimization problem is solved in step 2, providing



the model parameters. This optimization problem, represent-
ing the core of the algorithm, can be explained as follows:

1) The constraint (i) forces the function ∆
.
= g − f to

have a Lipschitz constant non larger than γ̂∆: a result
in [25] shows that this condition can be theoretically
guaranteed for a sufficiently large number of data L.
On the other hand, it is shown in [26] that choosing
this constant smaller than 1 guarantees closed-loop
stability.

2) As shown in [25], reducing the prediction error
‖zj − Φβ‖p yields a “small” tracking error. Clearly,
there is a trade-off between stability and tracking
performance: to satisfy the constraint (i) with γ̂∆ < 1,
a “large” value of σ̂ may be required, resulting in a
“large” tracking error. Note that any vector norm p in
(ii) can be used to reduce the prediction error. Typical
choices are p = 2 or p =∞.

3) Bounding the `1 norm leads to a sparse matrix α, i.e.
a matrix with a “small” number of non-zero elements,
[32], [9], [22]. Sparsity is important to ensure a low
complexity of the model, limiting well known issues
such as over-fitting and the curse of dimensionality.
Sparsity leads also to an efficient implementation of the
model/controller on real-time processors, which may
have limited memory and computation capabilities.

IV. NIC CONTROL

In this section, a control approach for nonlinear systems is
proposed, called Nonlinear Inversion Control (NIC), relying
on the efficient online inversion of the model (4).

The basic idea of this approach is the following: at each
time t > 0, given a reference rt+τ and the current regressor
q−t , a command u∗t is looked for, such that the model output
ŷt+τ is “close” to rt+τ :

ŷt+τ = f
(
u∗t , q

−
t

) ∼= rt+τ . (6)

Note that the latter equality may be not exact for two reasons:
1) rt+τ may not be reachable; that is, no u∗t ∈ Uτ may exist
for which ŷt+τ is exactly equal to rt+τ ; 2) values of u∗t
with a limited `2 norm may be of interest in order to have a
not too high command activity. This kind of inversion is an
approximate right-inversion and can be operated also when
f is not injective wrt u∗t (e.g., for some rt+τ and q−t , more
than one u∗t may exist such that (6) holds).

The command input yielding (6) is found solving the
optimization problem

u∗t = arg min
u∈Uτ

J
(
u, rt+τ , q

−
t

)
(7)

where

J
(
u, rt+τ , q

−
t

) .
=
∥∥rt+τ − f (u, q−t )∥∥2

2
+ µ ‖u‖22 (8)

and µ ≥ 0 is a design parameter, determining the trade-off
between tracking precision and command activity. The NIC
control law is fully defined by (7).

It is important to observe that the objective function (8) is
in general non-convex. Moreover, the optimization problem
(7) has to be solved on-line, and this may take a long

time compared to the sampling time used in the application
of interest. To overcome these relevant problems, three
algorithms are proposed in the next subsections, allowing
an efficient computation of the optimal command input u∗t
for the following cases: A) SIMO system; B) MIMO system
with predictor affine in ut; C) general MIMO system.

Remark 1: If the components of yt and/or ut have range
of variations with different scales, weighted norms can be
used in (8). �

A. SIMO system
The system to control is here supposed to have a single

input: ut ∈ R. In this situation, for given rt+τ and q−t , the
objective function (8) is a polynomial in the scalar variable
u. Its minima can thus be found computing the roots of its
derivative, as done in the following algorithm.

Control algorithm 1: u∗ = K1
(
J, rt+τ , q

−
t

)
.

Compute the optimal input as

u∗ = arg min
u∈Us

J
(
u, rt+τ , q

−
t

)
where

Us
.
=
(
Rroots

(
J ′
(
u, rt+τ , q

−
t

))
∩ U

)
∪ {u, u} ,

J ′ is the derivative of J wrt u, Rroots (J ′) denotes the set
of all real roots of J ′, and u and u are the boundaries of U .

Remark 2: The derivative J ′ can be computed analyti-
cally. Moreover, Us is composed by a “small” number of
elements:

card (Us) < deg
(
J
(
u, rt+τ , q

−
t

))
+ 2

where card is the set cardinality and deg indicates the
polynomial degree. The evaluation of u∗ through Algorithm
1 is thus extremely fast, since it just requires to find the real
roots of a univariate polynomial whose analytical expression
is known and to compute the objective function for a
“small” number of values. The computation times required
for obtaining u∗ are evaluated in [23] by means of extensive
simulations. �

B. MIMO system with predictor affine in ut
Suppose that an accurate prediction model (4) affine in

ut is found (this model can be of any degree in the other
variables). Then, the objective function (8) is convex in u,
being the sum of two terms given by the square norms of
functions affine in u. The problem of minimizing such a
convex function is standard. However, minimization has to be
performed on-line and widely used algorithms such as those
based on interior-point techniques may not be fast enough,
[4].

Here, a novel “fast” algorithm is proposed, based on a
coordinate minimization scheme where, at each iteration, the
cost function (8) is minimized wrt a single component of the
command input.



Control algorithm 2: u∗ = K2
(
J, u0, rt+τ , q

−
t

)
.

1) Set j = 1, u(0) = u0 ∈ U (a simple choice is taking
u0 as the center of U ).

2) For i = 1, · · · , nu, let

u
(j)
i = K1

(
J

(j)
i , rt+τ , q

−
t

)
where K1

(
J

(j)
i , rt+τ , q

−
t

)
is computed by Algorithm

1, minimizing wrt ui the cost function

J
(j)
i

.
= J(u

(j)
1 , . . . , u

(j)
i−1, ui, u

(j−1)
i+1 , . . . , u

(j−1)
mu , rt+τ , q

−
t ).

3) If
∣∣∣J (j)
mu − J

(j−1)
mu

∣∣∣ < εJ , where εJ is a user-defined
precision parameter, stop and return the optimal input

u∗ = u(j) =
(
u

(j)
1 , . . . , u(j)

mu

)
;

else set j ← j + 1 and goto 2.

Remark 3: Convergence of the coordinate descent scheme
in Algorithm 2 is guaranteed, see [33]. �

Remark 4: From Remark 2 and the convergence proper-
ties of the coordinate minimization scheme, [33], it follows
that the evaluation of u∗ through Algorithm 2 is extremely
fast. The computation times required for obtaining u∗ are
evaluated in [23] by means of extensive simulations �

C. General MIMO system

In several real world applications, the command input acts
on the system to control in a nonlinear way, resulting in a
function g highly nonlinear in the input. In these situations,
controlling the system can be significantly more difficult
since this function may be non-invertible (more precisely,
non-injective) wrt ut. The present approach allows us to
efficiently deal with these cases. The following algorithm
is proposed, based on the two presented above.

Control algorithm 3: u∗ = K3
(
J, rt+τ , q

−
t

)
.

1) Set j = 1, u0 = ut−1.
2) Let

u(j) = K2
(
J, u0, rt+τ , q

−
t

)
where K2

(
J, u0, rt+τ , q

−
t

)
is computed by Algorithm

2.
3) If j = Niter, where Niter is the user-defined maxi-

mum number of iterations, stop and return the locally
optimal input

u∗ = u(j);

else set j ← j + 1 and goto 2, changing the starting
point u0.

The choice of u0 for j > 1 can be made consider-
ing a standard space-filling algorithm such as the (multi-
dimensional) Peano Curve, Hilbert curve, H-tree fractal, or
a randomized approach.

The maximum number of iterations Niter in step 3 can
be chosen on the basis of the sampling time used in the
application of interest: Niter should be chosen not larger
than the sampling time divided by the the time required for
computing u∗.

As already observed, the objective function (8) is in
general non-convex. While in the scalar and affine cases we
are able to find a global solution, here we find a solution
that is not “theoretically” guaranteed to be global. However,
it is shown in [23] by means of extensive simulations that
Algorithm 3 is able to find always a solution very close to
the global optimum, in very short times.

Remark 5: Stability of the closed-loop system formed by
the feedback connection of the plant (1) with the controller
(7) can be theoretically guaranteed. A proof for the SISO
case with model prediction horizon 1 can be found in [26];
the extension to the general MIMO case with prediction
horizon larger than 1 can be made using similar techniques.
These proofs are developed in a Set Membership framework,
[18], [17], [30], and are not reported in this paper for space
reasons. �

V. SIMULATED STUDY: CONTROL DESIGN FOR CANCER
IMMUNOTHERAPY

Cancer represents nowadays one of the most relevant
causes of death. In the last decades, immunotherapy has
become an effective method for treating several types of
cancer. New types of immune treatments are currently being
studied, which are expected to give an important impact on
cancer treatment in the future. In particular, immunotherapies
have a greater potential than current treatment approaches to
fight cancer more efficiently, to offer longer-term protection,
to present fewer side effects, and to benefit more patients
with more cancer types.

Roughly speaking, immunotherapy enforces the body nat-
ural defenses, allowing them to fight cancer. It can use
substances produced either by the body or in a laboratory to
improve or restore the immune system functions. Among the
existing immunotherapy approaches, one of the most promis-
ing is based on a family of proteins called cytokines and, in
particular, on a group of cytokines called interleukins. This
kind of proteins help the immune system to produce cells
that can defeat cancer. An interleukin made in laboratory,
called interleukin-2 (IL-2), is employed for example to treat
kidney and skin cancers. IL-2 is typically used together with
adoptive cellular immunotherapy (ACI), a technique which
consists in injecting cultured immune cells that have anti-
tumor reactivity into tumor bearing host.

Despite several positive aspects, immunotherapy still
presents several problems: the treatment strongly depends
on the personal experience of the physician; there is a
huge variability of response among the patient population;
it is very difficult to derive accurate physiological models,
describing the patient response to several types of treatment.
The “standard” control approaches are in general not able
to systematically deal with the last two of these problems,
because they indeed rely on physiological models. On the
contrary, we will see below that the data-driven control



approach proposed in this paper may allow us to overcome
all the problems mentioned above.

In the present study, the cancer-immune dynamic model of
[15], [8] has been considered. This model, though relatively
simple, is able to properly describe the cancer-immune
dynamics, accounting also for the IL-2 effects. The model is
based on three main variables:
• x1 [cells/ml]: concentration of activated immune-system

cells (also called effector cells);
• x2 [cells/ml]: concentration of cancer cells;
• x3 [µg/l]: concentration of IL-2 in the single cancer-site

compartment.
The nonlinear state equations describing the time evolution
of these variables are the following:

ẋ1 = cx2 − µ2x1 +
p1x1x3

g1 + x3
+ u1 + ξ1

ẋ2 = r2(1− bx2)x2 −
ax1x2

g2 + x2
(9)

ẋ3 =
p2x1x2

g3 + x2
− µ3x3 + u2 + ξ2

where u1 and u2 are the treatment inputs; u1 [cells/ml/days]
represents an external source of effector cells such as ACI
cells; u2 [µg/l/days] represents an external source of IL-2. ξ1
and ξ2 are random disturbances, normally distributed, with
zero mean and a noise to signal standard deviation ratio
of 5%. The same parameter values of [15], [8] have been
assumed: c = 0.035 days−1, µ2 = 0.03 days−1, p1 = 0.1245
days−1, g1 = 2e7 [µg/l], r2 = 0.18 days−1, b = 1e − 9
[ml/cells], a = 1 days−1, g2 = 1e5 [cells/ml], p2 = 5
days−1, g3 = 1e3 [cells/ml], µ3 = 10 days−1.

The model (9) represents the “true ” system to be con-
trolled. Supposing to be in a realistic situation, this system
has been assumed unknown. The aim was to control it
by means of treatments u1 and u2 in order to bring the
concentration of cancer cells x2 close to zero, guaranteeing
also correct levels of the concentrations x1 and x3.

An overall control period of 18 months was considered,
divided into two phases:

Phase 1. Manual open-loop treatment (first 6 months).
In this phase, u1 and u2 were chosen as random signals
normally distributed, with means 400 [cells/ml/days] and
400 [µg/l/days], respectively, and standard deviations 300
[cells/ml/days] and 300 [µg/l/days], respectively. The goals
of this first phase are two: first, preventing significant in-
creases of the number of cancer cells; second, collecting data
to use for control design in the next phase. �

Phase 2. Automatic closed-loop treatment (from the 7th

to the 18th month). Using the data generated in the first
phase (a total of L = 180 data, collected with a sampling
time Ts = 1 day), a NIC controller was designed. The
sampling time Ts = 1 day was considered for simplicity.
Larger sampling times can be more suitable for the patient
sake and also for practical reasons. In any case, the procedure
proposed here can be applied without being affected by the
sampling time choice. The relevant discrete-time variables
were defined as yt = (x1(tTs), x2(tTs), x3(tTs)) and ut =
(u1(tTs), u2(tTs)), where t ∈ Z. Control design was carried

out according to the procedure of Sections III and IV,
yielding the following parameter values: γ̂∆ = 0.9, n = 2,
τ = 3, µ = 0.001. The model was identified considering, for
each output, 45 polynomial basis functions up to degree 2
(no significant improvements were observed increasing the
degree). In average, about 16 functions for each output were
selected by the identification algorithm. Then, the control
algorithm 3 was applied to the cancer-immune system (9),
using the constant reference rt = (1.9e4, 0, 0), ∀t. �

A possible variant of this two-phase procedure is to follow
an adaptive scheme, dividing the second phase in several sub-
phases: in each sub-phase, the controller is designed using
the data collected in the first phase and the previous sub-
phases.

Note that a first preliminary phase is important not only
for the NIC approach presented here but for all control
approaches (including first-principle and model-free ap-
proaches (e.g., PID control)). Indeed, in the case of first
principle-approaches, even in the optimistic case that a
reasonable physiological model is available, its validation
on experimental data is a fundamental step, without which
no reliable therapy strategy can be planned. Moreover, in
both cases of first-principle and model-free approaches, some
initial phase for tuning the controller is necessary. Clearly,
the preliminary phase must be as short as possible, to avoid
unexpected increases of the cancer cells and let the controller
start working as soon as possible.

The results of the proposed two-phase therapy are shown
in Figure 1. It can be noted that the concentration of cancer
cells x2 is brought close to zero in less than 400 days, while
the levels of the other two states is maintained close to the
desired values. This performance is similar to (or perhaps
slightly better than) the one obtained in [8]. The important
difference is that, in [8], the cancer-immune system (9) is
assumed perfectly known; here, the controller was designed
without using such a strong information.

Another interesting observation is that, during the open-
loop therapy, the number of cancer cells first decreases but,
after about 160 days, starts to increase again (until the closed-
loop therapy begins to work). This kind of behavior seems
to be consistent with the results presented in [15], showing
that limit cycles may appear during the time evolution of the
cancer-immune system (9).

A further important observation is that the mean drug rate
(MDR), defined as

∑N
k=1(u1,k + u2,k)/N , during the first

phase resulted to be 779, while the MDR during the second
phase resulted to be 738. This shows that the closed-loop
control therapy is able to obtain the desired positive effects
in term of cancer cells decrease, using however smaller
quantities of therapy drugs wrt the open-loop manual therapy.
This aspect is clearly fundamental, since these drugs may
have in general negative collateral effects on the patient.

To further check the reliability of these results, a Monte
Carlo simulation was carried out, where the whole process
described above was repeated for 200 trials. Each trial was
different from each other under the following aspects: 1)
different realizations of u1 and u2 were used in the first
phase; 2) different realizations of ξ1 and ξ2 were used in



Fig. 1. Behavior of the cancer-immune system states during the two-phase
therapy.

both the phases; 3) the system parameters were generated
randomly, according to normal distributions with means
equal to the nominal values indicated below (9), and standard
deviations equal to 10% of the nominal values. The results
obtained in the Monte Carlo simulation can be summarized
as follows: average time required to bring the cancer cell
concentration close to zero ' 350 or 400 days (maintaining
the other two states close to the desired values); average
MDR values ' 785 and 741 for the two phases. These
results provide a reliable confirmation that the proposed NIC
control approach may be effective in therapy control design,
presenting several advantages wrt more “standard” methods.
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