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Abstract

Even though the use of Phase Change Materials (PCMs) is promising to improve the energy efficiency of buildings, their application in the building sector is still very limited. One of the obstacles to the diffusion of PCMs is the lack of information regarding their thermo-physical properties. A method for estimating the specific heat-temperature curve of a PCM through inverse modelling is herewith presented. This method combined experimental data with a numerical tool able to simulate multilayer walls with the inclusion of PCM materials. Results were validated against tests on different samples and discussed in comparison with a low-speed DSC measurement.
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1. Introduction

In recent years, the application of Phase Change Materials (PCMs) has been investigated in many fields. Due to the promising role that these materials could have to improve the energy efficiency of buildings, many researches have focused on their application in the building envelope. However, although the great interest that PCMs have gained, their practical application in the building sector is nowadays still very limited. One of the obstacles to the diffusion of PCMs is the lack of information regarding their thermo-physical properties.
Many manufacturers do not provide data on the enthalpy-temperature curve of their products or these data are not suitable for application in a building energy simulation tool. In addition, the capabilities of building simulation tools may not be totally appropriate to simulate every kind of material. For example, EnergyPlus allows for a single enthalpy-temperature curve as input for each PCM and cannot take the hysteresis phenomenon (different behaviour of the material during solidification and melting) into account. In this case, the evaluation of a single curve which can still simulate the material behaviour in an acceptable way would prove useful.

Among the experiments that can be conducted for measuring the dependency of the specific heat capacity on temperature are the Differential Scanning Calorimetry (DSC) and the T-history method.

The DSC is the most used laboratory measurement to obtain melting temperature and heat of fusion of PCM samples. However, limitations of the DSC approach are the very small sample size and the strong influence of the test procedure on the results [1]. Especially for dynamic measurements with constant heating and cooling rate, a slow rate is needed for PCMs unlikely the typical standards used in DSC analysis for other materials [2, 3]. Following the German RAL standard [4] and further improvements which include proper calibration and baseline measurement, reliable measurements were achieved with dynamic DSC in heating [5].

The T-history method [6] is widely adopted as an alternative to DSC to investigate the thermal behaviour of large PCM samples. Several contributions were proposed to improve its mathematical model [7, 8], its measuring process [9, 10] or both [11]. A horizontal setup was also found to reduce the discrepancies between freezing and melting enthalpy-temperature curves [1]. The T-history method can also be used to evaluate the thermal conductivity of PCMs whose phase change occurs with a clear interface between the two phases. However, thermal conductivity and specific heat cannot be simultaneously determined.

Another approach for estimating the thermo-physical properties of materials is through the application of inverse methods. Such problems could be dealt with by means of exhaustive search method or can be formulated as optimisation problems. In this case, the objective is to minimise the discrepancy between measured values (e.g. of temperature or heat flux) and calculated values based on the estimated properties. However, inverse problems are ill-posed; under small changes of the input data existence, uniqueness and stability of the solution are not satisfied. [12].

In recent years, an estimation of thermal conductivity and heat capacity on materials with constant properties was carried out by Derbal et al. [13], who proposed a procedure that can be potentially applied to in-situ measurements. The material to be characterised is placed between two layers of materials with known thermo-physical properties. Thermocouple probes are placed at the different interfaces and record the variations in temperature when the whole multilayer is subjected to stimulation. In addition to thermal conductivity and heat capacity, Chaffar et al. [14] estimated also the surface film coefficient of a homogeneous panel by applying a heat flux and studying the response in terms of the temperature recorded by infrared thermography on the opposite surface. With regards to PCMs, Lachheb et al. [15] proposed a method for estimating thermal conductivity, specific heat and thermal diffusivity of paraffin/graphite PCM composites from laboratory tests under controlled boundary conditions, but material properties were evaluated at room temperature and their dependency on temperature was hence not investigated. Thermal conductivity and specific heat as a function of temperature of PCM-concrete bricks subjected to controlled boundary conditions were estimated by Cheng et al. [16]. The temperature dependency was evaluated through the

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>amplitude coefficient of the solidification/melting peak (-)</td>
</tr>
<tr>
<td>c</td>
<td>specific heat (J/(kg K))</td>
</tr>
<tr>
<td>T</td>
<td>temperature (°C)</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>liquid</td>
</tr>
<tr>
<td>max</td>
<td>maximum</td>
</tr>
<tr>
<td>peak</td>
<td>solidification/melting peak</td>
</tr>
<tr>
<td>s</td>
<td>solid</td>
</tr>
</tbody>
</table>
temperature segment method, which has the advantage of not requiring any a-priori knowledge on the specific heat function. However, the number of segments directly determines the number of variables in the optimisation problem. Temperature-dependent thermal conductivity, heat capacity and thermal diffusivity were simultaneously estimated by Cui et al. [17], who proposed an approach based on the measurement of the temperature distribution within the material and subjected either to Dirichlet or Neumann boundary conditions. Prior information on the functional form of the thermal properties is not necessary.

In the present work, a method for estimating the enthalpy-temperature curve of a PCM through inverse modelling is presented. This method combines experimental data with a numerical tool that is capable of simulating multilayer walls with the inclusion of PCM materials. The experimental setup consisted in a sample of PCM which was subjected to controlled temperature variations on its surfaces. Given the measured surface temperatures of the sample as boundary conditions and the known thermo-physical properties of the material (thermal conductivity and density) to the model, the enthalpy-temperature curve which minimised the difference between measured and simulated heat fluxes was found through an optimisation algorithm. Results were validated against tests on different samples and discussed in comparison with a low-speed DSC measurement.

Even though laboratory tests were used to validate the procedure, in-situ measurements could be also used. However, the accuracy of the estimation would be greatly affected by the uncertainty of the input data.

2. Methodology

A method for estimating the enthalpy-temperature curve of a PCM through inverse modelling is presented. This method combines experimental data with a numerical tool that is capable of simulating multilayer walls with the inclusion of PCM materials.

The experimental setup consisted in three samples which were subjected to controlled temperature variations on their surfaces. One sample was used to retrieve the thermo-physical properties of the PCM under investigation (Sample A), whereas the others were used for validation (Samples B1 and B2). Each sample was placed in a LASERCOMP FOX 600 guarded hot plate and heat flow meter apparatus, which was modified by the manufacturer to allow for sinusoidal temperature variations on its plates with a period of 24 hours and a pre-settable amplitude.

Sample A was composed, from top to bottom, by 15 mm of a shape-stabilised PCM (nominal melting temperature of 21.7 °C) and 120 mm of XPS. To cover the material phase-change range, during testing the upper plate was subjected to a sinusoidal temperature variation with average temperature of 23 °C and amplitude of 5 °C while the lower plate was kept at a constant temperature of 23 °C. Sample B1 was composed by 2 layers of gypsum plasterboard 12.5 mm thick, 50 mm of mineral wool, 5 mm of PCM and 12.5 mm of gypsum plasterboard. During testing the upper plate was kept at a constant temperature of 23 °C while the lower plate was subjected to a sinusoidal temperature variation with average temperature of 23 °C and amplitude of 8 °C. Sample B1 differed from Sample A in the thickness of the PCM layer (10 mm). The test duration was 48 hours.

Material properties other than the specific heat of the PCM where either measured (thermal conductivity), retrieved by the manufacturer datasheets (density) or found in literature (specific heat).

Given the measured surface temperatures of Sample A as boundary conditions and the known thermo-physical properties of the materials to the model, the specific heat vs temperature curve of the PCM which minimised the difference between measured and simulated heat fluxes on both faces of the sample was found through an optimisation algorithm. The objective function was formulated as maximisation of the coefficient of determination $R^2$. Only the last 24 hours were considered to evaluate the fitness accuracy not to account for the effects deriving from the initial conditions.

The search was performed through the $(\lambda + \mu)$ Evolution Strategy (ES) technique [18, 19], whose implementation was validated against the Rosenbrock function. Evolutionary algorithms are stochastic optimisation algorithms where the optimum seeking process is based on the principles of organic evolution. [20]. These algorithms are based on the competition among individuals in a population. Each individual is a vector of input data whose value in the objective function represents its fitness to survive. Only $\mu$ individuals with the best fitness (lowest or highest values according to the type of optimization problem, i.e. minimisation or maximisation) among the population are allowed to reproduce and generate new offspring through crossover and mutation algorithms. In the $(\lambda + \mu)$ ES, individuals can survive for more than one generation; both parents and offspring are considered for ranking and crossover. The
fitness of the new born individuals is evaluated and the rate of success – i.e. the rate of fitness improvement compared to the previous generation – is used to influence the subsequent mutations. The process continues until a stop criterion is met. The individual with the best fitness represents the final result of the optimisation process.

The numerical simulation of the heat transfer process was carried out by solving the one-dimensional transient heat conduction equation. The solution was retrieved through the application of the finite difference methods with Crank-Nicolson scheme and Gauss-Seidel overrelaxation [21, 22]. A uniform time step and a uniform mesh size were assumed.

The dependency of the specific heat on temperature was modelled according to equation (1) [23]:

\[
\begin{align*}
    c &= c_i + (c_{\text{max}} - c_i) \cdot e^{\left(\frac{T_{\text{peak}} - T}{T_{\text{peak}} - T_{\text{peak}}}\right)} \\
    c &= c_i + (c_{\text{min}} - c_i) \cdot e^{\left(\frac{T - T_{\text{peak}}}{T_{\text{peak}} - T_{\text{peak}}}\right)}
\end{align*}
\]  

Even though a-priori knowledge of the functional form of the specific heat was not strictly necessary, this approach was chosen to reduce the number of search variables and hence reduce the calculation run time. In this way, only six variables were needed to describe the specific heat. Thermal conductivity could also be evaluated, but the focus of the present work was especially on specific heat estimation.

3. Results and discussion

The comparisons between measured fluxes both at the dynamic and static plates and the simulated values after solution of the inverse problem are reported in Fig. 1 (a) for Sample A. To evaluate the accuracy of the estimation, the root mean square error (RMSE) was calculated, for estimation and validation samples, according to equation (2):

\[
RMSE = \sqrt{\frac{\sum(\hat{y} - y)^2}{N}}
\]

where \(\hat{y}\) are the simulated values, \(y\) are the measured values and \(N\) is the number of measurements. The resulting values of RMSE are summarised in Table 1. A very good agreement between measured and simulated data was found. The highest RMSE of the heat fluxes exchanged with the dynamic plate was found for the evaluation sample (3,486 W/m²), whereas the highest RMSE of the heat fluxes exchanged with the static plate was found for Sample B2 (0,889 W/m²).

Heating and cooling curves from a dynamic DSC measurement with a rate of 0,05°C/min are shown in Fig. 2 in comparison with the specific heat vs temperature curve resulting from the inverse problem. The output values of the estimation (specific heat in solid and liquid phase, peak temperature, maximum specific heat and amplitude coefficients of the solidification/melting peak) are reported in Table 2.

<table>
<thead>
<tr>
<th>Sample</th>
<th>RMSE dynamic plate (W/m²)</th>
<th>RMSE static plate (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample A (estimation)</td>
<td>3,486</td>
<td>0,231</td>
</tr>
<tr>
<td>Sample B1 (validation)</td>
<td>2,533</td>
<td>0,774</td>
</tr>
<tr>
<td>Sample B2 (validation)</td>
<td>1,994</td>
<td>0,889</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c_i) (J/(kg K))</th>
<th>(a_i) (-)</th>
<th>(T_{\text{peak}}) (°C)</th>
<th>(c_{\text{max}}) (J/(kg K))</th>
<th>(c_i) (J/(kg K))</th>
<th>(a_i) (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3224</td>
<td>11,11</td>
<td>17,40</td>
<td>14437</td>
<td>2461</td>
<td>3,42</td>
</tr>
</tbody>
</table>
Although the low speed of the DSC measurement, a significant hysteresis can be observed. A comparison between measured fluxes at the dynamic plate and simulated values with specific heat data from the DSC is reported in Fig. 1 (b). Only some portions of the curves are in agreement with the measured data; with a RMSE respectively of 15.76 W/m² and 10.52 W/m² for simulations with heating and cooling DSC curves, the errors are very high.

The estimations of the specific heat in liquid phase and of the maximum value of the specific heat were in agreement with the DSC melting curve (Fig. 2). The estimated peak temperature was instead in agreement with the DSC solidification curve. The estimated peak temperature (17.4 °C) was lower than the nominal melting temperature (21.7 °C), falling even outside the strict validity range of the estimation (18 °C – 28 °C, which can be extended to 16 °C – 30.5 °C after validation with Samples B1 and B2). Due to peak temperature shift, no accurate information on the specific heat in solid phase could be retrieved. Further experimental tests should be performed at lower temperatures for a more comprehensive characterisation of the PCM.

4. Conclusions

A method for estimating the specific heat as a function of temperature of a PCM through inverse modelling was presented. This method combined experimental data with a numerical tool that was capable of simulating multilayer walls with the inclusion of PCM materials. The experimental setup consisted in a sample of PCM which was subjected to controlled temperature variations on its surfaces. Given the measured surface temperatures of the sample as boundary conditions and the known thermo-physical properties of the material to the model, the specific heat-temperature curve which minimised the difference between measured and simulated heat fluxes was found through an optimisation algorithm. The resulting curve was compared with a low-speed DSC measurement. The
estimations of the specific heat in liquid phase and of the maximum value of the specific heat were in agreement with the DSC melting curve. The estimated peak temperature was instead in agreement with the DSC solidification curve. The estimated peak temperature was lower than the nominal melting temperature, falling even outside the strict validity range of the estimation. Due to this peak temperature shift, no accurate information on the specific heat in solid phase was retrieved. Future work will deal with further experimental tests, which will be performed at lower temperatures for a more comprehensive characterisation of the PCM. The accuracy of a single enthalpy-temperature curve retrieved by inverse methods for application in building energy simulation software will also be investigated.
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