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Symbols

\( A \quad \) surface area \([mm^2]\)
\( Bi \quad \) Biot number \([-\] \)
\( c_p \quad \) specific heat capacity at constant pressure \([J/kg/K]\)
\( D \quad \) hydraulic diameter \([mm]\)
\( d \quad \) cylinder diameter \([mm]\); protrusion base edge \([mm]\)
\( f \quad \) friction factor \([-\] \)
\( H \quad \) fin/protrusion height \([mm]\)
\( h \quad \) convective heat transfer coefficient \([W/m^2/K]\)
\( h_d \quad \) hatching distance \([mm]\)
\( I \quad \) electrical current \([A]\)
\( K \quad \) localized pressure drop coefficient \([-\] \)
\( k \quad \) core-to-guard thermal transmittance \([W/K]\); slicing direction \([-\] \)
\( L \quad \) fin length, sensor heating edge \([mm]\)
\( L^* \quad \) dimensionless fin length \([-\] \)
\( l \quad \) cylinder length \([mm]\)
\( m \quad \) wave number \([mm^{-1}]\)
\( N \quad \) fin/protrusion number \([-\] \)
\( Nu \quad \) Nusselt number \([-\] \)
\( n \quad \) direction normal to a sample face \([-\] \)
\( P \quad \) power \([W]\)
\( Pr \quad \) Prandtl number \([-\] \)
\( p \quad \) pressure \([Pa]\); pitch between neighboring protrusions \([mm]\)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>heat flux [W]</td>
</tr>
<tr>
<td>$Q_k$</td>
<td>conductive heat flux [W]</td>
</tr>
<tr>
<td>$Q_r$</td>
<td>radiative heat flux [W]</td>
</tr>
<tr>
<td>$Q_c$</td>
<td>convective heat flux [W]</td>
</tr>
<tr>
<td>$q$</td>
<td>generic independent quantity [n.a.]</td>
</tr>
<tr>
<td>$q_{loss}$</td>
<td>conductive heat loss [W]</td>
</tr>
<tr>
<td>$R_a$</td>
<td>average roughness [$\mu m$]</td>
</tr>
<tr>
<td>$R_p$</td>
<td>peak roughness [$\mu m$]</td>
</tr>
<tr>
<td>$R_z$</td>
<td>five-peak-valley roughness [$\mu m$]</td>
</tr>
<tr>
<td>$R_h$</td>
<td>heater electric resistance [$\Omega$]</td>
</tr>
<tr>
<td>$R_{wire}$</td>
<td>wire electric resistance [$\Omega$]</td>
</tr>
<tr>
<td>$R_{ja}$</td>
<td>junction-to-ambient thermal resistance [$K/W$]</td>
</tr>
<tr>
<td>$R_{jc}$</td>
<td>junction-to-case thermal resistance [$K/W$]</td>
</tr>
<tr>
<td>$R_{cs}$</td>
<td>case-to-sink thermal resistance [$K/W$]</td>
</tr>
<tr>
<td>$R_{sa}$</td>
<td>sink-to-ambient thermal resistance [$K/W$]</td>
</tr>
<tr>
<td>$R_{spr}$</td>
<td>spreading thermal resistance [$K/W$]</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number [-]</td>
</tr>
<tr>
<td>$Re^*$</td>
<td>modified spacing Reynolds number [-]</td>
</tr>
<tr>
<td>$r$</td>
<td>equivalent radius [mm]</td>
</tr>
<tr>
<td>$rs_{angle}$</td>
<td>angle between the rough surface and the building platform [rad]</td>
</tr>
<tr>
<td>$S$</td>
<td>surface [m$^2$]</td>
</tr>
<tr>
<td>$S_a$</td>
<td>average surface roughness [$\mu m$]</td>
</tr>
<tr>
<td>$S_{ku}$</td>
<td>kurtosis surface roughness [$\mu m$]</td>
</tr>
<tr>
<td>$S_p$</td>
<td>peak surface roughness [$\mu m$]</td>
</tr>
<tr>
<td>$S_q$</td>
<td>root mean square surface roughness [$\mu m$]</td>
</tr>
<tr>
<td>$S_{sk}$</td>
<td>skewness surface roughness [$\mu m$]</td>
</tr>
<tr>
<td>$s$</td>
<td>spacing between neighboring fins/protrusions [mm]</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature [K]</td>
</tr>
<tr>
<td>$Tr$</td>
<td>convective thermal transmittance [W/K]</td>
</tr>
<tr>
<td>$Tr^0$</td>
<td>flat sample convective thermal transmittance [W/K]</td>
</tr>
<tr>
<td>$t$</td>
<td>fin thickness [mm]</td>
</tr>
<tr>
<td>$t_b$</td>
<td>baseplate thickness [mm]</td>
</tr>
<tr>
<td>$V$</td>
<td>volume [cm$^3$], electric potential difference [V]</td>
</tr>
<tr>
<td>$\dot{V}$</td>
<td>volumetric flow rate [m$^3$/s]</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity [m/s]</td>
</tr>
<tr>
<td>$y_0$</td>
<td>viscous length [mm]</td>
</tr>
<tr>
<td>$Y_0$</td>
<td>average viscous length [mm]</td>
</tr>
<tr>
<td>$W$</td>
<td>baseplate width [mm]</td>
</tr>
</tbody>
</table>
Greek symbols

\( \alpha \)  \hspace{1cm} \text{significance level \([-\]}; \text{air thermal diffusivity} \left[ m^2/s \right] \\
\( \Delta h \)  \hspace{1cm} \text{centerline-to-average convective correction term} \left[ W/m^2/K \right] \\
\( \Delta Nu_L \)  \hspace{1cm} \text{centerline-to-average Nusselt number correction term} \([-\] \\
\( \epsilon \)  \hspace{1cm} \text{dimensionless contact radius} \([-\]}, \text{emissivity} \([-\] \\
\( \eta \)  \hspace{1cm} \text{fin efficiency} \([-\] \\
\( \eta_A \)  \hspace{1cm} \text{aerothermal efficiency} \([-\] \\
\( \vartheta \)  \hspace{1cm} \text{DMLS slicing-to-normal direction angle} \left[ rad \right] \\
\( \kappa \)  \hspace{1cm} \text{Von Kármán’s constant} \([-\] \\
\( \lambda \)  \hspace{1cm} \text{thermal conductivity} \left[ W/m/K \right] \\
\( \lambda_a \)  \hspace{1cm} \text{thermal conductivity of air} \left[ W/m/K \right] \\
\( \lambda_{Cu} \)  \hspace{1cm} \text{thermal conductivity of copper} \left[ W/m/K \right] \\
\( \lambda_p \)  \hspace{1cm} \text{plane solidity} \([-\] \\
\( \mu \)  \hspace{1cm} \text{dynamic viscosity} \left[ kg/m/s \right] \\
\( \nu \)  \hspace{1cm} \text{kinematic viscosity} \left[ m^2/s \right] \\
\( \rho \)  \hspace{1cm} \text{density} \left[ kg/m^3 \right] \\
\( \Sigma \)  \hspace{1cm} \text{standard uncertainties} \left[ n.a. \right] \\
\( \Sigma_{h,B} \)  \hspace{1cm} \text{type B standard uncertainties on} \ h \left[ W/m^2/K \right] \\
\( \sigma_B \)  \hspace{1cm} \text{Stefan-Boltzmann constant} \left[ W/m^2/K^4 \right] \\
\( \sigma_{h,B} \)  \hspace{1cm} \text{type B relative standard uncertainties on} \ h \ [%] \\
\( \sigma_{h,A} \)  \hspace{1cm} \text{type A relative standard uncertainties on} \ h \ [%] \\
\( \sigma_h \)  \hspace{1cm} \text{overall relative standard uncertainties on} \ h \ [%] \\
\( \sigma \)  \hspace{1cm} \text{ratio between open channel area and heat sink frontal area} \([-\] \\
\( \tau \)  \hspace{1cm} \text{dimensionless plate thickness} \([-\]}, \text{shear stress} \left[ N/m^2 \right] \\
\( \chi \)  \hspace{1cm} \text{empirical parameter for spreading resistance} \([-\] \\
\( \Psi \)  \hspace{1cm} \text{dimensionless spreading resistance} \([-\]
# Nomenclature

## Subscripts and superscripts

- **a**: air
- **app**: apparent
- **ax**: axial
- **av**: average
- **B**: Blasius
- **b**: baseplate
- **bp**: bypass
- **C**: contraction
- **c**: sample centerline; commercial heat sink
- **ch**: channel
- **D**: hydraulic diameter
- **d**: approach; downstream
- **E**: expansion
- **exp**: experiment
- **f**: fins
- **fg**: G-10 fiberglass epoxy
- **fluid**: FC-72 fluorocarbon liquid
- **g**: guard (sensor)
- **g1**: upstream guard (sensor)
- **g2**: downstream guard (sensor)
- **hs**: heat sink
- **h**: heater
- **i**: index of the $i$-th quantity/sample
- **j**: junction
- **L**: sensor heating edge
- **m**: adiabatic mixing
- **n**: root surface
- **qi**: $i$-th independent quantity
- **ref**: reference
- **s**: heat source, sample
- **u**: upstream
- **W**: working
- **w**: wall
- **+**: turbulence dimensionless quantities
1. Introduction

Enhancing efficiency of heat transfer processes and devices is fundamental in a plenty of the technological applications. Some meaningful examples are thermal management of electronic devices [13], air conditioning and refrigeration [14], and blades cooling for gas turbine engines [15].

Concerning electronic devices, their progressive size reduction and increase in computational performances is inevitably leading to a crucial heat dissipation issue in designing novel components [16]. In spite liquid [17, 18] and two-phase [19, 20] solutions have been investigated, cooling strategies based on air are expected to remain a rather convenient and popular approach in the next future, due to their low cost and reliability [21]. These are the so-called heat sinks.

With regard to air conditioning and refrigeration applications, these usually rely on compact heat exchangers [22]. The latter continuously request for enhancement in heat transfer efficiency, in order to reduce costs, weight and footprint. These requirements are very important in transportation sector (e.g. automotive, aerospace), where reduction of weight and footprint of air conditioning and refrigeration components can lead a reduction in pollutants and green-house gas emissions.

About gas turbine engines, air under forced convection is used for blade cooling system in nearly all the practical applications. Due to low thermal conductivity of air, state-of-the-art blade cooling systems rely on peculiar techniques to enhance convective heat transfer of air under forced regime [23]. For example, protrusions called pin fins are used to augment heat transfer on trailing edge by promoting turbulence and mixing.

The importance of high efficiency heat transfer in a variety of technological fields has incessantly fed the investigation in enhanced heat transfer. In order to increase heat transfer efficiency of heat exchangers and devices, a variety of techniques have been investigated in last decades [24]. This thesis work focuses on heat transfer enhancement techniques under forced air convection. Concerning forced convection regime, many augmentation techniques have been already proposed [25], including plane fins [26, 27],
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pin fins [28–30], dimpled surfaces [31–33], surfaces with arrays of protrusions [34, 35], metal foams [36], and scale roughened surfaces [37]. The key idea behind all the aforementioned heat transfer enhancement techniques is patterning surfaces devoted to heat transfer in order to (i) increase heat transfer surface area, and (ii) induce fluid dynamic effects aiming to enhance convective heat transfer coefficient [38]. As a consequence, geometrical design is fundamental to achieve high efficiency in heat transfer [38], and manufacturing techniques guaranteeing high geometrical flexibility in fabricating parts (devices) made of high thermally conductive bulk material, e.g. metal, are claimed to have tremendous potential in design of high efficiency heat transfer devices. Among them, 3D printing technologies (also referred to as additive manufacturing - AM) for metal materials, seem to be promising in thermal applications [39]. Nowadays, AM is an economical way to fabricate single items, small batches, and, potentially, mass-produced items, and it is used in particular by large aerospace companies. For example, GE Aviation™ (a General Electrics™ branch) produces a huge number of metallic parts for gas turbine engines, including turbine blades by direct metal laser sintering (DMLS). As previously pointed out, thermal management of turbine blades is a challenging issue. Consequently, investigation of AM peculiarities (e.g. complex shapes) devoted to heat transfer augmentation is highly desirable.

The present work aims to face the incessant need of high efficiency heat transfer solutions requested by many technological fields. Thermal fluid-dynamics features of both traditional and advanced heat transfer devices are studied, and novel optimization strategies are developed. Moreover, AM techniques are used to design high efficiency heat transfer devices, through "think additive" attitude, i.e. exploitation of peculiar features of AM not allowed by traditional techniques. Content of the thesis is synthesized in Fig. 1.1. In particular, in Chapter 2, the efficiency-to-cost optimization of an industrial heat exchanger, namely a plate fins heat sink fabricated by extrusion, is faced. Taking into account the dimensions and shape constrains associated to extrusion process, a geometrical optimization procedure is applied on a heat sink from a real industrial application in automotive field. This study relies on an experimental campaign carried on by DENSO™ Thermal System in their laboratories [1]. Then, an in-house experimental test bench has been developed to experimentally investigate advanced heat transfer enhancement methods. This experimental rig is introduced in Chapter 3. A novel sensor based on "thermal guard" for convective heat fluxes measurements has been conceived, designed and validated [4]. That is used to measure small heat fluxes (air cooled applica-
tions) on small size heat transfer surfaces (i.e. *micro-structured* surfaces, such as artificial roughness, micro-protruded patterns and pin fins) and heat exchangers (e.g. heat sinks) as follows: In Chapter 4, patterns of *micro-pin fins* (i.e. *micro-protrusions*) on flush mounted heat sinks are investigated as a heat transfer enhancement technique. The effect of geometrical and fluid-dynamics lengths is highlighted. Moreover a methodology suited for efficiency-to-cost optimization of these micro-protruded patterns by ”not subtractive” technologies (e.g. AM) is designed and tested with regard to a commercial available pin fin heat sink [7].

![Diagram showing thesis contents]

**Figure 1.1:** Thesis contents are summarized in five conceptual pillars. Study of an industrial heat exchanger motivates the design of an *ad hoc* experimental rig. That allows investigation of various heat transfer enhancement methodologies. Colors aim to distinguish different manufacturing techniques involved in each activity.

In Chapter 5, DMLS is exploited to fabricate high efficiency heat transfer surfaces, taking advantage of *artificial roughness* under fully turbulent regime. DMLS technique is introduced in detail, and rough surfaces morphology, radiative and convective heat transfer features are characterized. Finally, experimental evidences are reported on the potential of DMLS in manufacturing flat and finned heat sinks with a remarkably enhanced convective heat transfer coefficient [3]. In Chapter 6 a novel heat exchanger is designed. Due to its *unusual morphology*, this device is extremely challenging to be fabricated by traditional manufacturing techniques. Here it is easily manufactured in one step by DMLS. Remarkable heat transfer efficiency is achieved. More important, it demonstrates additive manufac-
turing can lead a revolution in conceiving heat transfer devices, when its *extreme flexibility in shapes* is fully exploited through ”think additive” approach [10]. Finally, Conclusions and perspectives of this work are drawn in Chapter 7.
2. Optimization of traditional heat exchanger: extruded heat sink

In this chapter, a comprehensive thermal model for plate fin heat sinks (PFHS) is presented and used to optimize heat transfer efficiency of extruded heat sink from a real industrial application in automotive sector. The model has a broad field of applicability, being comprehensive of the effects of flow bypass, developing boundary layer, fin efficiency and spreading resistance. Experimental data are used to validate the proposed thermal model, and demonstrate its accuracy. An optimization methodology based on genetic algorithms is proposed for efficiency maximization. The latter maximize the efficiency-to-cost ratio of the heat transfer device, to guarantee a cost-effective selection of the design parameters of PFHS. Such optimization methodology is then tested on a commercial heat sink, resulting in a possible 64% cost reduction at fixed thermal performances. Contents of this Chapter can be also found in [1].

2.1. Motivations

In Chapter 1 thermal problems concerning electronic cooling have been discussed and importance of cooling strategies based on air cooled heat sinks has been argued. In particular, heat sinks with plate fins are among the most common and studied thermal management solutions for electronic and automotive devices [40, 41]. Plate fin heat sinks (PFHS) differ in manufacturing methods (stamping, extrusion, bonding, folding, additive manufacturing), type of coolant (air, liquid), material (aluminum, copper, alloys, polymeric or composite materials) and flow regime (natural, forced) [42]. Nowadays, the metal extruded, air-cooled heat sinks are the most widespread solution, being a satisfactory compromise between costs and thermal performances [42, 43], both in active (purposely designed
fan) and semi-active (fan already existing in the system) configurations. However, the choice of the heat sink characteristics maximizing thermal performances and minimizing production and operating costs for a particular application may be extremely complex, due to the multiple design options and restraints to be considered at the same time.

In the last decades, many studies focused on a more fundamental understanding of the thermal and fluid-dynamics phenomena involved in air-cooled PFHS have been carried out [44–50]. In particular, the main phenomena to be taken into account for a comprehensive thermal model are (1) base-to-fins spreading resistance, (2) thermal conduction through fins, (3) boundary layer development along fins, and (4) flow bypass (in case of unshrouded heat sinks) [42].

Starting from an adequate thermal and fluid-dynamic model, the optimal configuration for the air-cooled PFHS can be then investigated. To this purpose, conventional thermal analysis tools are usually inadequate, because both geometry and boundary conditions are not known a priori. Therefore, numerous optimization procedures have been proposed in the last years [51–57]. One of the most valid studies on this topic has been conducted by Culham et al. [58], where a thermal model for shrouded (i.e. no flow bypass) heat sinks and an optimization procedure based on entropy generation minimization have been coupled. However, optimization strategies based on entropy generation minimization only focus on operating costs, while neglecting production ones. This may lead to oversizing the heat sink, which implies an increased amount of material and thus production costs [59].

Here, both a thermal model and a methodological approach to designing air-cooled PFHS, which allow to optimize the production costs at given thermal performances, are presented. First, a comprehensive thermal model suited for unshrouded heat sinks is developed, considering the effect of flow bypass, developing boundary layer along fins, heat conduction through fins and base-to-fins spreading resistance. It is worth to stress that the proposed thermal model has rather general validity, being easily applicable also to shrouded heat sink (no flow bypass). Second, this thermal model is validated by the experimental characterization of a commercial heat sink for the thermal management of HVAC control unit in the automotive field. Finally, the thermal model is coupled to an optimization procedure based on genetic algorithms, in order to find the optimal geometric parameters of PFHS in semi-active configurations. That procedure is rather general, taking into account both the full range
of possible working conditions and the technological constrains due to the adopted manufacturing process (e.g. extrusion, additive manufacturing). In particular, this optimization methodology is adopted to find the most cost-effective configuration for the considered commercial heat sink in a semi-active configuration.

2.2. Theoretical model for PFHS

A comprehensive model for predicting the thermal and fluid-dynamic behavior of air-cooled, unshrouded PFHS under forced convection regime is here introduced [1].

As schematically depicted in Fig. 2.1, the heat sink geometry considered in this work is characterized by \( L, H, t, \) and \( N \) parameters, which are the fins length, height, thickness and number, respectively. Moreover, \( W \) and \( t_b \) are the base plate width and thickness, while \( s \) is the spacing between neighboring fins.

![Figure 2.1: Heat sink geometry (See Ref. [1]).](image)
The effectiveness of heat dissipation by heat sinks depends on their effective thermal resistance, which is given by the overall effect of thermal resistances along the heat flux path, from the source to the ambient. Here, the overall junction-to-ambient thermal resistance ($R_{ja}$) of the electronic package is estimated relying on the classical equivalent thermal resistance network depicted in Fig. 2.2 [42].

In fact, despite the film resistance at the fluid-solid boundary usually dominates, it has been demonstrated that the effect of other resistance elements on the heat path cannot be safely neglected in the optimization of the design characteristics of heat sinks [58].

Therefore, $R_{ja}$ is here decomposed in four discrete components, namely:

$$R_{ja} = R_{jc} + R_{cs} + R_{sa} + R_{spr},$$

(2.1)

where $R_{jc}$, $R_{cs}$, $R_{sa}$, and $R_{spr}$ are the junction-to-case, case-to-sink, sink-to-ambient, and spreading resistances, respectively.

Figure 2.2: Scheme of the thermal resistance network of the considered heat sink (See Ref. [1]).

First, in most applications $R_{jc}$ is given by the manufacturer, who provides the electronic components already embedded into the cases. Hence, $R_{jc}$
is not directly modeled here, being specific to the considered application and usually experimentally known.

Second, case-to-sink resistance $R_{cs}$ is calculated as:

$$R_{cs} = \frac{t_b}{\lambda A_b},$$

(2.2)

where $\lambda$ is the thermal conductivity of the heat sink, $t_b$ and $A_b$ are the thickness and cross section surface area of base plate.

Sink-to-ambient resistance $R_{sa}$ is then computed by analytically modeling the air flow and pressure drops across the unshrouded heat sink. Note that the following considerations are safely applicable to any type of flow bypass (top, side or both) or to fully shrouded configurations. Fig. 2.3 reports the average air flow velocities in the different sections of the duct where heat sink is placed, namely: the approach velocity ($v_d$) at the entrance of the duct; the channel velocity ($v_{ch}$) through the channels made by neighboring fins (fin channels); the bypass velocity ($v_{bp}$) in the section of the duct not occupied by the heat sink.

![Figure 2.3: Scheme of the bypass phenomenon (See Ref. [1]).](image)

The air flowing through the fin channels experiences pressure drops due to contraction and expansion of the flow field at channel inlet and outlet, respectively. Let us introduce the cross section area of the duct $A_d$, and the overall cross section area of the fin channels $A_{ch} = (N - 1)sH$. The air flow velocities in the different sections of the duct can be therefore obtained by applying the conservation of mass and momentum in the duct [60], namely:

$$\begin{align*}
v_d A_d &= v_{ch} A_{ch} + v_{bp} (A_d - A_{ch}) \\
\frac{1}{2} \rho v_{bp}^2 &= \frac{1}{2} \rho v_{ch}^2 + \Delta p_{hs},
\end{align*}$$

(2.3)
where $\rho$ is the air density and $\Delta p_{hs}$ is the pressure drop experienced by air flowing through fin channels. The latter quantity can be decomposed as:

$$\Delta p_{hs} = \left(K_C + K_E + 4f_{app} \frac{L}{D_{ch}}\right) \rho \frac{v_{ch}^2}{2},$$  \hspace{1cm} (2.4)$$

where $K_C$ and $K_E$ are the contraction and expansion pressure drop coefficients, $f_{app}$ is the apparent friction factor coefficient for developing laminar flows and $D_{ch} = 2s$ is the hydraulic diameter of the fin channel.

$K_C$ and $K_E$ take into account the pressure drops generated by the contraction and expansion of flow field at the inlet and outlet of fin channels, respectively. It can be demonstrated that $K_C = 0.42(1 - \sigma^2)$ and $K_E = (1 - \sigma^2)\sigma^2$, where $\sigma = 1 - NtW^{-1}$ is the ratio between open channels area and overall frontal area of the heat sink [61]. $f_{app}$ allows to evaluate the pressure drop experienced by air while flowing through the fin channel, and it can be computed as [62]:

$$f_{app} = \left[\frac{11.8}{L^*} + \left(f_{Re_{ch}}\right)^2\right]^{1/2} \frac{1}{Re_{ch}},$$  \hspace{1cm} (2.5)$$

where $Re_{ch} = \rho v_{ch} D_{ch} \mu^{-1}$ is the channel Reynolds number and $\mu$ the air dynamic viscosity; $L^* = L(D_{ch} Re_{ch})^{-1}$ is the dimensionless fin length, whereas the friction factor for fully developed channel flows is:

$$f = \frac{24 - 32.53 \left(\frac{s}{H}\right) + 46.72 \left(\frac{s}{H}\right)^2 - 40.83 \left(\frac{s}{H}\right)^3 + 22.96 \left(\frac{s}{H}\right)^4 - 6.09 \left(\frac{s}{H}\right)^5}{Re_{ch}}.$$  \hspace{1cm} (2.6)$$

Once the fluid-dynamics quantities within the duct have been fully determined, the sink-to-ambient thermal resistance can be finally computed as:

$$R_{sa} = \frac{1}{\eta h A_{hs}},$$  \hspace{1cm} (2.7)$$

being $A_{hs}$ the total heat sink surface involved in the convective heat transfer, $h$ the average convective heat transfer coefficient and $\eta$ the fin efficiency. The average convective heat transfer coefficient can be calculated as:

$$h = \frac{Nu_s \lambda_a}{s},$$  \hspace{1cm} (2.8)$$
where $\lambda_a$ is the thermal conductivity of air and $Nu_s$ can be estimated as

$$
Nu_s = \left[ \frac{1}{(0.5Re_s^*Pr)^3} + \left( \frac{1}{0.664\sqrt{Re_s^*Pr^{\frac{1}{3}}}} \sqrt{1 + 3.65(Re_s^*)^{-\frac{1}{2}}} \right)^3 \right]^{-\frac{1}{3}}
$$

in the range $0.1 < Re_s^* < 100$ [63]. In Eq. 2.9, $Re_s^* = 0.5Re_{ch}sL^{-1}$ is the modified spacing Reynolds number, $Pr = \mu c_{p,a}/\lambda_a$ is the Prandtl number and $c_{p,a}$ is the specific heat capacity at constant pressure for the flowing air. The fin efficiency can be then determined as [63]

$$
\eta = \frac{\tanh{\sqrt{2Nu_s\lambda_aH^2(t+L)/(\lambda stL)}}}{\sqrt{2Nu_s\lambda_aH^2(t+L)/(\lambda stL)}}.
$$

It is worth to note, in case of unshrouded heat sinks, the main effect of enhancement in pressure drops induced by the heat sink $\Delta p_{hs}$ (e.g. due to reduction of spacing between fins $s$, hence reduction in $A_{ch}$) is to reduce air velocity over the fins $v_{ch}$ and increase bypass velocity $v_{bp}$ (See Eq. 2.3 and Fig. 2.3). As a consequence of diminishing $v_{ch}$, convective heat transfer coefficient drops down according Eq. 2.9. That can be interpreted as follows: If heat sink package became too dense (i.e. $s$ reduces) air flow avoids fin surface and pass through the portion of duct cross section not occupied by heat sink. As a result, in unshrouded configuration, increase in $\Delta p_{hs}$ generally could not lead to significant increase pressure drops along the air circuit, but could lead instead to a significant reduction in heat sink thermal performances (i.e. convective heat transfer). Hence, relying on the proposed model, evaluation of thermal parameters implicitly takes into account pressure drops too.

The fourth thermal resistance considered in the model depicted in Fig. 2.2 takes into account the spreading resistance between the heat source and the base plate of heat sink. As sketched in Fig. 2.4, spreading resistance occurs in configurations where heat flows from a small heat source to the base of a larger heat sink. In this way, the heat cannot uniformly distribute through the base plate, therefore limiting the convective cooling effect by the fins.

Spreading resistance is progressively becoming an important issue in modern microelectronics, and it can be mitigated by either increasing the
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thickness of the base plate or by adopting materials with higher thermal conductivity (e.g. novel micro- and nano-structured materials [64]). Here, a perfect thermal contact between case and heat sink base plate (i.e. negligible thermal contact resistances) is assumed, and $R_{spr}$ is estimated following the work by Lee et al. [65], where further details are available. Let us define the base plate and heat source (i.e. case) equivalent radii as $r_b = \sqrt{A_b/\pi}$ and $r_s = \sqrt{A_s/\pi}$, respectively, where $A_s$ is the cross section area of the heat source.

![Figure 2.4: Scheme of heat spreading phenomenon in a PFHS: red and yellow represent high and low temperature regions, respectively; arrows represent heat propagation paths (See Ref. [1]).](image)

Moreover, let us introduce the dimensionless contact radius ($\epsilon$) and plate thickness ($\tau$):

$$\epsilon = \frac{r_s}{r_b},$$

$$\tau = \frac{t_b}{r_b}. \quad (2.11)$$

Considering the dimensionless Biot number of the base plate as $Bi_b = hr_b/\lambda$, it is possible to calculate the dimensionless spreading resistance $\Psi = \Psi(\epsilon, \tau, Bi_b)$ as:

$$\Psi = \frac{1}{2} (1 - \epsilon)^{3/2} \frac{\tan(\chi \tau) + \frac{\chi}{Bi_b} \tanh(\chi \tau)}{1 + \frac{\chi}{Bi_b} \tanh(\chi \tau)}, \quad (2.13)$$
2.3. Experimental validation of model

where \( \chi = \chi(\epsilon) \) is an empirical parameter found as \( \chi = \pi + (\sqrt{\pi} \epsilon)^{-1} \) [65]. Finally, the spreading resistance \( R_{spr} \) is calculated as:

\[
R_{spr} = \frac{\Psi}{\lambda \sqrt{A_s}}. \tag{2.14}
\]

Even though the overall thermal resistance model for \( R_{ja} \) has been developed for unshrouded heat sinks, it is worth to stress that it has general validity. In fact, it can be easily applied to shrouded heat sinks, by neglecting bypass phenomenon.

**2.3. Experimental validation of model**

Experiments are carried out to validate the comprehensive thermal model of the heat sink discussed in Section 2.2. In particular, a commercially available PFHS (DENSO™ Thermal Systems) is considered as a representative case study. The experimental measurements of the junction-to-ambient thermal resistance \( (R_{ja,exp}) \) are then compared with the modeling predictions \( (R_{ja,model}) \), at different approach velocities \( (v_d) \) in a semi-active, unshrouded configuration.

<table>
<thead>
<tr>
<th>L</th>
<th>W</th>
<th>( t_b )</th>
<th>N</th>
<th>H</th>
<th>t</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
</tr>
<tr>
<td>57.2</td>
<td>41.4</td>
<td>8.4</td>
<td>14</td>
<td>21.8</td>
<td>1</td>
<td>2.1</td>
</tr>
</tbody>
</table>

The geometrical parameters of the sample heat sink experimentally tested are reported in Tab. 2.1. The considered heat sink is made out of extruded AL EN AW 6060 aluminum alloy, and it is currently used for the heat dissipation of power transistors for the air flow control in HVAC.

The experimental campaign has been designed to thermally characterize the heat sink in the full range of typical working conditions. Test have been performed by DENSO™ Thermal Systems in their laboratory for experimental characterization of HVAC unit located in Poirino, Turin, Italy. During the tests, the heat sink is flush mounted on one wall of the HVAC rectangular air duct (cross section area \( A_{duct} = 97.67 \) cm\(^2\)), which
usually feeds the vehicle passenger area. Hence, the heat sink is tested (and it usually operates) in a semi-active configuration, i.e. it takes advantage of an existing fan in the HVAC.

The experimental rig used to test HVAC, hence to characterize the heat sink, is described in the following: air at ambient temperature enters from the rig inlet pipe of diameter 150 mm, where air flow rate is measured; Then air flow enters in a plenum chamber of dimensions 2 x 2 x 1.5 m; Finally, air flow passes through a feeding branch and enters in the HVAC. HVAC fan is used to flow the air through the experimental rig and into the HVAC itself.

The transistor voltage drop \( V \), electric current \( I \), junction temperature \( T_j \), and temperature of air approaching heat sink \( T_a \) are measured by a Graphtec™ GL220 data logger. Type T thermocouples are used for temperature measurements. Consequently, power supplied to the transistor \( P = VI \) and thermal resistance \( R_{ja,exp} = (T_j - T_a)/P \) can be calculated.

Air flow is measured by orifice plate method. An AISI 304 steel plate is inserted in the inlet pipe. Orifice in the plate has a diameter of 79 mm. Pressure taps are inserted upstream and downstream the plate, so that differential pressure can be measured by a Fuji electric™ FKK differential pressure transmitter. By measuring differential pressure, volumetric air flow rate \( \dot{V} \), can be easily calculated [66]. Finally, the approach velocity can be calculated as \( v_d = \dot{V}/A_{duct} \).

A schematic of the experimental rig is shown in Fig. 2.5, while experimental results are reported in Tab. 2.2.

Modeling predictions are then obtained relying on \( R_{ja,model} = R_{jc} + R_{cs} + R_{sa} + R_{spr} \), as described in Section 2.2. First, \( R_{jc} = 0.5 \text{ K/W} \) is considered, as suggested by the manufacturer of the power transistor, which is embedded into the case. Second, \( R_{cs} \) is calculated from Eq. 2.2, considering \( A_b = LW = 23.68 \text{ cm}^2 \) and \( \lambda = 209 \text{ W/m/K} \). Third, \( R_{sa} \) is calculated by means of Eqs. 2.3 - 2.10, considering \( c_{p,a} = 1013.4 \text{ J/kg/K} \), \( \lambda_a = 0.0259 \text{ W/m/K} \), \( \rho = 1.1794 \text{ kg/m}^3 \), and \( \mu = 1.8415 \text{ 10}^{-5} \text{ kg/m/s} \). It is worth mentioning that the lateral area of the base plate is not involved in the heat transfer phenomenon, because the heat sink is flush mounted on the wall during the experiments. Consequently, the overall heat transfer area \( A_{hs} \) can be calculated as:

\[
A_{hs} = WL + 2(L + t)HN,
\]  

(2.15)
while the overall heat sink volume \((V)\) as:

\[
V = WLt_b + NtLH.
\]  

Finally, \(R_{spr}\) is calculated by Eqs. 2.11 - 2.14, considering \(A_s = 1.555\) cm\(^2\).

Experimental results and model predictions are compared in Tab. 2.3 and Fig. 2.6. It can be noticed that model predictions for \(R_{ja}\) values are systematically higher than experimental measures. This may be due to the partial dissipation of \(P\) by both radiative (from heat sink to duct walls) and conductive (through the transistor case holder) heat transfer mechanisms. As a first approximation, radiative and conductive heat transfer phenomena have been neglected in the thermal model presented in Section 2.2. In fact, the extruded aluminum alloy has low emissivity \((\approx 0.1\)
Table 2.2: Experimental results for the commercially available heat sink (See Ref. [1]).

<table>
<thead>
<tr>
<th>( V ) ([\text{m}^3/\text{s}])</th>
<th>( P ) ([\text{W}])</th>
<th>( T_j ) ([\circ\text{C}])</th>
<th>( T_a ) ([\circ\text{C}])</th>
<th>( v_d ) ([\text{m}/\text{s}])</th>
<th>( R_{ja,\text{exp}} ) ([\text{K}/\text{W}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.136</td>
<td>60.24</td>
<td>84.4</td>
<td>26.5</td>
<td>13.9</td>
<td>0.96</td>
</tr>
<tr>
<td>0.125</td>
<td>76.3</td>
<td>104.3</td>
<td>26.1</td>
<td>12.8</td>
<td>1.02</td>
</tr>
<tr>
<td>0.112</td>
<td>85.07</td>
<td>118</td>
<td>25.8</td>
<td>11.5</td>
<td>1.08</td>
</tr>
<tr>
<td>0.099</td>
<td>87.32</td>
<td>121.9</td>
<td>25.1</td>
<td>10.2</td>
<td>1.11</td>
</tr>
<tr>
<td>0.086</td>
<td>82.36</td>
<td>118.7</td>
<td>24.8</td>
<td>8.8</td>
<td>1.14</td>
</tr>
<tr>
<td>0.070</td>
<td>71.4</td>
<td>111</td>
<td>24.2</td>
<td>7.2</td>
<td>1.22</td>
</tr>
<tr>
<td>0.054</td>
<td>56.64</td>
<td>98.1</td>
<td>23.8</td>
<td>5.6</td>
<td>1.31</td>
</tr>
<tr>
<td>0.036</td>
<td>38.15</td>
<td>86.1</td>
<td>23.1</td>
<td>3.6</td>
<td>1.65</td>
</tr>
</tbody>
</table>

Table 2.3: Comparison between experimental results \( (R_{ja,\text{exp}}) \) and model predictions \( (R_{ja,\text{model}}) \) on the considered commercial heat sink for different values of approach velocity \( (v_d) \), with corresponding percent deviations between model and experiments (See Ref. [1]).

<table>
<thead>
<tr>
<th>( v_d ) ([\text{m}/\text{s}])</th>
<th>( R_{ja,\text{exp}} ) ([\text{K}/\text{W}])</th>
<th>( R_{ja,\text{model}} ) ([\text{K}/\text{W}])</th>
<th>Deviation ([%])</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.9</td>
<td>0.96</td>
<td>1.18</td>
<td>22.9</td>
</tr>
<tr>
<td>12.8</td>
<td>1.02</td>
<td>1.20</td>
<td>17.3</td>
</tr>
<tr>
<td>11.5</td>
<td>1.08</td>
<td>1.23</td>
<td>13.5</td>
</tr>
<tr>
<td>10.2</td>
<td>1.11</td>
<td>1.26</td>
<td>13.9</td>
</tr>
<tr>
<td>8.8</td>
<td>1.14</td>
<td>1.31</td>
<td>14.7</td>
</tr>
<tr>
<td>7.2</td>
<td>1.22</td>
<td>1.38</td>
<td>13.4</td>
</tr>
<tr>
<td>5.6</td>
<td>1.31</td>
<td>1.49</td>
<td>13.7</td>
</tr>
<tr>
<td>3.6</td>
<td>1.65</td>
<td>1.79</td>
<td>8.4</td>
</tr>
</tbody>
</table>

[43, 67]), whereas the base plate heat sink and transistor case are mounted in a thermally insulating plastic holder.

Nevertheless, despite convection is the main heat transfer mechanism occurring in flush mounted heat sinks, neglecting radiative and conductive heat transfer contributions in the experiments leads to slightly underestimate the overall thermal resistance \( R_{ja,\text{exp}} \).
2.4. Optimization procedure and results

The majority of existing approaches aims optimizing heat sinks geometry to achieve the best thermal and fluid-dynamics performances at the same time [26, 42, 58], in order to fulfill the thermal dissipation requirements with minimum operating costs (i.e. fan power, which is directly linked to pressure drops). Differently, the present study focuses on optimizing the material needed to manufacture a heat sink while meeting the requested thermal performances, in order to reduce production costs. This approach

Figure 2.6: Comparison between experimental results and modeling predictions on the considered commercial heat sink. Experimental error bar values have been estimated relying on similar measurements [2–7] (See Ref. [1]).

However, the remarkable shape similarity between experimental and modeling results (Fig. 2.6), and their narrow average deviation (15.6%, Tab. 2.3) allow to consider the thermal model presented in Section 2.2 as an accurate reference for optimizing the plate fins configuration.
is particularly effective in case of unshrouded PFHS operating in *semi-active* configurations, namely when the air flows on the heat sink thanks to an already existing fan, and thus no additional operating costs are generally involved. In particular, being unshrouded, increase of pressure props induced by heat sink lead to augmentation of bypass phenomenon. Hence, overall air circuit pressure do not increase, while thermal dissipation decreases. Here, the optimization procedure is introduced and then tested on a case study, namely the heat sink tested in Section 2.3.

First, the optimization algorithm takes as inputs the thermal conductivity of the heat sink material ($\lambda$), the maximum values of heat sink thermal resistances ($R_{ja,W}$) to be guaranteed for different approach velocities ($v_{d,W}$, i.e. the working conditions), and a first guess geometry. Then, the optimization procedure finds the heat sink geometry that: (1) guarantees $R_{ja} \leq R_{ja,W}$ for each $v_{d,W}$ (i.e. the problem constraints); and (2) minimize the heat sink volume, hence the production cost.

This tool considers the heat sink volume, i.e. the amount of material needed to manufacture the part, as the cost index. Consequently, it is suitable to deal with heat sinks manufactured by ”not subtractive” techniques, both traditional (e.g. extrusion, casting, stamping, folding [42]) and innovative (e.g additive manufacturing [3, 4, 7], carbon nanotube bundles [2]) ones.

Despite cost optimization generally means both production and operating costs minimization, here only production costs (i.e. heat sink volume and thus material amount) are considered for the optimization procedure. In fact, operating costs come from the power consumption of the dedicated fan, which is directly linked to the overall pressure drops of the circuit where the heat sink is placed. However, the optimization procedure suggested in this study is particularly designed for the common case of heat sinks in unshrouded *semi-active* configurations, where pressure drops induced by heat sink are usually negligible if compared with other pressure drops in the circuit, i.e. augmentation in $\Delta p_{hs}$ do not lead to augmentation in overall circuit pressure drop, but lead to augmentation of bypass effect. Hence, operating costs can be considered as independent from the heat sink geometry and, consequently, the cost optimization becomes a sole production cost minimization [68].

Nevertheless, it is worth stressing that the generality of the reported procedure is not affected. In fact, the optimization strategy proposed can be easily adapted for operating costs by substituting $V$ with $1/\eta_A$
2.4. Optimization procedure and results

\[ \eta_A = \frac{N_u}{N_{u,ref}} \left( \frac{f}{f_{ref}} \right)^{0.53} \]

is the aerothermal efficiency [69]) as the cost indicator to be minimized. In such a way, the proposed optimization methodology finds the heat sink configuration able to minimize the overall pressure drop due to the heat sink, which determines the additional fan power consumption and thus operating costs. The latter could be relevant in case of shrouded heat sink, where bypass phenomenon do not take place.

Considering real applications, the set of possible heat sink geometries is extremely large. Hence, an algorithm able to explore the geometry parameters space in a "smart" way is needed to find the optimal solution while spending a reasonable amount of computational time. In this study, genetic algorithms are exploited to guide the problem minimum search with a more rational generation of the heat sink geometries to be evaluated.

Genetic algorithms are used to minimize an objective function \((V)\) while respecting some problem constraints \((R_{ja} \leq R_{ja,W})\). Starting from the first guess solution given as input, the algorithm randomly generates a set of possible solutions for the problem (heat sink geometries), which is called initial population. For each of those possible solutions, the algorithm checks whether problem constraints are verified or not, and it evaluates the objective function. Among the solutions within the problem constraints, the algorithm chooses the ones with the smallest values of the objective function. Starting from the chosen solutions, the algorithm then generates a new population (i.e. a new set of possible solutions), relying on crossover and mutation operators. Therefore, the algorithm is designed to guide the evolution of the population toward a global, optimal solution. The population generation process is repeated until a termination condition is met, such as reaching a plateau in the objective function value or exceeding a certain number of generations.

The proposed heat sink optimization algorithm is implemented in the MATLAB™ environment. Basically, the \(ga\) function is here adopted to generate successive iterations of possible heat sink geometries. The thermal model defined in Section 2.2 and experimentally validated in Section 2.3 is then used to compute \(R_{ja}\) corresponding to each generated solution and working condition. Geometries with \(R_{ja} > R_{ja,W}\) are then discarded, whereas the heat sink volume \((V)\) is computed for the remaining ones. The latter is the objective function to be minimized by the genetic algorithm. Lower and upper boundary values for each geometry parameter can be specified in the genetic algorithm routine.

The heat sink characterized in Section 2.3 is then considered as a test case for the suggested optimization strategy. The actual geometry and material
parameters of the heat sink by DENSO™ Thermal Systems are adopted as first guess geometry for the genetic algorithm (see Tab. 2.1). Regarding the problem constrains, it is imposed that the thermal resistances of the optimized solution \((R_{ja})\) must be equal or lower than the ones predicted for the commercial heat sink (i.e. \(R_{ja,W} = R_{ja,model}\), as from Tab. 2.3), for each working condition considered (i.e. \(v_{d,W} = v_{d}\), as from Tab. 2.3). The boundary values for the geometry parameter imposed in the optimization problem are reported in Tab. 2.4, being dictated by the peculiar manufacturing technique (extrusion in this case) [42].

Although genetic algorithm optimization schemes are already embedded in MATLAB™ environment by \textit{ga} function, choosing proper settings for genetic algorithm is fundamental to achieve an optimal solution [70]. In particular, the \textit{ga} settings adopted are: 100 generations (maximum iteration number); 100 population size (number of solutions generated by \textit{ga} at each iteration); 95\% crossover rate (ratio between \textit{crossover} and \textit{mutation} operators usage in generating a new population) and \(10^{-14}\) TolFun (lower bound for the change of objective function below which optimal solution is considered to be reached).

<table>
<thead>
<tr>
<th>Table 2.4: Lower (LB) and upper (UB) boundary values for geometry parameters of the PFHS (See Ref. [1]).</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
</tr>
<tr>
<td>[mm]</td>
</tr>
<tr>
<td>LB</td>
</tr>
<tr>
<td>UB</td>
</tr>
</tbody>
</table>

Tab. 2.5 reports a comparison between the initial geometry of the commercial heat sink and the one obtained by the optimization procedure. Moreover, the base plate \((V_b)\), fins \((V_f)\) and overall \((V)\) volumes of initial and optimized heat sinks are reported in Tab. 2.6. Results show that the optimal heat sink volume is 13.4 cm\(^3\), that is a remarkable 64\% less respect to the actual commercial heat sink volume (37.4 cm\(^3\)). Therefore, the presented optimization procedure would allow to save 24 cm\(^3\) of material and thus reduce production costs, without affecting the overall thermal performances of the heat sink (i.e. \(R_{ja} \leq R_{ja,W}\) for each \(v_{d,W}\)).
Table 2.5: Initial VS optimized release heat sink geometries (See Ref. [1]).

<table>
<thead>
<tr>
<th></th>
<th>L [mm]</th>
<th>W [mm]</th>
<th>( t_b ) [mm]</th>
<th>N [mm]</th>
<th>H [mm]</th>
<th>t [mm]</th>
<th>b [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>57.2</td>
<td>41.4</td>
<td>8.4</td>
<td>14</td>
<td>21.8</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>Optimized</td>
<td>19.4</td>
<td>40.7</td>
<td>4.1</td>
<td>20</td>
<td>32.9</td>
<td>0.8</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 2.6: Initial VS optimized release heat sink volumes (See Ref. [1]).

<table>
<thead>
<tr>
<th></th>
<th>( V_b ) [cm(^3)]</th>
<th>( V_{f_s} ) [cm(^3)]</th>
<th>V [cm(^3)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>19.9</td>
<td>17.5</td>
<td>37.4</td>
</tr>
<tr>
<td>Optimized</td>
<td>3.2</td>
<td>10.2</td>
<td>13.4</td>
</tr>
</tbody>
</table>

2.5. Discussion

Given the large amount of geometric, thermal and fluid-dynamics parameters strongly coupled each other, the cost-effective selection and design of heat sinks for thermal management can be often a complex procedure. In this Chapter, a comprehensive thermal model of unshrouded plate fin heat sinks including (1) flow bypass, (2) developing boundary layer along fins, (3) conduction through fins (fin efficiency), and (4) plate to fins spreading resistance, has been developed and experimentally validated. The experimental campaign has been carried out to characterize a commercially available plate fins heat sink, which is currently adopted for automotive applications (millions of units manufactured per year). Deviations between experimental results and modeling predictions allow to consider the developed thermal model as an accurate reference for optimizing the plate fins configuration.

Then, a strategy for the cost optimization of unshrouded PFHS operating in semi-active configurations has been proposed. Such approach is based on computationally efficient genetic algorithms and, as a test case, it has been adopted to optimize the geometry parameters of the commercial heat sink. The optimized heat sink configuration shows a remarkable 64% volume (i.e. production costs) decrease respect to the commercial one, while guaranteeing the same thermal performances.
The suggested optimization methodology has been designed for heat sinks operating in unshrouded *semi-active* configurations, where the relevant cost factor is the amount of material used to manufacture the heat sink (i.e. production cost). However, it is worth to highlight that the reported procedure is rather general, being easily transferable to operating costs (i.e. pressure drop) and to a broad variety of thermal management solutions for electronic and industrial components.

Experimental results shown in this Chapter have been collected by DENSO™ Thermal System in their laboratories. Nevertheless, a more accurate and flexible test rig is required to investigate different heat transfer enhancement techniques. Consequently, a purposely developed experimental test bench has been developed in this work. That is described in the following Chapter.
3. Experimental rig: a purposely developed heat flux sensor

In this Chapter the experimental rig used to characterize the enhanced convective heat transfer performances of surfaces and devices, proposed below in this work, is described. That allows to study a plenty of heat transfer solutions, including (but not limited to) the one investigated in Chapter 2. Problems in neglecting conductive and radiative contributions in a convection dominated heat transfer phenomenon have been pointed out in the previous Chapter. In particular, them resulted in an underestimation of the convective heat transfer resistance experimentally measured in Chapter 2. Those difficulties have been solved in this Chapter by designing a novel convective heat flux sensor. That is conceived to exploit the notion of thermal guard. Sensor is purposely designed to measure small convective heat flows (<0.2 W/cm²) from micro-structured surfaces and small heat exchangers, that would have been hard to be characterized with enough accuracy by mean of the experimental rig introduced in Chapter 2. It deals with metal samples, e.g. by DMLS. Sensor design and validation are described in details. For validation purposes, both experimental literature data and a computational fluid dynamic (CFD) model are used. Maximum and average deviations from CDF model in terms of the Nusselt number are on the order of ±13.7% and ±6.3%, respectively while deviations from literature data are even smaller. Contents of this Chapter can be also found in [4].

3.1. Motivations

Measuring the convective heat transfer coefficient locally (i.e. on small areas on the order of 1 cm²) usually presents difficulties; The reason (among others) is that such a quantity depends on both the flow regime and the fluid properties. Moreover, even though one assumes that the velocity boundary layer is fully developed (which might not be the case for jets
Experimental rig: a purposely developed heat flux sensor impinging on surfaces), still the local convective heat transfer coefficient strongly depends on the development of the thermal boundary layer. The latter remark is particularly relevant to electronics cooling, due to small dimensions of hot spots. In fact, experiments on flush mounted heat sinks [71–73] clearly show that the local convective heat transfer coefficient is affected by the chip location on the electronic board. In particular, Authors in Ref. [71] found that the average convective heat transfer for the rows of heating arrays decreases approximately 25% from the first to the second row and by less than 5% from the third to the fourth row. Ref. [72] reports that, in steady state conditions, heat transfer coefficient is strongly affected by the number of chips and their locations in the streamwise flow direction. The latter results have been proved also in transient conditions [73]. The peak in the convective heat transfer coefficient at the edge of the heating surface is due to the small thickness of the thermal boundary layer in the early development region. Small thickness of the thermal boundary layer makes the developing region ideal to investigate the heat transfer enhancement due to micro-structures (e.g. process roughness, protruded patterns). For this reason, in the present Chapter, a single flush-mounted heat source such as the one considered in [8] is considered.

Classical methods for measuring the local heat flow can be divided in three main categories: Methods based on thermography, on sensible capacitors and on diffusion meters [38]. During the past several years, infrared thermography has evolved into powerful tool to measure convective heat fluxes as well as to investigate the surface flow field over complicated bodies [74]. In spite of the advantages of the latter technique, e.g. the modest intrusiveness [75], infrared thermography suffers from some drawbacks. First of all, the measurement accuracy depends on the knowledge of the emissivity coefficient of the surface exposed to the infrared camera [74]. This effect is more susceptible to highly polished surfaces: In fact, due to low emissivity coefficient and high reflectivity of the surface one has to cope with a low signal-to-noise ratio [74]. Moreover, surface structuring/patterning might create problems in estimating non-homogeneous emissivity. In case of high density applications, there might also be a problem in positioning the access window to the test surface for the infrared camera [74]. Finally, when measuring the local convective heat transfer coefficient over a fin, the temperature value identified at each image pixel by the infrared camera must be post-processed by a numerical model in order to estimate the desired quantity [76, 77]. Hence, it is an indirect measurement technique, which might be further affected by the uncertainties of the underlaying numerical model.
Measurements by sensible capacitors require that heat flow is used to transfer energy to a capacitor, where energy is stored in the form of sensible heat [38]. The heat flux is then measured by the time evolution of the temperature. Large thermal inertia is required, so that the time for thermal equilibrium is long and easily measurable. It is important that the temperature within the device is as uniform as possible and the volume/surface area ratio of the capacitor very small. Some disadvantages of sensible capacitors include inaccuracy in obtaining the time evolution of the temperature, the need to cool down the device to a temperature lower than the temperature where the heat flow is to be measured before measurements can be taken and the intrusiveness of the device [38].

On the other hand, diffusion meters are based on the Fourier's law of heat conduction at steady state [38]. Here, it is necessary that the heat flow within the device stays unidirectional. Consequently, some proper insulation must be ensured and the heat flux can be measured by a series of thermocouples installed along the main heat flow direction. Some disadvantages of diffusion meters include difficulties in maintaining the heat flow direction, the need for truly insulating layers around the measuring elements and the need for a steady-state measurement [38]. In addition, establishing an (easily) measurable temperature gradient in a highly conductive material requires large thermal fluxes. In case of forced air convection, thermal fluxes may be quite small (e.g. $< 0.2 \text{W/cm}^2$) and this introduces significant difficulties in measuring a temperature gradient within a copper bar as in Ref. [8], where thermal fluxes larger than 5 $\text{W/cm}^2$ are indeed considered. Moreover, in case of small thermal fluxes, the relative magnitude of the conduction losses increases and it makes less accurate the measurement by a diffusive meter. It is worth to note that the conduction losses are, in general, non-linear. In fact, some thermal power is inevitably lost and reaches the air stream passing through the sensor holder. More dramatically, the amount of surface area which is crossed by conduction losses, is affected in turn by convection, thus making the thermal resistance due to conduction losses flow dependent. In this research activity, the latter issue was experienced during the development of a previous release of the presented sensor (not reported), and it was successfully solved by introducing the thermal guard. More details about the latter issue are provided below in Section 3.2.

Another type of sensor that has recently gained great popularity are flush mounted sensors [78] [79], which are commonly used in heat transfer characterization of flat surfaces. However for micro-structured surfaces a reliable measure of the convective heat transfer coefficient is difficult to ob-
tain with those sensors. In fact, if the latter sensors are mounted on micro-structured surfaces, then the fluid-dynamics interactions between micro-structures and fluid flow are (at least locally) perturbed. This implies that heat transfer is altered by the presence of the sensor and hence the measurement is not reliable. On the other hand, positioning such sensors at the bottom of samples is not always an accurate solution, owing to an unavoidable change of the heat flux direction. Although one might think that the adoption of insulating materials (surrounding the sample facets that are not exposed to the fluid) represents an effective solution, that this may lead to non-negligible deviations in the heat flux estimates as demonstrated in Section 3.2. In addition, the issue of undesired heat losses in such convective heat transfer measurements becomes even more serious when small fluxes are to be measured, thus making questionable the use of those sensors in the context of micro-electromechanical systems (MEMS), which is an active research area gaining and increasing popularity (see e.g. [79, 80]).

Motivated by all this, a sensor that is able to tackle the above drawbacks by resorting to the notion of thermal guard has been designed and validated (against both experimental data from literature and a computational fluid dynamic model). As a result, a few advantages of the proposed device are summarized in the following:

1. The sensor does not perturb the fluid-dynamic interactions between micro-structures and fluid flow.

2. The uncertainties due to (spreading) conduction losses can be effectively made negligible by adopting the thermal guard, which keeps the temperature within the device very uniform.

3. The experimental procedure is remarkably simple, because it only requires the measurement of an electrical power and three temperatures. No numerical model is required to post-process each time the measured quantities, leading to a direct measurement technique.

4. The sensor design can be miniaturized, making it an ideal candidate for studies with small heat fluxes (e.g. forced air convection and MEMS applications).

5. Unlike state-of-the-art flush mounted foil sensors, which are often limited in terms of the operating temperature due to delamination issues (i.e. 120-150 °C, see [81]), the present sensor can be easily designed to withstand high temperatures by a proper choice of materials.
3.2. Limitation of traditional diffusion meters

The Chapter is organized as follow. The main traditional approaches for convective heat transfer measurements are reviewed in Section 3.1. In Section 3.2, the issue of spreading conduction losses when addressing the measurement of small heat fluxes by traditional devices is discussed. The key-idea behind the proposed sensor is presented in Section 3.3.1, whereas details about the sensor design are provided in Sections 3.3.2 and 3.3.3. In Section 3.4, the equipment and the procedure adopted in the validation process are discussed. In Section 3.5, the experimental results are presented and a comparison with both independent experimental data from literature and the results of a fluid-dynamic model (whose details are discussed in the Appendix A) are reported. In Section 3.6, results are discussed.

Figure 3.1: Example of a heat flow sensor as used in [8] (see Ref. [4]).
3.2. Limitation of traditional diffusion meters

In the following, referring to the diffusion meter utilized in [8], will be highlighted possible issues arising when measuring small heat fluxes, as those experienced with low thermal conductive fluids (e.g. air) and/or small heat exchange surface areas (e.g. small chips and/or MEMS devices). The device proposed in [8] is schematically reported in Fig. 3.1 and, similarly to the sensor proposed below in this work, utilizes a copper sample (with slightly different dimensions, namely $12.7 \times 12.7 \times 5.51 \text{ mm}^3$) upon which the convective heat transfer coefficient is to be measured. The latter sample is flush mounted on one side of a flow channel, and surrounded by low thermal conductive G-10 fiberglass epoxy, for reducing conduction heat losses. Heat is generated by a cartridge heater positioned at the bottom of the bar and reaches the sample through a copper bar. The bar is embedded in a G-10 fiberglass flange. While an air gap is present along most of the bar length (roughly 30 mm), the remaining part of the bar (comparable to the sample thickness) is in direct thermal contact with the G-10 fiberglass epoxy. The temperature gradient (hence the heat flux) through the copper bar can be measured by means of four thermocouples located along the centerline of the copper bar. A linear trend of the temperature profile along the bar is demonstrated, hence the local heat flux at the copper bar axis can be accurately estimated by Fourier’s law. Strictly speaking, owing to unavoidable conduction heat losses, the above heat flux is only accurate along the symmetry axis in Fig. 3.1. On the other hand, if the aim of the study is measuring the heat flux from the entire sample surface, the average heat flux is the quantity of interest. For instance, this is certainly true in electronics cooling, where the total dissipated heat from a chip surface is often the only concern. In those cases, the measurement accuracy of diffusion meters fully relies upon the possibility of neglecting the conduction heat losses (as compared to the heat flux exiting the sample surface exposed to the fluid flow) and on the assumption that the average heat flux can be safely approximated by the value measured at the centerline. Whenever the above approximation does not hold, the use of correlations such as the one proposed in [8] (and derived from measurement along the copper bar centerline) clearly leads to overestimates of the average convective heat transfer. Towards an effort of quantifying the effect of the conduction heat losses in the experiments reported in [8], the following analytical formula expressing the conduction heat from a hot vertical cylinder (copper sample attached to the bar) embedded within a semi-infinite medium (air gap and G-10 fiberglass epoxy) is invoked (see...
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Ref. [38] p. 224):

\[ q_{\text{loss}} = \frac{2\pi l}{\ln (4l/d)} \lambda_{fg} (T_s - T_a), \]  

(3.1)

where \( l \), \( d \) and \( \lambda_{fg} \) denote the cylinder length, the cylinder diameter and the thermal conductivity of the fiberglass flange, respectively. The average convective heat transfer coefficient \( h \) over the sample surface can be cast into the form:

\[ h = \frac{h_c L^2 (T_s - T_a) - q_{\text{loss}}}{L^2 (T_s - T_a)}, \]

(3.2)

where \( h_c \) is the convective heat transfer coefficient at the centerline (consistently with the one measured in [8]). In the ideal case of \( q_{\text{loss}} = 0 \), it follows \( h = h_c \). Owing to (3.1), the equation (3.2) reduces to the explicit expression:

\[ h = h_c - \frac{2\pi l}{L^2 \ln (4l/d)} \lambda_{fg} \]  

(3.3)

By referring to Fig. 3.1, the cylinder presents a square cross-section and two different media are surrounding its mantel. To first approximation, even with a conservative assumption of neglecting the heat loss through the cylinder mantel facing the air gap, it results \( l \approx l_{fg} \approx 11 \text{ mm} \) with \( l_{fg} \) being the cylinder length in direct contact with the fiber glass. Finally, considering G-10 garolite [82] with \( \lambda_{fg} = 0.27 \text{ Wm}^{-1}\text{K}^{-1} \) and an effective cylinder diameter \( d = 14.3 \text{ mm} \) (chosen to preserve the heat transfer surface area by \( L^2 = \pi d^2/4 \)), it yields the following estimate:

\[ h \approx h_c - \Delta h, \]

(3.4)

with \( \Delta h = 103 \text{ Wm}^{-2}\text{K}^{-1} \). In [8] an empirical correlation is provided for samples with a smooth surface:

\[ Nu_L^c = 0.237 Re^{0.608} Pr^{1/3}, \]

(3.5)

where the superscript in the Nusselt number \( Nu_L^c \) is used to stress that this quantity is based on measurements of \( h_c \): \( Nu_L^c = h_c L/\lambda_{\text{fluid}} \). In particular, because an inert flourocarbon liquid (FC-72) is used in the work of Maddox & Mudawar, the correction term \( \Delta h \) in equation (3.4) can be translated in terms of a corresponding Nusselt number as follows:

\[ \Delta Nu_L = \frac{\Delta h L}{\lambda_{\text{fluid}}} \approx \frac{103[Wm^{-2}K^{-1}]}{0.0127[m]} = 22.9 \]

(3.6)
and consequently the following dimensionless group:

$$\frac{\Delta N u_L}{Pr^{1/3}} = \frac{40.1}{12.3^{1/3}} = 9.9,$$  

(3.7)

where the Prandtl number is assumed to be $Pr = 12.3$ (see also Fig. 6 in Ref. [8]). As a result, if the average heat transfer coefficient $h$ is of interest (instead of $h_c$), the correlation (3.5) should be expressed as follows:

$$\frac{Nu_L + \Delta Nu_L}{Pr^{1/3}} = 0.237Re^{0.608},$$  

(3.8)

where $Nu_L = hL/\lambda_{fluid}$ and $Nu^c_L = Nu_L + \Delta Nu_L$. It is worth stressing that the above analysis aims at providing only an estimate of the conduction heat losses for the set-up in Fig. 3.1. Hence, for the sake of simplicity, the contact thermal resistance between the cylinder and the surrounding medium has been neglected to first approximation. As a consequence, (3.7) is expected to slightly overestimate the group $\Delta Nu_L/Pr^{1/3}$. However, judging from (3.7), in the low Reynolds numbers regime (e.g. $Re \approx 3000$) and for the analyzed configuration, the influence of the correction term $\Delta Nu_L$ can be on the order of $0.35 Nu^c_L$. Hence, as long as the average convective heat transfer coefficient is of interest, there are certainly conditions where conduction losses cannot be neglected and should be properly taken into account during the measurement process. The above argument also shows that, due to difficulties in evaluating the correction term (3.7) with a desired accuracy (e.g. owing to possible unpredictable thermal contact resistances), the use of diffusion meters (or other sensors suffering from conduction heat losses) in such a context may become quite problematic.

For the sake of completeness, a computational fluid dynamic (CFD) model has been developed to compute the average convective heat transfer coefficient through a square shaped sample (consistently with the set-up of interest for this study). Details of the model are reported in the Appendix A. Most importantly, it is worth to note that the latter numerical model is found to be in good accordance with the empirical correlation proposed by [8], and here re-formulated in terms of the Nusselt number based on the average convective heat transfer coefficient following Eq.(3.8). The comparison in reported in Fig. 3.2, where the adoption of a linear vertical scale (instead of the usual logarithmic one) makes the matching even more appreciable. Hence, as long as smooth samples are concerned, both an experimental correlation (3.8) and numerical results from CFD are available for validating the proposed sensor.
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Figure 3.2: Maddox&Mudawar experimental correlation [8] re-formulated in terms of Nusselt number based on the average convective heat transfer coefficient according to the Eq. (3.8) (solid line) vs the CFD results (dot-dashed). Error bars with amplitude ± 13.9 % are shown as vertical bars for the Maddox&Mudawar experimental correlation (see Ref. [4]).

It is also worth to stress that, although the above discussion focused on conduction heat losses in a diffusion meter, a similar analysis also applies to devices where a flush mounted foil sensor is adopted for instance between the bar and the sample. In fact, reducing at will the heat losses through the finite thickness of the sample (e.g. by means of insulating materials) is not a trivial task, especially when the fluid thermal conductivity is comparable to (or even smaller than) the adopted insulating material.

As a result, in this work, a new sensor for the direct and accurate measurement of the average convective heat transfer coefficient over small surfaces has been designed. In the presented implementation, the sensor is conceived for dealing with forced air cooling a sample surface (roughly 1 cm²), and details are reported in the sections below.

In principle, there are no limitations to a further miniaturization of the sensor. As mentioned in Ref. [79], such a feature is highly desirable and still
represents a challenge for state-of-the-art flush mounted foil sensors.

### 3.3. Design of a new sensor

#### 3.3.1. The key idea

The key-idea is to exploit the notion of thermal guard for local convective heat transfer measurements. Guarded hot plate method has been extensively used in measuring thermal conductivity. When attaching two thermostats at different temperatures to the opposite faces of the sample, heat flows from the hot to cold side typically following three-dimensional paths. However, a one-dimensional flow can be established within a sample by surrounding it with temperature-controlled “guards” designed to prevent the heat flow in all directions other than the desired one [83].

The ability of the guard to prevent undesired heat flows can be conveniently used for measuring convective heat transfer coefficients as well. Sensors based on this concept may be so accurate that can be used even for calibration purposes. For instance, the US National Institute of Standards and Technology (NIST) has developed a convective heat flux facility to allow calibration of heat flux sensors based on a guarded calibration plate (30 cm × 10 cm × 3 cm) [84].

In this work, a similar idea is developed at a smaller scale, and used beyond calibration purposes for developing a simple though accurate sensor. An isometric view of the proposed sensor is reported in Fig. 3.3. The proposed sensor is made of three essential parts: (i) sample, (ii) insulation shield and (iii) guard. A heater is placed at the bottom of the sample and the latter is made of highly conductive material, because it has to efficiently transfer heat towards the flushing flow. The sensor presents an onion-like structure: Insulation shield wraps the sample, while a highly conductive guard wraps the assembly consisting of both the sample and the insulation shield. The insulation shield and the guard are shaped such that the guard sharply joins the sample, and the sensor surface exposed to the air flow appears as a unique element. As a result, two independent thermal circuits are obtained, where the sample heater generates the thermal power to be removed by the tested surface, while an auxiliary heater supplies thermal
energy to the guard until isothermal condition is reached (i.e. negligible heat transfer between the guard and the sample).

3.3.2. Mechanical design

![Isometric view of the proposed sensor](image)

Figure 3.3: Isometric view of the proposed sensor is shown in (a). The design process has been assisted by a three-dimensional numerical model solving the energy balance equation, depicted in (b). This model is particularly useful to compute the sample-to-guard coupling transmittance \( k \). To this purpose, the guard heater location does not play a crucial role (\( k \) mainly depends on the sensor geometry), and particularly in the model the heater is placed at the bottom of the guard, while in the isometric view it is displayed laterally (see Ref. [4]).

Fig. 3.3 shows the sample (in this realization, a box of 11.1 mm \( \times \) 11.1 mm \( \times \) 5 mm), which is heated at the bottom and cooled from above by air flushing in a wind tunnel. The top surface of the sample can be possibly patterned in order to investigate different techniques for heat transfer enhancement. The sensor sample is heated by an electrical heater (a 12.7 mm \( \times \) 12.7 mm Minco heater with a nominal resistance of 26.5 \( \Omega \)). Thermal grease, with conductivity 2.9 W/m/K, was used for reducing thermal resistances at all contact surfaces of the device, when appropriate. The sample is surrounded by an insulation shield made of Teflon. This element consists of a 16 mm \( \times \) 16 mm \( \times \) 3 mm plate at the bottom and a 2.4 mm-thick square-shaped tapered ring with negligible thickness at the test surface. Finally, the sample and shield assembly is embedded within the thermal guard.
which comprises a square-shaped complement of the insulation shield on top of a flat plate. The latter two elements are made of copper and their mechanical and thermal contact is ensured by two watch screws (M1.6). The upper part of the guard is built by electrical discharge machining (EDM) in order to have sharp edges leading to minimal sample/guard contact (important for having two independent thermal circuits). The guard heater (same electrical resistance by Minco is used) is positioned upstream for (partially) compensating the higher convective heat transfer coefficient due to the development of the thermal boundary layer (induced by the guard). The sensor assembly is held by an insulator holder made of nylon, which is fixed to the wind tunnel (discussed below).

Three temperatures are measured by means of Chromel-Alumel (type K) thermocouples with probe sheath diameter of 0.5 mm. A first thermocouple crosses all layers and reaches the center of the sensor sample. The remaining two thermocouples are inserted in the upstream and downstream wall, respectively. Although the development of the thermal boundary layer might lead to small temperature differences streamwise, having three thermocouples in a row aligned along the fluid flow is twofold advantageous. First, this enables to check that only a minimal temperature differences is established between two sufficiently far locations of the guard (in this setup, on the order of 0.2 K). Second, imposing that the sample temperature $T_s$ is the arithmetic mean of the two temperature values in the guard, namely $T_s = (T_{g1} + T_{g2})/2$, enables to minimize the net heat exchange between sample and guard due to possible balance mismatches.

### 3.3.3. Computational support to design

The design process has been assisted by numerical computations. In particular, a three-dimensional numerical model has been developed and solved by Fluent™. A simplified non-coupled model solves the stationary energy balance equation within the sensor assembly, assuming a fixed convective heat transfer coefficient.

Let us suppose to use copper (thermal conductivity 388 W/m/K) for both the sample and the guard, Teflon™ (0.25 W/m/K) for the insulation shield and nylon (0.25 W/m/K) for the external sensor holder. This model includes the convective heat transfer as a boundary condition on the surface in contact with the flushing flow. A fixed convective heat transfer coefficient is assumed for both the sample and the guard, namely 70
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$W/m^2/K$. The back side of the sensor is subject to a different boundary condition due to natural convection with a coefficient of $10 \ W/m^2/K$.

In the model, the thermal power of the sample heater and the one of the guard heater can be independently controlled. Let us suppose to provide $0.05 \ W$ to the sample heater. The balance condition will be defined by matching the sample temperature $T_s$, measured at the sample center, and the guard temperature $T_g$, measured in the guard lateral wall, up to a certain precision. Let us suppose that $T_s - T_g = 0.2 \ K$ and consequently that part of the power provided by the sample heater flows towards the guard. The numerical model can be used to evaluate the power lost towards the guard. In this set-up, it was found to be $0.002 \ W$, corresponding to $4\%$ of the sample heater power. Hence, by linear extrapolation, the conduction losses towards the guard can be expressed as $k (T_s - T_g)$ where $k = 0.01 \ W/K$.

It is worth stressing that the transmittance $k$ depends on the sensor geometry, hence it is only required to be computed once for ever (for a given sensor design).

3.4. Experimental rig description

3.4.1. Experimental equipment

![Schematic diagram of the experimental facility](image)

Figure 3.4: Schematic diagram of the experimental facility (see Ref. [4]).
3. Experimental rig: a purposely developed heat flux sensor

The flow loop of the experimental system is schematically shown in Fig. 3.4. The developed sensor is installed at the center of the vertical wall of a horizontal rectangular flow channel, which resembles a small open-loop wind tunnel. The channel has a smooth inner surface, a cross section of $228 \text{mm} \times 158 \text{mm}$ (hydraulic diameter $187 \text{mm}$) and an entrance length of $5 \text{m}$ (corresponding roughly to 26 hydraulic diameters). The air is blown by a Savio s.r.l. centrifugal fan type SFL 25-A (maximum flow rate $70 \text{m}^3/\text{min}$ at $420 \text{Pa}$, maximum pressure difference $1900 \text{Pa}$ at $18 \text{m}^3/\text{min}$), with a throttling valve for regulating the mass flow rate. At the end of the channel, downstream from the test section, a vane anemometer Testo 450 by Testo AG (sensitivity $\pm 0.1 \text{m/s}$) was used for measuring the axial velocity. The air temperature is measured at the same location where the anemometer is installed (not affected by the power released by the convective sensor). The thermocouple probe sheath is embedded in a block of polystyrene foam, covered by an aluminum foil, ensuring stable measurements and negligible effects due to radiation. Similarly, the channel wall temperature is measured by a thermocouple installed on the inner surface of the channel, covered by a block of polystyrene foam with an external aluminum foil. Also in this case, Chromel-Alumel (type K) thermocouples were used. Two HQ PS3003 variable power suppliers (voltage range $0 - 30 \text{V}$ and $0 - 3 \text{A}$) are used to feed both the sample and the guard heater. Finally, a six-digits, electronic multimeter (Agilent 34401A) is used to measure the voltage to the sample heater circuit, made of the heater itself and the wires to connect the heater to the power supplier.

3.4.2. Experimental procedure

The axial velocity $v_{ax}$, measured by the vane anemometer, is used to compute the Reynolds number $\text{Re}_{D}^{x} = v_{ax} D/\nu$ where $D$ is the hydraulic diameter of the channel. However, it is worth to note that the experimental data are usually reported in terms of a differently defined Reynolds number $\text{Re}_{D} = v_{av} D/\nu$, which depends on the average velocity $v_{av}$ instead. These two velocities have been correlated by a purposely-developed fluid-dynamic numerical model, which was solved by Fluent™ and described in the Appendix A. The previous numerical model was used to construct the following relation, $\text{Re}_{D} = 0.694 (\text{Re}_{D}^{x})^{1.0162}$, which correlates the average velocity to the axial velocity (measured by the vane anemometer) through the corresponding Reynolds numbers.

For computing the average convective heat transfer coefficient at the sam-
ple surface, the following relation is used

\[ h = \frac{V_h^2 / R_h - \sigma_B \epsilon A(T_s^4 - T_w^4) - k[T_s - (T_{g1} + T_{g2})/2]}{A(T_s - T_a)}, \quad (3.9) \]

where \( V_h \) is the potential difference across the sample resistance, \( R_h \) is the sample resistance, \( \sigma_B = 5.67 \times 10^{-8} \text{ W/m}^2/\text{K}^4 \) is the Stefan-Boltzmann constant, \( \epsilon \) is the emissivity of the sample surface, \( T_s \) is the sample temperature measured by the thermocouple inserted in the center of the sample, \( T_w \) is the temperature of the channel wall, \( k = 0.01 \text{ W/K} \) is the sample-to-guard coupling transmittance (see Section 3.3.3), \( T_{g1} \) and \( T_{g2} \) are the temperatures measured by the (upstream and downstream) thermocouples installed into the thermal guard, \( A = 1.23 \text{ cm}^2 \) is the flat sample surface and, finally, \( T_a \) is the air temperature. \( V_h \) is calculated by the following equation:

\[ V_h = V \frac{R_h}{R_h + R_{\text{wire}}}, \quad (3.10) \]

where \( V \) is the voltage applied to the sample heater circuit, measured by the multimeter for each test, while \( R_{\text{wire}} \) is the resistance of heater wires, which measures 0.015 \( \Omega \). Before proceeding with the experimental results, a discussion about the estimate of uncertainties and their propagation by the proposed measurement chain is required. Eqs. (3.9) and (3.10) allow to compute \( h \) as a function of other measurements \( (V, T_s, T_{g1}, T_{g2}, T_a, T_w) \) and parameters \( (R_h, R_{\text{wire}}, \epsilon) \), namely:

\[ h = h(V, T_s, T_{g1}, T_{g2}, T_a, T_w; R_h, R_{\text{wire}}, \epsilon). \quad (3.11) \]

These independent quantities can be organized in a vector, namely:

\[ q = \{V, T_s, T_{g1}, T_{g2}, T_a, T_w; R_h, R_{\text{wire}}, \epsilon\}, \quad (3.12) \]

where \( q_i \in q \) denotes the generic \( i \)-th quantity. The type B standard uncertainty (coverage factor: 2) of the quantity \( h \), namely \( \Sigma_{h,B} \), can be computed by the following uncertainty estimation method [85]:

\[ \Sigma_{h,B} = \frac{1}{h} \sqrt{\sum_{i=1}^{9} \left( \Sigma_{q_i} \frac{\partial h}{\partial q_i} \right)^2}, \quad (3.13) \]
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where \( \Sigma q_i \) is the standard uncertainty for the quantity \( q_i \). Instead of assuming the nominal value of \( R_h \) (namely 26.5 \( \Omega \)), the value of the sample resistance has been measured as function of the sample temperature (thermal drift), in order to obtain the functional dependence \( R_h = f(T_s) \). Hence Eqs. (3.9) and (3.10) are based on the measured potential difference only. The standard uncertainty of the voltage measured by the multimeter can be assumed \( \Sigma V = 0.0016 \text{ V} \). The temperatures \( T_s, T_{g1} \) and \( T_{g2} \) are critical and, therefore, thermocouples calibrated by thermostatic bath were used. The corresponding uncertainties can be assumed \( \Sigma T_s = \Sigma T_{g1} = \Sigma T_{g2} = 0.05 \text{ K} \). On the other hand, other thermocouples might be characterized by \( \Sigma T_a = \Sigma T_w = 0.4 \text{ K} \), because of the intrinsic uncertainties of the installation setup. \( \Sigma R_h = \Sigma R_{wire} = 0.014 \Omega \) has been chosen. Anemometer calibration has been performed and corresponding uncertainty has been calculated. The latter depends on measured velocity according to a polynomial function. Minimum and maximum calculated values of uncertainty \( \Sigma v_{ax} \) are 0.1 m/s and 0.38 m/s respectively.

The estimate of the sample surface emissivity \( \epsilon \) requires more care, and the following procedure is adopted. The sample temperature was measured first by the calibrated thermocouple. Next, the surface emissivity was tuned by a thermal camera (NEC TH9100 Series Infrared Thermal Imaging Camera), in order to match the latter (independently) measured temperature. This procedure provided \( \epsilon = 0.23 \) and 0.1 for copper and aluminum alloy AlSi10Mg, respectively (below the reason for characterizing also AlSi10Mg is clarified). A quite large value of uncertainty has been assumed, i.e. \( \Sigma \epsilon = 0.1 \), owing to the poor quality of the infrared image. In table 3.1, uncertainties of measured quantities and sensitivities of measurement devices used in this work are reported.

Using the above values of standard uncertainties \( \Sigma q_i \), type B uncertainty \( \Sigma h, B \) has been calculated through Eq. (3.13); Consequently, the type B relative standard uncertainty \( \sigma_{h, B} \) has been calculated by \( \sigma_{h, B} = \Sigma h, B / h_F \), where \( h_F \) is a power-law least squares fitting of the experimental data for each sample. In particular, \( h_F = h_F(v_{av}) = d_1 v_{av}^{d_2} \), where \( d_1 \) and \( d_2 \) are proper fitting parameters.

On the other hand, a novel method has been proposed here for calculating type A uncertainties. This method aims to take advantage of measurements performed at different velocities to properly calculate tolerance intervals [4]. Given a set of \( n \) measurements of convective heat transfer coefficients \( h_i \), performed at different velocities \( v_i \), the latter have been normalized with regards to the corresponding power-law fitting, namely
Table 3.1: measured quantities uncertainties and measurement devices sensitivities (see Ref. [4]).

<table>
<thead>
<tr>
<th>Measured quantity</th>
<th>$\Sigma q_i$</th>
<th>Device</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>0.0016 V</td>
<td>Multimeter</td>
<td>0.00001 V</td>
</tr>
<tr>
<td>$T_s$</td>
<td>0.05 K</td>
<td>Thermocouple</td>
<td>0.041 mV/K</td>
</tr>
<tr>
<td>$T_{g1}$</td>
<td>0.05 K</td>
<td>Thermocouple</td>
<td>0.041 mV/K</td>
</tr>
<tr>
<td>$T_{g2}$</td>
<td>0.05 K</td>
<td>Thermocouple</td>
<td>0.041 mV/K</td>
</tr>
<tr>
<td>$T_a$</td>
<td>0.4 K</td>
<td>Thermocouple</td>
<td>0.041 mV/K</td>
</tr>
<tr>
<td>$T_w$</td>
<td>0.4 K</td>
<td>Thermocouple</td>
<td>0.041 mV/K</td>
</tr>
<tr>
<td>$R_h$</td>
<td>0.014 Ω</td>
<td>Multimeter</td>
<td>0.0001 Ω</td>
</tr>
<tr>
<td>$R_{wire}$</td>
<td>0.014 Ω</td>
<td>Multimeter</td>
<td>0.0001 Ω</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.1</td>
<td>Thermal camera</td>
<td>0.08 K</td>
</tr>
<tr>
<td>$v_{ax}$</td>
<td>0.1–0.38 m/s</td>
<td>Vane anemometer</td>
<td>0.1 m/s</td>
</tr>
</tbody>
</table>

$h_i' = h_i/h_F(v_i)$. Consequently, a new set composed by $n$ elements $h_i'$, distributed according a Gaussian function, has been obtained. Hence, the mean value $\mu'$ and the standard deviation $\sigma'$ of the latter set can be computed. Finally, the population mean $\mu$ and the maximum population standard deviation $\sigma$ of the set can be calculated by the Student’s t-distribution and the Chi-squared distribution, respectively. In particular, $\mu = \mu' \pm \sigma_\mu$, where $\sigma_\mu = t_{1-\alpha/2, n-1} \sigma' / \sqrt{n}$ and $\sigma = \sigma' / \chi_{\alpha/2} \sqrt{n-1}$ [85]. Combining the previous standard deviations, namely $\sigma_{h,A} = \sqrt{\sigma_\mu^2 + \sigma^2}$, it results

$$\sigma_{h,A} = \sigma' \sqrt{\frac{t_{1-\alpha/2, n-1}^2 + n-1}{n \chi_{\alpha/2}}}.$$  \hspace{1cm} (3.14)

Finally, the overall relative standard uncertainty can be obtained as

$$\sigma_h = \sqrt{\sigma_{h,A}^2 + \sigma_{h,B}^2}.$$  \hspace{1cm} (3.15)

It is worth to highlight that the previous procedure allows one to compute tolerance intervals, which are wider than confidence intervals, and more robustly estimate the experimental uncertainty. Anticipating the experimental results described in Section 3.5, the maximum and mean relative uncertainty for the convective heat transfer coefficient is $\pm 9.9\%$ and $\pm 6.7\%$, respectively. Moreover, in these experiments, A-type uncertainty
is wider than B-type uncertainty (the latter being ±2%), proving that the overall accuracy of the measurement procedure is satisfactory.

Values of type A uncertainties depend on the number of experimental tests $n$ (See Eq. 3.14). In particular, they are supposed to decrease as $n$ increases (See Ref. [4]). Finally, a comprehensive statistical analysis of experimental data must include a procedure able to detect outliers in the data sets. In this study Grubb’s test has been used to identify outliers among extreme data. For these particular data sets no outliers have been found, hence no data have been canceled out. The latter result proves good repeatability of the proposed sensor and experimental rig.

### 3.5. Experimental rig validation

In this section, experimental results are reported in order to validate the proposed sensor and experimental rig. In particular, 15 and 13 experimental points were investigated for aluminum alloy AlSi10Mg and copper samples smooth surfaces respectively, by varying the axial velocity in the range $3.1-15.5\; m/s$. A sample made of AlSi10Mg has been tested in order to make sure that the proposed sensor can properly function with samples made of a different material compared to the guard. In particular, AlSi10Mg has a thermal conductivity of $150\; W/m/K$, which is roughly one-third compared to copper, and is often used in DLMS application [3]. Experimental points are reported in Tables 3.2 and 3.3. The sample heater thermal power in the proposed experiments is roughly $0.126\; W$ (corresponding to power densities of $0.102\; W/cm^2$). The power densities are quite small (due to air), which make accurate measurement pretty challenging. For each test, the thermal power supplied to the guard is adjusted in order to satisfy the following condition at steady state: $T_s = (T_{g1} + T_{g2})/2$. During tests, the thermal balance was found to be well satisfied: For the upstream part of the guard, the average temperature difference $T_{g1} - T_s$ is $0.19\; K$ (maximum $0.40\; K$) while, for the downstream part, the average temperature difference $T_s - T_{g2}$ is $0.23\; K$ (maximum $0.40\; K$).

Experimental data are reported in Fig. 3.5, where they are compared to both an experimental correlation from literature [8] (with conduction losses properly taken into account by Eq. (3.8)) and numerical results from CFD model (see the Appendix A for details). As visible in Fig. 3.5, the accordance of experimental results with the two chosen benchmarks is
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Table 3.2: Experimental data about convective heat transfer for AlSi10Mg sample (see Ref. [4]).

<table>
<thead>
<tr>
<th>$v$ $[m_s]$</th>
<th>$Re_L$ [-]</th>
<th>$T_s$ [°C]</th>
<th>$T_a$ [°C]</th>
<th>$\frac{Vh^2}{Rh}$ [$W$]</th>
<th>$h$ $[W/m^2K]$</th>
<th>$\frac{NuL}{Pr^{1/3}}$ [-]</th>
<th>$\sigma_h$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3</td>
<td>3493</td>
<td>61.9</td>
<td>29.2</td>
<td>0.1271</td>
<td>30.80</td>
<td>26.47</td>
<td>6.55</td>
</tr>
<tr>
<td>4.2</td>
<td>4528</td>
<td>57.9</td>
<td>29.1</td>
<td>0.1271</td>
<td>35.10</td>
<td>30.17</td>
<td>5.97</td>
</tr>
<tr>
<td>5.2</td>
<td>5585</td>
<td>54.0</td>
<td>29.0</td>
<td>0.1270</td>
<td>40.58</td>
<td>34.88</td>
<td>5.48</td>
</tr>
<tr>
<td>6.2</td>
<td>6659</td>
<td>51.1</td>
<td>29.3</td>
<td>0.1270</td>
<td>46.75</td>
<td>40.17</td>
<td>5.14</td>
</tr>
<tr>
<td>7.2</td>
<td>7747</td>
<td>48.0</td>
<td>28.7</td>
<td>0.1270</td>
<td>52.67</td>
<td>45.27</td>
<td>4.88</td>
</tr>
<tr>
<td>8.2</td>
<td>8843</td>
<td>46.7</td>
<td>28.2</td>
<td>0.1270</td>
<td>54.95</td>
<td>47.23</td>
<td>4.79</td>
</tr>
<tr>
<td>9.2</td>
<td>9944</td>
<td>45.0</td>
<td>27.5</td>
<td>0.1269</td>
<td>58.08</td>
<td>49.91</td>
<td>4.69</td>
</tr>
<tr>
<td>9.2</td>
<td>9944</td>
<td>44.0</td>
<td>27.3</td>
<td>0.1275</td>
<td>60.96</td>
<td>52.39</td>
<td>4.65</td>
</tr>
<tr>
<td>10.3</td>
<td>11159</td>
<td>43.2</td>
<td>27.3</td>
<td>0.1274</td>
<td>64.24</td>
<td>55.21</td>
<td>4.59</td>
</tr>
<tr>
<td>10.3</td>
<td>11159</td>
<td>43.4</td>
<td>27.7</td>
<td>0.1273</td>
<td>65.00</td>
<td>55.86</td>
<td>4.58</td>
</tr>
<tr>
<td>11.3</td>
<td>12263</td>
<td>42.2</td>
<td>27.3</td>
<td>0.1274</td>
<td>68.85</td>
<td>59.17</td>
<td>4.52</td>
</tr>
<tr>
<td>12.2</td>
<td>13256</td>
<td>41.1</td>
<td>27.3</td>
<td>0.1273</td>
<td>74.19</td>
<td>63.76</td>
<td>4.46</td>
</tr>
<tr>
<td>13.2</td>
<td>14357</td>
<td>40.1</td>
<td>27.2</td>
<td>0.1273</td>
<td>79.07</td>
<td>67.96</td>
<td>4.42</td>
</tr>
<tr>
<td>14.2</td>
<td>15454</td>
<td>39.4</td>
<td>27.3</td>
<td>0.1273</td>
<td>84.75</td>
<td>72.83</td>
<td>4.38</td>
</tr>
<tr>
<td>15.1</td>
<td>16549</td>
<td>38.9</td>
<td>27.3</td>
<td>0.1274</td>
<td>88.97</td>
<td>76.47</td>
<td>4.36</td>
</tr>
</tbody>
</table>
good. Maximum and average deviations from CFD model are 13.7% and 6.3%, respectively, whereas the same deviations with respect to literature [8] are 10.7% and 3.4%, respectively. The results of copper and aluminum alloy are consistent, showing that the proposed sensor can operate with samples made of different materials (as long as the thermal conductivity is high enough to ensure a uniform temperature field).

In Fig. 3.6, are reported the result of additional experimental tests, where the power supplied to the sample is the varying parameter, in order to understand the optimal heat flux for the measurement. In this case, flow velocity equal to 3.4 m/s at the channel axis is kept fixed. Standard theoretical arguments require that a variation of the supplied power should not affect the value of the convective heat transfer coefficient, meaning that the supplied power is expected to show a linear behavior with respect to temperature difference.

This is confirmed in Fig. 3.6, where a linear best fit reveals a positive supplied power for a null temperature rise, defined as the difference between the temperature of the sample and that of air: $T_s - T_a$. However, we would expect that such a linear correlation passes through the origin of axes (i.e. no temperature difference is observed when the power supplier is
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Table 3.3: Experimental data about convective heat transfer for copper sample (see Ref. [4]).

<table>
<thead>
<tr>
<th>$v$ ($m/s$)</th>
<th>$Re_L$</th>
<th>$T_s$ ($^\circ C$)</th>
<th>$T_a$ ($^\circ C$)</th>
<th>$\frac{V^2}{R_h}$ ($W$)</th>
<th>$h$ ($W/m^2K$)</th>
<th>$\frac{Nu_L}{Pr^{1/3}}$</th>
<th>$\sigma_h$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>3289</td>
<td>62.0</td>
<td>29.2</td>
<td>0.1248</td>
<td>28.74</td>
<td>24.70</td>
<td>8.42</td>
</tr>
<tr>
<td>3.3</td>
<td>3493</td>
<td>62.7</td>
<td>29.1</td>
<td>0.1259</td>
<td>28.23</td>
<td>24.26</td>
<td>8.50</td>
</tr>
<tr>
<td>3.8</td>
<td>4111</td>
<td>58.0</td>
<td>29.3</td>
<td>0.1241</td>
<td>33.63</td>
<td>28.90</td>
<td>8.32</td>
</tr>
<tr>
<td>4.8</td>
<td>5160</td>
<td>52.0</td>
<td>27.4</td>
<td>0.1253</td>
<td>38.94</td>
<td>33.47</td>
<td>8.63</td>
</tr>
<tr>
<td>6.3</td>
<td>6768</td>
<td>48.5</td>
<td>27.9</td>
<td>0.1254</td>
<td>47.48</td>
<td>40.80</td>
<td>9.33</td>
</tr>
<tr>
<td>8.8</td>
<td>9503</td>
<td>42.5</td>
<td>27.2</td>
<td>0.1261</td>
<td>64.70</td>
<td>55.61</td>
<td>8.55</td>
</tr>
<tr>
<td>8.8</td>
<td>9503</td>
<td>44.5</td>
<td>28.6</td>
<td>0.1253</td>
<td>62.16</td>
<td>53.42</td>
<td>8.79</td>
</tr>
<tr>
<td>10.1</td>
<td>10938</td>
<td>42.6</td>
<td>27.5</td>
<td>0.1244</td>
<td>64.93</td>
<td>55.81</td>
<td>9.77</td>
</tr>
<tr>
<td>12.2</td>
<td>13256</td>
<td>40.2</td>
<td>26.9</td>
<td>0.1254</td>
<td>74.70</td>
<td>64.20</td>
<td>8.54</td>
</tr>
<tr>
<td>13.0</td>
<td>14137</td>
<td>39.6</td>
<td>27.1</td>
<td>0.1255</td>
<td>79.84</td>
<td>68.62</td>
<td>8.58</td>
</tr>
<tr>
<td>14.1</td>
<td>15345</td>
<td>39.1</td>
<td>27.1</td>
<td>0.1257</td>
<td>83.01</td>
<td>71.34</td>
<td>9.85</td>
</tr>
<tr>
<td>14.9</td>
<td>16330</td>
<td>39.3</td>
<td>28.4</td>
<td>0.1251</td>
<td>91.99</td>
<td>79.06</td>
<td>8.52</td>
</tr>
<tr>
<td>15.1</td>
<td>16549</td>
<td>37.3</td>
<td>26.3</td>
<td>0.1264</td>
<td>91.68</td>
<td>78.79</td>
<td>8.30</td>
</tr>
</tbody>
</table>
off). This evidence can be explained as follows. All the measurements are based on the air temperature at the channel axis, see Eq. (3.9). However, in the present case, there is a small temperature difference between the air flowing inside the wind tunnel and the environment, because of the irreversibilities caused by the blower. The blower increases air temperature of roughly 2 K, and this generates a temperature difference between air and the channel walls. While air flows through the channel, the portion of air flushing close to the walls is cooled down by the walls. On the contrary, the air flowing at the channel axis experiences a weaker cooling. At the test section, the air thermal profile is slightly non-uniform: namely, air temperature at channel axis is slightly higher than the temperature of air flushing on the sample. When the latter is at the same temperature of the air flowing at the channel axis (the difference $T_s - T_a = 0$ K), the sample is warmer than air passing in its close proximity and a small thermal power removal is observed (See Fig. 3.6).

Figure 3.5: Comparison between experimental data, Maddox&Mudawar experimental correlation[8] and CFD model for aluminum alloy and copper smooth surface (see Ref. [4]).
3. Experimental rig: a purposely developed heat flux sensor

Figure 3.6: Linear correlation between power given to the sample and temperature difference between sample and air, for a constant air velocity (see Ref. [4]).

Now the experimental data shown in Table 3.2 and 3.3 are examined, in order to estimate how much this phenomenon affects the measurements reliability. At the test section, the temperature difference between air and walls is highly variable, with a maximum recorded value of \(1.78\) K and a minimum one of \(0.16\) K. This means that slightly different thermal boundary layers showed up at the test section during the experimental campaign. This fact may have an effect on the measurement of the average convective heat transfer, as it is directly influencing the considered \(T_a\) at the denominator of Eq. (3.9). Instead of using the air temperature at the channel axis, i.e. \(T_a\), one could use a proper corrected value, namely the adiabatic mixing temperature \(T_m\), in Eq. (3.9), taking into account the actual temperature profile. For each experimental data shown in Table 3.2 and 3.3, one could estimate two values of \(h\) by setting \(T_m = T_a\) (thus obtaining the value of \(h\) shown in Fig. 3.5) or \(T_m = T_w\). Calculating the relative errors, defined as the differences between the \(h\) values calculated using \(T_m = T_a\) and the \(h\) values calculated using \(T_m = T_w\), a maximum and an average relative error equal to \(\pm 2.6\)% and \(\pm 1.5\)% has been found, respectively. The latter values are much smaller than the estimated overall measurement uncertainties, namely \(\pm 9.9\)% and \(\pm 6.7\)%. Hence it is possible
to assume that the above phenomenon has a negligible effect for value of
the heat flux equals or higher than those used in these experiments (i.e.
$Q \geq 0.126 \text{ W}$), corresponding to a power density of $\geq 0.102 \text{ W/cm}^2$. The
present release of the sensor works in range of $0.102-3.100 \text{ W/cm}^2$, where
the maximum power density depends on the adopted heater. Maximum
working temperatures are also estimated to be equal to 50—100 Celsius for
previous power densities. It is worth to point out that the above maximum
working temperature and power density are mainly limited by the chosen
heater, as well as by the present selection of materials. These thresholds
can be easily overcome by proper design choices, without changing the
main idea of the proposed sensor.

3.6. Discussion

In the present Chapter the experimental rig, used to characterize convective
heat transfer coefficient of high efficient surfaces and devices proposed
in the following of this work, has been described. In particular, design and
validation of a purposely developed sensor for measuring convective heat
flows is described in details. The key idea is to exploit the notion of thermal
guard in order to significantly reduce the effects of spreading heat conduc-
tion losses. The maximum and mean estimated relative uncertainties for
the convective heat transfer coefficient are found to be $\pm 9.9\%$ and $\pm 6.7\%$,
respectively. The experimental results are found to be in good agreement
with both experimental data from the literature and a purposely developed
computational fluid dynamic model. Maximum and average deviations of
the measured Nusselt number from the estimated value by the numeri-
cal model are 13.7\% and 6.3\%, respectively. The comparison of reported
measurement with literature [8] is even more satisfactory: Maximum and
average deviations of $\text{Nu}_L$ are found to be 10.7\% and 3.4\%, respectively.

The evidence that uncertainties due to (spreading) conduction losses can
be effectively reduced by the thermal guard implies that no numerical
model is required to post-process the measured quantities, and this leads
to a direct measurement technique. The experimental rig can cope with
quite small thermal fluxes (i.e. $< 0.2 \text{ W/cm}^2$), thus enabling the study of
convective heat transfer enhancement methodologies in forced air (specific
thermal fluxes here are order of magnitudes smaller than the one measured
in [8]).
In the next Chapter, micro-pin fins arranged in regular patterns are investigated as a heat transfer enhancement technique. The aim is to develop a novel optimization method, suited for "not subtractive" manufacturing technologies, devoted to design cost-effective heat transfer solutions. A certain number of configurations is experimentally characterized using the test rig described here. Such a long-lasting investigation necessarily require a purposely dedicated experimental bench for thermal characterization.
4. Patterns of micro-protrusions for enhanced convective heat transfer

In Chapter 3, the design of a purposely dedicated experimental rig has been presented. This has been developed in order to characterize thermal performances of high efficiency heat transfer surfaces and devices. In the present Chapter, this experimental rig is used to investigate patterns of diamond shaped, micro-pin fins (i.e. patterns of micro-protrusions or micro-protruded patterns) on flush mounted heat sinks for convective heat transfer enhancement. The role played by geometrical parameters and fluid-dynamic scales are discussed, and novel findings are pointed out. Moreover, a novel methodology specifically suited for micro-protruded patterns thermal optimization is designed, leading to 73% enhancement in thermal performance respect to commercially available heat sinks, at fixed costs. Such a methodology is tailored to deal with devices fabricated by "not subtractive" manufacturing technologies, e.g. Additive Manufacturing (AM). Contents of this Chapter can be also found in [7].

4.1. Motivations

This Chapter focuses on diamond shaped micro-protruded patterns, which are investigated as a promising method to enhance heat transfer performances of flush mounted heat sinks. More specifically, a systematic procedure based on design of experiments approach is proposed to:

- Investigate the convective heat transfer phenomenon, in order to understand, interpret and describe the effect of geometrical parameters and fluid-dynamic scales on heat transfer;
• Design a novel methodology suitable for a reliable and automatic thermal optimization of micro-protruded patterns fabricated by "not subtractive" techniques (e.g. AM).

The Chapter is organized as follows. In Section 4.2, different diamond protruded patterns are rationally designed by taking advantage of the design of experiments approach. In Section 4.3, the results of experimental characterization are reported and a mathematical model describing the influence of geometrical parameters and flow regimes on thermal transmittance of diamond protruded patterns is developed. In Section 4.4, the thermal fluid-dynamics features of diamond micro-protruded patterns for heat sinks are discussed. Optimization methodology is proposed in Section 4.5. Finally, in Section 4.6, results are discussed.

4.2. Design of experiments

To obtain an independent benchmark of data, nine copper samples, each characterized by a peculiar Diamond micro-Protruded Pattern (DPP), are designed and manufactured by milling. The convective heat transfer coefficient for each sample is measured. The bottom part of each sample consists in a parallelepiped block (11.1 x 11.1 x 5 mm$^3$), which can be mounted in the experimental test bench described in Chapter 3. Samples are characterized by diamond micro-protrusions, which are arranged in a regular pattern. Each diamond shaped micro-protrusion is a parallelepiped pin, with a $d \times d$ square section rotated by 45 degrees with respect to the main flow direction. Protrusions are arranged according to a staggered configuration, as represented in Fig. 4.1.

A DPP is fully determined by 3 geometrical independent degrees of freedom (DoF). There are no constrains in choosing the DoF to use for the design, except for their property of independence. As an example, given the height of the protrusion $H$, the base edge of the protrusion $d$, the pitch between neighboring protrusions $p$ (see Fig. 4.1), the number of protrusions $N$ and $s = p - d$, a possible choice for the 3 DoF could be \{H, p, d\}. However, the use of dimensionless parameters is preferable, as they typically ensure a wider generality of results.

In previous studies on heat transfer through protruded patterns, the ratios between characteristic geometrical lengths have been adopted as governing parameters for the measured thermal performances. For example, Garimella et al. [34] chose the ratios between (i) spacing and protrusions
height and (ii) channel height and protrusions height as significant parameters for characterizing heat transfer phenomenon in arrays of protruding elements. Leung et al [86], instead, chose the ratio between base length and height of protrusions, as well as the ratio between channel height and protrusions height as characterizing parameters.

Figure 4.1: Sample geometry: Isometric view on left-hand side; Top view on right-hand side (See Ref. [7]).

In this work, to design the test matrix, a novel set of geometrical dimensionless parameters is considered. The investigation of those specific parameters is proved to be suitable in developing a novel methodology for the thermal optimization of micro-protruded patterns for heat sinks. In this context, the optimal configuration is the one ensuring the maximum thermal transmittance, at fixed amount of material needed to manufacture the micro-protrusions. In fact, the amount of used material is a suitable production cost indicator for most of the "not subtractive" manufacturing technologies, both traditional (e.g. extrusion) and innovative (e.g. additive manufacturing) ones. In other words, optimal configuration is intended to be the one that guarantees the maximum thermal performance per unit of production costs. Parameters investigated in this study are:

- Plane solidity (or plan area density) \( \lambda_p \), defined as the fraction of the root surface area (i.e. in our case \( A_n = 11.1^2 mm^2 = 123 mm^2 \)) covered by protrusions (see Fig. 4.1, top view). This parameter expresses the pattern density, and it ranges from 0 to 1; Low values of \( \lambda_p \) refer to sparse patterns, whilst high values denote dense patterns
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(see also Fig. 2 in ref. [87]).

- Enhancement ratio in convective heat transfer surface area $A/A_n$, where $A$ is the sample area, which is defined as the sum of root surface area and protrusions surface area, namely $A = A_n + 4dHN$.

- Dimensionless mixed length $V/(AY_0)$, where $V = NHd^2$ is the volume of the micro-protrusions and $Y_0 = 0.0503\ mm$ is the average viscous length (or average wall unit [88]), which is calculated as the mean viscous length over the range of fluid flows (i.e. Reynolds numbers) investigated in this study. The dimensionless mixed length is obtained as a ratio between geometric ($V/A$) and fluid-dynamic ($Y_0$) lengths. In particular, $V/A$ represents the ratio between the amount of material for manufacturing the protrusions (i.e. production cost indicator) and the available surface area involved in the heat transfer phenomenon, while $Y_0$ is strictly related to the boundary layer thickness.

Comparing geometric and fluid-dynamics scales is essential to understand their interactions, as well as to determine how the optimal geometrical DPP configuration depends on the flow field. It is worth to mention that $V/(AY_0)$ is not the only mixed length analyzed in this study. In the following, the importance of the dimensionless protrusion height $H/Y_0$ is also discussed. This parameter represents the ratio between protrusion height and boundary layer thickness, and it quantifies the penetration of protrusions into the boundary layer. In the following, we refer to the three parameters defined above as model parameters, because they are expected to significantly affect both the thermal transmittance of the heat sink $Tr\ [W/K]$ and the volume of the micro-protruded pattern, therefore allowing to define an optimization criteria. $\lambda_p$ plays a key role on the interactions between thermal fluid-dynamics structures (i.e. eddies, boundary layers, etc.) and micro-structures, thus strongly affecting the convective heat transfer coefficient $h\ [W/m^2/K]$. For instance, $\lambda_p$ is often used to study the interactions between buildings and the atmospheric boundary layer [87], but it has been demonstrated to be very effective in describing interactions between fluid-dynamics structures and micro-structures in a macroscopic channel too [3]. The $A/A_n$ parameter is considered because heat flux, thus $Tr$, is strongly affected by the surface area involved in the heat transfer phenomenon. Since these two parameters are not directly linked to the production cost parameter ($V$), a third parameter $V/(AY_0)$ is also included.
4.2. Design of experiments

The three model parameter described above can be expressed as function of the geometrical parameters \( \{H, p, d\} \) as:

\[
\lambda_p = \frac{N d^2}{A_n} = \frac{d^2}{p^2},
\]

\[
\frac{A}{A_n} = \frac{4dH}{p^2} + 1,
\]

\[
\frac{V}{AY_0} = \frac{Hd^2}{Y_0(4dH + p^2)}.
\]

These equations are valid under the assumption that the number of protrusions \( N \) can be expressed as:

\[
N = \frac{A_n}{p^2}.
\]

Obviously, the model parameters have a physical meaning only if:

\[
\begin{align*}
0 < \lambda_p &< 1, \\
A/A_n &> 1, \\
V/(AY_0) &> 0.
\end{align*}
\]

Any existing DPP is fully determined by defining all components of the vector \( \{\lambda_p, \frac{A}{A_n}, \frac{V}{AY_0}\} \). In this study the tested DPPs are designed taking advantage of the Design Of Experiments (DOE) approach. In particular, a Taguchi (or L9 orthogonal arrays) based, 3 levels - 3 factors, fractional DOE is applied [11]. Each parameter (or factor) can assume three possible values (or levels), namely low (1), medium (2) or high (3), as listed in Table 4.1. Therefore, once the levels per each parameters have been defined, the geometry of the nine DPPs to be tested is determined according to the test matrix proposed in ref. [11] and reported in Table 4.2.

Due to the rough tolerances of the milling process, the actual parameters of the samples are slightly different from the design values reported in Table 4.1: in Table 4.3, the model parameters and the extra geometrical quantities are reported for each sample. Fig. 4.2 shows how all samples are located in the parameter space; whereas Fig. 4.3 reports the pictures of the analyzed samples.
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Table 4.1: Design values and associated levels for each model parameter (See Ref. [7]).

<table>
<thead>
<tr>
<th>parameter level</th>
<th>$\lambda_p$</th>
<th>$A/A_n$</th>
<th>$V/(AY_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.15</td>
<td>1.5</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0.35</td>
<td>2.5</td>
<td>2.75</td>
</tr>
<tr>
<td>3</td>
<td>0.55</td>
<td>3.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 4.2: Test matrix [11] (See Ref. [7]).

<table>
<thead>
<tr>
<th>sample</th>
<th>$\lambda_p$ level</th>
<th>$A/A_n$ level</th>
<th>$V/(AY_0)$ level</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>#3</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>#4</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>#5</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>#6</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>#7</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>#8</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>#9</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

It is worth to provide more details on the calculation of $Y_0$. The average viscous length $Y_0$ can be defined as:

$$Y_0 = \frac{1}{Re_{D,max} - Re_{D,min}} \int_{Re_{D,min}}^{Re_{D,max}} y_0(Re_D) \, dRe_D. \quad (4.6)$$

As demonstrated in [3], in case of smooth pipe turbulent flow, viscous length $y_0$ depends on the hydraulic diameter based Reynolds number $Re_D = vD/\nu$ as:

$$y_0 = \frac{D}{Re_D \sqrt{f_B/8}}, \quad (4.7)$$

where $f_B = f_B(Re_D) = 0.3164 \, Re_D^{-1/4}$ is the friction factor expressed by the phenomenological correlation proposed by Blasius [89], $v$ is the average fluid velocity, $D$ is the hydraulic diameter, and $\nu$ is the fluid kinematic viscosity.
Table 4.3: Values of model parameters and extra geometrical quantities for the tested samples (See Ref. [7]).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\lambda_p$</th>
<th>$A/A_n$</th>
<th>$V/(AY_0)$</th>
<th>$H$ [mm]</th>
<th>$d$ [mm]</th>
<th>$p$ [mm]</th>
<th>$s$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.15</td>
<td>1.52</td>
<td>2.04</td>
<td>1.03</td>
<td>1.20</td>
<td>3.08</td>
<td>1.88</td>
</tr>
<tr>
<td>#2</td>
<td>0.15</td>
<td>2.57</td>
<td>2.99</td>
<td>2.45</td>
<td>1.00</td>
<td>2.62</td>
<td>1.62</td>
</tr>
<tr>
<td>#3</td>
<td>0.13</td>
<td>3.12</td>
<td>3.55</td>
<td>4.78</td>
<td>1.05</td>
<td>2.90</td>
<td>1.85</td>
</tr>
<tr>
<td>#4</td>
<td>0.28</td>
<td>1.47</td>
<td>2.55</td>
<td>0.70</td>
<td>1.60</td>
<td>3.00</td>
<td>1.40</td>
</tr>
<tr>
<td>#5</td>
<td>0.28</td>
<td>2.52</td>
<td>3.60</td>
<td>1.56</td>
<td>1.20</td>
<td>2.28</td>
<td>1.08</td>
</tr>
<tr>
<td>#6</td>
<td>0.44</td>
<td>3.28</td>
<td>2.76</td>
<td>1.05</td>
<td>0.80</td>
<td>1.20</td>
<td>0.40</td>
</tr>
<tr>
<td>#7</td>
<td>0.52</td>
<td>1.49</td>
<td>3.60</td>
<td>0.55</td>
<td>2.30</td>
<td>3.20</td>
<td>0.90</td>
</tr>
<tr>
<td>#8</td>
<td>0.37</td>
<td>2.32</td>
<td>2.21</td>
<td>0.56</td>
<td>0.67</td>
<td>1.10</td>
<td>0.43</td>
</tr>
<tr>
<td>#9</td>
<td>0.26</td>
<td>3.71</td>
<td>1.85</td>
<td>1.16</td>
<td>0.52</td>
<td>1.02</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Figure 4.2: Collocation of samples in the model parameter space. Due to manufacturing tolerances, a non uniform sampling of the parameter space is considered (See Ref. [7]).

4.3. Experimental characterization and data reduction

In this section, the experimental thermal characterization of all samples is provided. Moreover, the experimental results are compared to the model obtained by data reduction analysis.
Experimental characterization has been carried on by the experimental rig described in Chapter 3. Heat transfer performance of each sample is reported as function of the heated edge, average velocity based Reynolds number $Re_L = vL/\nu$, defined in Chapter 3.

In Fig. 4.4, the convective heat transfer coefficient of all samples is reported in terms of $Nu_L/Pr^{0.33}$, where $Nu_L$ and $Pr$ are respectively the dimensionless Nusselt and Prandtl numbers, defined in Chapter 3. In Fig. 4.5, thermal transmittances $Tr = hA$ of samples are shown. In both Fig. 4.4 and Fig. 4.5, the experimental characterization of a reference flat sample (i.e. without protrusion) is reported. The model is obtained by data reduction analysis discussed in the following. Finally, in Fig. 4.6, the results in
4.3. Experimental characterization and data reduction

terms of quantity $Tr/V$ are reported. Error bars reported in Figs. 4.4, 4.5, 4.6 are estimated according to the methodology discussed in Chapter 3. It is worth to mention samples, with the same protruded patterns presented in Section 4.2, have been also fabricated by direct metal laser sintering (DMLS). Preliminary experiments, aiming to characterize these samples, revealed thermal performance of each sample by DMLS was similar than counterpart by milling. Hence the complete experimental characterization has been carried on for milled samples only.

![Figure 4.4: Comparison between experimental (symbols) and model (solid lines) results in terms of $Nu_L/Pr^{0.33}$ (See Ref. [7]).](image)

In the following, a model able to predict the convective thermal transmittance of a generic DPP heat sink as a function of model parameters $\{\lambda_p, A_n, V_{AY_0}\}$ and fluid flow regime, namely $Re_L$, is presented. The model is based on data reduction on the experimental measurements of $Tr$. A reference Reynolds number is defined:

$$Re_{L,R} = 10^4,$$  \hspace{1cm} (4.8)

while $Tr$ is modeled as the product of two functions:
Figure 4.5: Comparison between experimental (symbols) and model (solid lines) results in terms of \( Tr \) (See Ref. [7]).

\[ Tr = g Tr_R. \]  

(4.9)

In Eq. 4.9, \( Tr_R \) is the transmittance value at the reference Reynolds number, which is expected to depend on the model parameters \( \{ \lambda_p, \frac{A}{A_n}, \frac{V}{AY_0} \} \). On the other hand, \( g \) accounts for thermal transmittance as we move away from the reference flow regime, and it is modeled as a function of \( \frac{H}{Y_0} = \frac{H}{Y_0} \left( \lambda_p, \frac{A}{A_n}, \frac{V}{AY_0} \right) \) and Reynolds number ratio \( Re_L/Re_{L,R} \).

The quantity \( Tr_R \) can be split into \( Tr_R = Tr_R^0 + \Delta Tr_R \), where \( Tr_R^0 \) is the transmittance of flat surface at the reference Reynolds number, while \( \Delta Tr_R \) is the additional transmittance due to the presence of DPP on the heat sink. Consequently, \( Tr_R \) can be modeled as:

\[ Tr_R = Tr_R^0 + V \frac{\Delta Tr_R}{V}. \]  

(4.10)

In this form, \( V \) represents the amount of additional raw material needed to manufacture the protruded pattern, while the parameter \( \Delta Tr_R/V \) represents the enhancement in thermal transmittance of the device achieved per unit volume. \( \Delta Tr_R/V \) is modeled by a second order polynomial function as:
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Figure 4.6: Comparison between experimental (symbols) and model (solid lines) results in terms of $Tr/V$ (See Ref. [7]).

\[
\frac{\Delta T_{tr}}{V} = c_1 \lambda^p + c_2 \frac{A}{A_n} + c_3 \frac{V}{AY_0} + c_4 \lambda^p + c_5 \frac{A}{A_n}^2 + c_6 \frac{V}{AY_0}^2 + c_7 \lambda^p \frac{A}{A_n} + c_8 \lambda^p \frac{V}{AY_0} + c_9 \frac{A}{A_n} \frac{V}{AY_0},
\]

(4.11)

where the superscript $\hat{}$ indicates the normalized model parameters, obtained as:

\[
\begin{align*}
\lambda^p &= \frac{\lambda^p_{avr}}{\lambda^p_{avr}}, \\
\frac{A}{A_n} &= \frac{A_{avr}}{A_{avr}}, \\
\frac{V}{AY_0} &= \frac{V_{avr}}{V_{avr}},
\end{align*}
\]

(4.12)

\[
(\lambda^p)_{avr} = \frac{1}{9} \sum_{i=1}^{9} (\lambda^p)_i,
\]

\[
\left( \frac{A}{A_n} \right)_{avr} = \frac{1}{9} \sum_{i=1}^{9} \left( \frac{A}{A_n} \right)_i,
\]

\[
\left( \frac{V}{AY_0} \right)_{avr} = \frac{1}{9} \sum_{i=1}^{9} \left( \frac{V}{AY_0} \right)_i.
\]
Subscript $i$ in equation above denotes the $i$-th sample.

The vector $\{C\} = \{c_1, c_2, c_3, c_4, c_5, c_6, c_7, c_8, c_9\}$ collects all the model coefficients, which are obtained by a regression procedure from the experimental data (see Appendix B for further details). In particular, from the data regression, $c_1 = -0.0003$, $c_2 = +0.0010$, $c_3 = -0.0003$, $c_4 = -0.0013$, $c_5 = -0.0011$, $c_6 = -0.0073$, $c_7 = -0.0041$, $c_8 = +0.0067$, $c_9 = +0.0076$ are obtained.

The function $g = \frac{Tr}{Tr_R}$ is modeled as:

$$g = \left(\frac{Re_L}{Re_{L,R}}\right)^B = \left(\frac{Re_L}{10^4}\right)^B,$$

where $B = B\left(\frac{H}{Y_0}\right)$ is computed as:

$$B = \log\frac{Re_L}{10^4} \frac{Tr}{Tr_R}. \quad (4.14)$$

From the tested samples, ten experimental values of $B$ are available for data regression. Considering a least mean squares fitting procedure, results are best fitted by:

$$B = d_1 \left(\frac{H}{Y_0}\right)^{d_2} \exp\left(-d_3\frac{H}{Y_0}\right) + d_4, \quad (4.15)$$

where the fitting parameters $d_1$, $d_2$, $d_3$, $d_4$ assume the values 0.003316, 2.3, 0.1039 and 0.66, respectively. In Fig. 4.7, the comparison between experimental values of $B$ and the corresponding analytical model described by Eq. 4.15 is shown.

The proposed model reveals an excellent agreement with experimental data, as shown in Figs. 4.4, 4.5, 4.6.
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Figure 4.7: Comparison between experimental values of $B$ and the best fitted analytical model (See Ref. [7]).

Finally, dimensionless fin parameter $ml$ is introduced, where $l$ is the protrusion height $H$ defined in Table 4.3, and $m$ is defined as [38]:

$$m = \left( \frac{4h}{\lambda_{Cu}d} \right)^{0.5},$$

(4.16)

where $\lambda_{Cu} = 388 \text{ W/m/K}$ is the thermal conductivity of copper.

4.4. Thermal fluid-dynamics features of micro-protruded patterns

In the following, the experimental results presented in Section 4.3 are interpreted, and the main thermal fluid-dynamic features of diamond micro-protruded patterns discussed.

Before proceeding further, it is worth of note that the fin efficiency plays negligible role in convective heat transfer of the considered diamond micro-protruded patterns. In fact, here the temperature gradient along the protrusions length is very small. To prove this, for each protrusion $ml$ is
calculated by Eq. 4.16 considering \( h = h_{max} = 200 \text{ W/m}^2/\text{K} \), i.e. the maximum convective heat transfer coefficient experimentally measured. As a result, the fin efficiency is higher than 98% in all the considered samples, hence its effect is negligible.

The parameter \( \lambda_p \) plays a key role in controlling the condition of fluid stagnation and, consequently, the convective heat transfer coefficient. As shown in Fig. 4.4, samples characterized by low \( \lambda_p \) (i.e. #1, #2 and #3) experience larger values of \( Nu_L/Pr^{0.33} \) than samples with higher \( \lambda_p \) (i.e. #6, #7, #8 and #9). Focusing on sparse patterns (low \( \lambda_p \)) it can be noticed that \( H \) significantly influences \( Nu_L/Pr^{0.33} \), which monotonically increases with \( H \). This is due to the fact that higher protrusions are able to penetrate deeper in the fluid boundary layer, hence they are flushed by stronger flow field (see Fig. 4.4). This phenomenon allows to achieve a huge increase in convective heat transfer: the sample with the highest protrusions (sample #3) experiences an enhancement in \( Nu_L/Pr^{0.33} \), almost constant over the entire range of \( Re_L \) under study, up to 150% as compared to flat surfaces, while \( Tr \) increases up to 700%. On the other hand, by increasing the density of patterns (i.e. increasing \( \lambda_p \)), fluid stagnation takes place and consequently \( Nu_L/Pr^{0.33} \) decreases. In particular, very high density patterns, can experience values of \( Nu_L/Pr^{0.33} \) even lower than flat surface (see sample #6, #7, #8 and #9). In Fig. 4.8, the influence of \( \lambda_p \) on \( Nu_L/Pr^{0.33} \) is shown. Here, a comparison of nine experimental points with an exponential-based fitting curve is reported. This clearly demonstrates that \( \lambda_p \) plays a significant role: \( Nu_L/Pr^{0.33} \) monotonically decreases with increasing \( \lambda_p \), even though this result is limited to the range of \( \lambda_p \) considered in this work. The latter experimental evidence underlay a phenomenon very similar to the one of bypass flow experienced by unshrouded heat sinks and described in Section 2.2: If heat sink package became too dense (i.e. \( \lambda_p \) increases) air flows avoid to pass through fins (i.e. protrusions), resolving in a reduction of convective heat transfer.

In all the tested samples, \( H/Y_0 \) plays a key role in determining how the fluid flow regime, i.e. \( Re_L \), influences the thermal transmittance. In particular, Fig. 4.7 suggests that an optimal value of \( H/Y_0 \) exists, which lies in the range \( 10 < H/y_0 < 40 \), where protrusions are at least twice the viscous sub-layer height (\( \approx 5 y_0 \) according [88]), but still short enough to remain in the viscous wall region (\( \leq 50 y_0 \) according [88]). Being \( y_0 \) inversely proportional to the Reynolds number (according Eq. 4.7) the optimal height \( H \) is expected to be function (monotonically decreasing) of the Reynolds number too. This is confirmed by experimental results: Being \( Tr/V \) the pa-
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In this section, an automatic methodology for thermal optimization of diamond micro-protruded patterns for heat sinks is presented. In addition, the algorithm is implemented and applied to a real case study and results are reported and discussed.

Figure 4.8: Influence of $\lambda_p$ on $Nu_L/Pr^{0.33}$ (See Ref. [7]).

Parameter to maximize, and focusing on the three samples characterized by the lowest values of $\lambda_p$ (hence the highest convective heat transfer coefficient), it could be noticed in Fig. 4.6 that in the low Reynolds number range ($0.3 \times 10^4 < Re_L < 0.9 \times 10^4$) the sample #3 (with the highest value of $H$), experiences the highest $Tr_V$. In the intermediate Reynolds number range ($0.9 \times 10^4 < Re_L < 1.4 \times 10^4$), the sample #2 (with the intermediate $H$, among the three ones) experiences the highest $Tr_V$. Finally, in the high Reynolds number range ($1.4 \times 10^4 < Re_L < 1.7 \times 10^4$), the sample #1 (with the lowest $H$) experiences the highest $Tr_V$. Consequently, The optimal configuration depends on $Re_L$. 

Input parameters of the algorithm are the heat sink working conditions, namely Reynolds number $Re_{L,W}$, heat flux to be removed $Q_w$ and the temperature difference between heat sink and cooling fluid $\Delta T_W$. As a result, the automatic optimization algorithm provides geometrical configurations, (in terms of $\{\lambda_p, \frac{A}{A_n}, \frac{V}{A_Y}\}$ or equivalently $\{H, d, p\}$) that maximize $Tr_W$ (namely the thermal transmittance per unit of production cost), while guarantee $Tr = Tr_W = \frac{Q_w}{\Delta T_W}$.

The proposed algorithm considers all the possible configurations, i.e. parameter combinations $\{\lambda_p, \frac{A}{A_n}, \frac{V}{A_Y}\}$, within the parameter range investigated by experiments (where data regression is proved to be valid). For each configuration, the algorithm calculates the corresponding values of $V$ and $Tr$ through the model provided by data regression (Eq. 4.9). Among all the possible configurations, the algorithm retains the ones that guarantee $Tr = Tr_W$ and discard the others. Finally, among the retained configurations, the one characterized by the minimum value of $V$ is chosen. In particular, the parameter space (i.e. the possible DPP configurations) is numerically explored as follows: Each parameter can assumes 20 possible discrete values, by uniformly partitioning the parameter range. Then, the algorithm calculates the value of $Tr$ associated to each of the $20^3 = 8000$ possible DPP configurations (i.e. possible combination of the 3 model parameters). $Tr_W$ is compared to the value of $Tr$ for each configuration, and configurations that match $Tr_W$ with a tolerance of 5% are retained.

As discussed in section 2.4 heat transfer devices typically includes both thermal transmittances and pressure losses, hence optimization problems usually deal with efficiency parameters that consider both the aforementioned phenomena, e.g. aerothermal efficiency $\eta_A$ defined in Section 2.4. In this work, the effects of protruded patterns on pressure losses are neglected, because this study is focused on applications where these effects are not significant. Nevertheless, it is worth to stress that the methodology presented in this work could be extended to a more general case, by simply substituting $\frac{Tr_W}{V}$ (thermal performances per unit of production cost) with $\eta_A$ as the parameter to be maximized, as described in Section 2.4.

As a real case study, the developed algorithm is used to perform thermal optimization of DPP heat sink, i.e. maximum transmittance per unit of production costs, for three different Reynolds numbers, namely $Re_L = 0.5 \times 10^4, 10^4$ and $1.5 \times 10^4$, and with a range of transmittance values: $0.02 < Tr_W < 0.1 \text{ W/K}$. In Tables 4.4, 4.5, and 4.6 the optimal geometrical parameters of DPP heat sinks for different $Tr$ are reported.
in the case of $Re_L = 0.5 \times 10^4, 10^4$ and $1.5 \times 10^4$, respectively. It is worth of note that for $Re_L = 0.5 \times 10^4$ the maximum transmittance is $Tr = 0.045 \, W/K$, because the parameter space explored in the optimization process is limited to the one investigated by experiments. Fig. 4.9 summarizes results of that case study: on the abscissa is reported DPP volume $V$, namely the production cost index, while on the ordinate the maximum (hence optimal) thermal transmittance $Tr_{max}$ achieved for the three Reynolds numbers under exam is shown. It can be noticed that the volume, and consequently the production cost of the device, increases by decreasing $Re_L$ (worst convective heat transfer). In Table 4.7 optimal designs obtained by imposing $Tr_W = 0.03 \, W/K$ for the three different $Re_L$ are compared. It is worth of note that optimal values of $H$ chosen by optimization algorithm are such that the corresponding ratio $H/y_0$ lies in the range $30 \div 35$. This result strengthen the hypothesis, exposed in Section 4.4, of the existence of an optimal value of $H/y_0$ lying in the range $10 < H/y_0 < 40$. Finally, it is interesting to compare the configurations obtained from the optimization algorithm with the nine tested samples. Focusing on reference flow conditions ($Re_{L,R} = 10^4$), Fig. 4.6 shows that sample #2 has the best value of transmittance per production costs unit (i.e. highest $Tr/V$) among the tested samples, being characterized by $Tr = 0.044 \, W/K$ and $V = 47.7 \, mm^3$. Instead, As shown in Fig. 4.9 and Tab. 4.5, the optimal configuration found by the algorithm allows to achieve $Tr = 0.092$ with the same amount of material, i.e. at fixed production costs. Therefore, this example shows that the presented thermal optimization procedure would allow to achieve a 110 % enhancement in the thermal transmittance of the best performing tested sample, while keeping production costs unchanged.
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Figure 4.9: Case study results: Optimal thermal transmittance versus DPP volume (See Ref. [7]).

Table 4.4: Optimal design parameters for $0.02 < Tr < 0.045 \text{ [W/K]}$ and $Re_L = 0.5 \times 10^4$ (See Ref. [7]).

<table>
<thead>
<tr>
<th>H [mm]</th>
<th>d [mm]</th>
<th>p [mm]</th>
<th>$\lambda_p$ [-]</th>
<th>$\frac{A}{A_n}$ [-]</th>
<th>$\frac{V}{AY_0}$ [-]</th>
<th>$Tr$ [W/K]</th>
<th>$V$ [mm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.77</td>
<td>0.59</td>
<td>1.64</td>
<td>0.13</td>
<td>2.55</td>
<td>1.79</td>
<td>0.020</td>
<td>28.31</td>
</tr>
<tr>
<td>2.03</td>
<td>0.64</td>
<td>1.77</td>
<td>0.13</td>
<td>2.66</td>
<td>1.98</td>
<td>0.026</td>
<td>32.58</td>
</tr>
<tr>
<td>2.30</td>
<td>0.64</td>
<td>1.77</td>
<td>0.13</td>
<td>2.87</td>
<td>2.07</td>
<td>0.031</td>
<td>36.83</td>
</tr>
<tr>
<td>2.55</td>
<td>0.61</td>
<td>1.69</td>
<td>0.13</td>
<td>3.18</td>
<td>2.07</td>
<td>0.037</td>
<td>40.88</td>
</tr>
<tr>
<td>2.81</td>
<td>0.58</td>
<td>1.62</td>
<td>0.13</td>
<td>3.50</td>
<td>2.07</td>
<td>0.042</td>
<td>44.94</td>
</tr>
<tr>
<td>2.93</td>
<td>0.61</td>
<td>1.69</td>
<td>0.13</td>
<td>3.50</td>
<td>2.17</td>
<td>0.045</td>
<td>46.98</td>
</tr>
</tbody>
</table>
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Table 4.5: Optimal design parameters for $0.02 < Tr < 0.1$ [W/K] and $Re_L = 10^4$ (See Ref. [7]).

<table>
<thead>
<tr>
<th>H [mm]</th>
<th>d [mm]</th>
<th>p [mm]</th>
<th>$\lambda_p$ [-]</th>
<th>$\frac{A}{A_n}$ [-]</th>
<th>$\frac{V}{AY_0}$ [-]</th>
<th>Tr [W/K]</th>
<th>V [mm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.18</td>
<td>0.87</td>
<td>2.40</td>
<td>0.13</td>
<td>1.71</td>
<td>1.79</td>
<td>0.020</td>
<td>19.0</td>
</tr>
<tr>
<td>1.69</td>
<td>0.61</td>
<td>1.69</td>
<td>0.13</td>
<td>2.45</td>
<td>1.79</td>
<td>0.038</td>
<td>27.1</td>
</tr>
<tr>
<td>2.17</td>
<td>0.57</td>
<td>1.58</td>
<td>0.13</td>
<td>2.97</td>
<td>1.88</td>
<td>0.056</td>
<td>34.7</td>
</tr>
<tr>
<td>2.55</td>
<td>0.61</td>
<td>1.69</td>
<td>0.13</td>
<td>3.18</td>
<td>2.07</td>
<td>0.073</td>
<td>40.9</td>
</tr>
<tr>
<td>2.93</td>
<td>0.61</td>
<td>1.69</td>
<td>0.13</td>
<td>3.50</td>
<td>2.17</td>
<td>0.091</td>
<td>47.0</td>
</tr>
<tr>
<td>3.19</td>
<td>0.66</td>
<td>1.84</td>
<td>0.13</td>
<td>3.50</td>
<td>2.35</td>
<td>0.100</td>
<td>51.1</td>
</tr>
</tbody>
</table>

Table 4.6: Optimal design parameters for $0.02 < Tr < 0.1$ [W/K] and $Re_L = 1.5 \times 10^4$ (See Ref. [7]).

<table>
<thead>
<tr>
<th>H [mm]</th>
<th>d [mm]</th>
<th>p [mm]</th>
<th>$\lambda_p$ [-]</th>
<th>$\frac{A}{A_n}$ [-]</th>
<th>$\frac{V}{AY_0}$ [-]</th>
<th>Tr [W/K]</th>
<th>V [mm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.59</td>
<td>1.08</td>
<td>2.25</td>
<td>0.13</td>
<td>1.50</td>
<td>1.79</td>
<td>0.020</td>
<td>16.6</td>
</tr>
<tr>
<td>1.33</td>
<td>0.75</td>
<td>2.08</td>
<td>0.13</td>
<td>1.92</td>
<td>1.79</td>
<td>0.038</td>
<td>21.3</td>
</tr>
<tr>
<td>1.62</td>
<td>0.63</td>
<td>1.74</td>
<td>0.13</td>
<td>2.34</td>
<td>1.79</td>
<td>0.056</td>
<td>26.0</td>
</tr>
<tr>
<td>1.84</td>
<td>0.58</td>
<td>1.60</td>
<td>0.13</td>
<td>2.66</td>
<td>1.79</td>
<td>0.073</td>
<td>29.5</td>
</tr>
<tr>
<td>2.13</td>
<td>0.53</td>
<td>1.48</td>
<td>0.13</td>
<td>3.08</td>
<td>1.79</td>
<td>0.091</td>
<td>34.1</td>
</tr>
<tr>
<td>2.24</td>
<td>0.56</td>
<td>1.56</td>
<td>0.13</td>
<td>3.08</td>
<td>1.88</td>
<td>0.100</td>
<td>35.9</td>
</tr>
</tbody>
</table>
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Table 4.7: Optimal design parameters for $Tr = 0.03 \, W/K$ at three different Reynolds numbers (See Ref. [7]).

<table>
<thead>
<tr>
<th>$Re_L$</th>
<th>Isometric view</th>
<th>Side view</th>
<th>Top view</th>
<th>$H$</th>
<th>$y_0$</th>
<th>$H/y_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\text{mm}]$</td>
<td>$[\text{mm}]$</td>
<td>$[-]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5 $\times$</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{isometric.png} \end{figure}</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{side.png} \end{figure}</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{top.png} \end{figure}</td>
<td>2.3</td>
<td>0.076</td>
<td>30</td>
</tr>
<tr>
<td>$10^4$</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{isometric.png} \end{figure}</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{side.png} \end{figure}</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{top.png} \end{figure}</td>
<td>1.48</td>
<td>0.041</td>
<td>35</td>
</tr>
<tr>
<td>1.5 $\times$</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{isometric.png} \end{figure}</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{side.png} \end{figure}</td>
<td>\begin{figure}[h] \includegraphics[width=0.3\textwidth]{top.png} \end{figure}</td>
<td>1.07</td>
<td>0.029</td>
<td>36.5</td>
</tr>
</tbody>
</table>

4.6. Discussion

Diamond shaped micro-protruded patterns to enhance convective heat transfer have been investigated in this Chapter. Two main goals are achieved:

- The effect of geometrical parameters and fluid-dynamic scales on convective heat transfer phenomenon are illustrated.

- A methodology suited for the thermal optimization of diamond micro-protruded patterns, fabricated by "not subtractive" techniques (e.g. AM), is proposed and implemented.
Concerning the effect of geometrical parameters and fluid-dynamic scales, $Nu_L/Pr^{0.33}$ exhibits a decreasing trend with increasing $\lambda_p$. In particular, All DPPs characterized by $\lambda_p > 0.33$ clearly show a heat transfer coefficient lower than the flat case (i.e. no protrusions), due to fluid stagnation. Concerning sparse patterns (low $\lambda_p$), it is proved that $H$ plays a key role, namely the dimensionless group $Nu_L/Pr^{0.33}$ monotonically increases with $H$. In fact, DPP #3, characterized by low $\lambda_p$ and the highest $H$ among all the tested samples, shows the maximum enhancement in $Nu_L/Pr^{0.33}$ and $Tr$, up to 150 % and 700 %, respectively. This is due to the fact that high protrusions are able to penetrate deeper in the fluid boundary layer. On the other hand, experimental evidence and optimization procedure suggest the maximum $Tr/V$, i.e. thermal transmittance per unit of production costs, is reached when $H/y_0 = 30 \div 35$.

A novel methodology is developed for thermal optimization of diamond micro-protruded patterns for heat sinks. An automatic algorithm based on this methodology is implemented and tested. Provided the heat sink working conditions, an optimization procedure is suggested that calculates the optimal geometrical configuration ensuring the required thermal performances while maximizing the thermal transmittance per unit of production costs. Comparing a representative commercial micro-protrusion patterned heat sink with the optimal configuration determined by the algorithm, the second achieves an enhance in thermal performance per unit production cost up to 73% (refer to Appendix C for details). This demonstrates that the proposed methodology may lead to significant improvement in heat transfer performances, while keeping unchanged the production costs. The proposed optimization methodology has rather a general validity, and can be extended to different micro-protruded or micro-structured patterns, especially if manufactured by "not subtractive" techniques (e.g. Additive manufacturing). Moreover, this methodology can be easily extended in order to deal with operational costs too (i.e. pressure drops induced by heat sink), by simply substituting $\eta_A$ to $Tr/V$ as objective function to be maximized.

It is worth to mention samples, with the same geometrical features of the ones presented in this Chapter, have been fabricated in aluminum alloy by direct metal laser sintering (DMLS) too. The latter is an additive manufacturing (AM), i.e. "not subtractive", technique. Preliminary test revealed each sample by DMLS experienced similar thermal performances than counterpart by milling. In the next Chapter peculiarities of DMLS are further investigated. In particular, artificial roughness by DMLS is optimized to obtain convective heat transfer performances superior than
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milled counterparts.
5. Rough surfaces with enhanced heat transfer by direct metal laser sintering

In Chapter 4 diamond protruded patterns (DPPs) produced by both additive manufacturing (AM) and milling have been fabricated and convective heat transfer coefficient has been measured by mean of experimental rig described in Chapter 3. In particular, AM samples have been manufactured in aluminum alloy by direct metal laser sintering (DMLS). Thermal characterization reveals DPPs produced by AM have similar performance than milled ones. Nevertheless, AM allows heat transfer performances higher than traditional manufacturing techniques, when its peculiarities are properly exploited. Aiming to unveil potentiality of AM in heat transfer, in this Chapter different rough surfaces obtained by DMLS are fabricated and thermally characterized. In fact, surface roughness of parts fabricated by DMLS can be tuned by controlling DMLS process parameters. As a result, convective heat transfer enhancement up to 73%, compared with smooth surfaces by milling, is demonstrated. Contents of this Chapter can be also found in [3].

5.1. Motivations

Additive manufacturing (AM) techniques (often referred to as layer manufacturing or rapid prototyping) allow to build highly complex components from a three-dimensional computer-aided design (CAD) model without part-specific tooling [90]. Selective Laser Melting (SLM) (also referred to as direct metal laser sintering - DMLS) is an AM process where a laser source selectively scans a powder bed according to the CAD-data of the part to be produced. The high intensity laser beam makes it possible to completely melt and fuse the metal powder particles together to obtain almost fully dense parts. Successive layers of metal powder particles are
melted and consolidated on top of each other resulting in near-net-shaped parts [90]. Research in recent years has identified the potential of this process to build metallic components that can act as functional prototypes. The ability of SLM to produce complex three-dimensional structures with features that would be difficult if not impossible to manufacture using conventional methods has been already explored for building heat sinks [91], as well as miniature heat exchangers and radiators [39]. Moreover, with the proper choice of input conditions, DMLS can build full dense parts with mechanical properties equivalent or even superior to those of parts produced by conventional manufacturing [92, 93]. Finally, the surface morphology of these parts can also be tuned, in order to produce artificial roughness with some desired features.

The Chapter is organized as follows. Samples manufacturing methodology is discussed in detail in Section 5.2; Morphological and radiative characterization of rough surfaces is reported in Section 5.3; Experimental data on convective heat transfer measurements are discussed in Section 5.4. Finally, in Section 5.5, conclusions are drawn.

5.2. Rough surfaces by direct metal laser sintering (DMLS)

Current state-of-the-art DMLS techniques allow to produce bulk object without significant porosity. Using optimized process parameters is possible to obtain a residual porosity below 0.8% [93]. Due to its versatility in terms of both materials and shapes, the main advantage of DMLS is to produce metal complex-shaped components in one step. In the present study, all samples are made of AlSiMg alloy supplied by EOS GmbH. The above alloy comes as a powder, whose element shape, dimensions, size distribution (with volume assumption), chemical composition and percentage in weight were assessed in a previous work [93]. The aluminum alloy specimens were prepared by DMLS with an EOSINT M270 Xtended version. In this machine, a powerful Yb (Ytterbium) fiber laser system in an Argon atmosphere is used to melt powders.

DMLS process starts with the creation of a three-dimensional CAD-model of an object. Then the model is converted to a STL file format. This file defines optimal building direction of the physical object and it is based on small triangles, which determine the accuracy and contours of the whole
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object. Then, the support structures are generated and subsequently, together with the STL model, are sliced into horizontal layer of 30 $\mu m$ thickness. These SLI format files are then transferred to the computer of the DMLS machine, which now has the necessary information to build up each layer. The essential operation in the DMLS process is the laser beam scanning over the surface of a thin powder layer previously deposited on a substrate. The forming process goes along the scanning direction of the laser beam. Each cross-section (layer) of the part is sequentially filled with elongated lines (vectors) of molten powder. The quality of a part produced by this technology depends strongly on the quality of each single vector and each single layer. Identification of the optimal process parameters of laser power, scanning speed and hatching distance is a crucial task because these parameters happen to be the most influential on the parts characteristics: surface quality, porosity, hardness and mechanical properties [9].

Accuracy and part surface quality has become the focus of AM community with the increased requirement of prototyped functional parts, enhanced material properties for strength and dimensional tolerance comparable to conventionally producible parts. Since the whole object is manufactured starting from tessellation of a 3D CAD model, the contour of a DMLS part is a stepped approximation of the contour of the nominal CAD model. As a result of this, all parts manufactured by AM processes exhibit a staircase effect. The uniform slicing procedure directly affects the extent of the staircase effect that appears especially along inclined planes and curved surfaces. As the inclination angle is reduced or the layer thickness is increased, the stair-effect becomes more pronounced. When the slicing thickness is thinner, the staircase is smaller and the surface will be smoother. The error associated with the staircase effect can be quantified.

![Figure 5.1: (a) Staircase effect on the DMLS model; (b) Building orientation (See Ref. [3]).](image)

by considering the cusp height in Figure 5.1(a) which is the maximum distance between the nominal part boundary and the boundary of the part produced by DMLS. In any building orientation, the part is defined with its base on the $xy$-plane, the building direction along the $z$ axis and the angle $\vartheta$ defined as the angle between the vector normal to the face ($n$) and the slicing direction ($k$) - see Figure 5.1(b). When the intersection angle $\vartheta$ is equal to or less than the critical value, the region needs adding support. The need to improve the surface finish of the parts produced by DMLS has led to a variety of researches on reducing of the staircase effect on inclined and curved surfaces and on the choice of the process parameters. In this study, starting from the results obtained previously on the optimization of process parameters on surface finish of AlSiMg sample produced by DMLS [9], values which can modify and increase the surface roughness were chosen. Samples dimension were $11.1 \times 11.1 \times 5$ mm and they were orientated with angles from $90^\circ$ to $0^\circ$. The parts with angles from $40^\circ$ to $30^\circ$ show a higher surface roughness due to the staircase effect.

Table 5.1: Thermal properties of parts [12]. Heat treatment (last column) by annealing process for 2 h at 573 K for stress relieve (See Ref. [3]).

<table>
<thead>
<tr>
<th></th>
<th>As built</th>
<th>Heat treated</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thermal conductivity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- in horizontal direction</td>
<td>$103 \pm 5 \text{ W/m/K}$</td>
<td>$173 \pm 10 \text{ W/m/K}$</td>
</tr>
<tr>
<td>- in vertical direction</td>
<td>$119 \pm 5 \text{ W/m/K}$</td>
<td>$175 \pm 10 \text{ W/m/K}$</td>
</tr>
<tr>
<td><strong>Specific heat capacity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- in horizontal direction</td>
<td>$920 \pm 50 \text{ J/kg/K}$</td>
<td>$890 \pm 50 \text{ J/kg/K}$</td>
</tr>
<tr>
<td>- in vertical direction</td>
<td>$910 \pm 50 \text{ J/kg/K}$</td>
<td>$900 \pm 50 \text{ J/kg/K}$</td>
</tr>
</tbody>
</table>

However, a higher surface roughness should not be detrimental concerning the residual sub-surface porosity, otherwise the heat transfer performance may be negatively affected. To avoid such effect, the laser speed on the surface and sub-surface region must be kept as constant as possible. This is not trivial because during scanning a certain time is needed to accelerate the mirrors to the desired speed. This is due to inertia of mirrors used for scanning. During this time, the laser beam moves at a non constant speed: hence more energy is applied at the edges of the part than in the bulk. To avoid this situation, the mirror is accelerated already before the start of the part so that it has reached the desired speed before the beginning of exposure (skywriting option in EOS GmbH technology). This strategy
5.2. Rough surfaces by direct metal laser sintering (DMLS)

proved to be effective for building the present samples with extremely low porosity (see Fig. 5.5). Low porosity ensures very good thermal properties of parts, which can be improved even further by heat treatment, as shown in Table 5.1.

![Sample Images](image1.png)

Figure 5.2: Tested samples made of AlSiMg alloy by direct metal laser sintering (DMLS): (a) sample #1, average roughness $R_a = 16 \, \mu m$; (b) sample #2, $R_a = 24 \, \mu m$; (c) sample #3, $R_a = 43 \, \mu m$; (d) sample #4, finned surface, roughly $R_a = 22 \, \mu m$ as average on both sides (See Ref. [3]).

After being manufactured and removed from the building platform, five parallelepiped facets are milled in order to fit into the convective heat sensor presented in Chapter 3. The remaining sample facet maintains the original roughness due to the DMLS manufacturing and it will be named rough surface in the following description. The first three samples are characterized by flat rough surfaces, see subplots (a, b, c) in Fig. 5.2. In the fourth sample, see subplot (d) in Fig. 5.2, the rough surface has an additional orthogonal fin of size $11.1 \times 10 \times 2 \, mm$, in order to explore finned surfaces as well. Finally, the fifth sample, see Fig. 5.3, is obtained by milling both horizontal surfaces and fin half sides of the fourth sample. For convenience, the tested samples (reported in Fig. 5.2) are identified by the standard average roughness $R_a$. However, a more sophisticated surface characterization (with respect to $R_a$) will be discussed in the following section. Those samples were obtained by varying the angle between the rough surface and the hatching DMLS plane in order to explore the impact of this parameter on the surface morphology and consequently on the thermal performances.

Figure 5.4 shows the angle of construction of the samples, the process parameters used for rough surface and the average roughness obtained.
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Figure 5.3: Example of 3D optical scan of sample #5 made by milling both horizontal surfaces and fin half sides, after testing sample #4. The other physical dimensions remain the same (See Ref. [3]).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Parameters</th>
<th>$P$ [W]</th>
<th>$v$ [mm/s]</th>
<th>$r_{\text{angle}}$ [degree]</th>
<th>$R_a$ [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td></td>
<td>190</td>
<td>800</td>
<td>90</td>
<td>16</td>
</tr>
<tr>
<td>#2</td>
<td></td>
<td>155</td>
<td>1000</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>#3</td>
<td></td>
<td>150</td>
<td>1250</td>
<td>30</td>
<td>43</td>
</tr>
<tr>
<td>#4</td>
<td></td>
<td>80</td>
<td>900</td>
<td>35</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 5.4: Process parameters and orientation in the building platform of the samples produced by DMLS, where $P$ and $v$ are laser power and scan speed, respectively [9] (See Ref. [3]).
5.3. Morphological and radiative characterization of rough surfaces

In this section, a detailed morphological analysis is reported for the tested samples shown in Fig. 5.2. First of all, the samples were characterized by a 3D optical scanner ATOS Compact Scan 2M (GOM GmbH) with the results reported in the subplots (a, c, e) of Fig. 5.6. The latter figures reveal a complex multi-scale morphology (at least for samples #1 and #3), which could be ascribed to the contour parameters used together with the powder adopted. In fact the mean particle diameter ranges from 0.5 to 40 μm, but the small particles are far more (in number) than the bigger ones, thus creating clusters with complex morphology at the micro-metric scale. On the other hand, in sample #2, as described in the previous paragraph,
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Figure 5.6: Surface morphological characterization of flat samples: (a, c, e) by 3D optical scanner referring to the fluid-dynamic plane and (b, d, f) by Field Emission Scanning Electron Microscope; (a, b) sample #1, \( R_a = 16 \mu m \); (c, d) sample #2, \( R_a = 24 \mu m \); (e, f) sample #3, \( R_a = 43 \mu m \) (See Ref. [3]).

the rough surface was parallel to the hatching plane, so associated to different building parameters, and this allows the free metal surface (due to laser melting) to smooth out more homogeneously. It could be noticed that the FESEM images are reported by planar view, thus it is not simple to estimate therein the actual height of the peaks.
In order to make more quantitative analysis, let us introduce the so-called *R-parameters* [94] and the *S-parameters* [95]. First, the arithmetic average height parameter $R_a$ is defined as

$$R_a = \frac{1}{n} \sum_{i=1}^{n} |z_i - z_m|,$$  \hspace{1cm} (5.1)

where $z_i$ is the height of the generic rough surface point $i$-th with respect to the reference plane, $z_m = z_m(s)$ is the least squares mean line of the rough profile (not necessarily constant), $s$ is the generalized coordinate of the profile and $n$ is the number of profile points measured by a rugosimeter. Clearly, the above definition holds under the assumption of homogeneously distributed profile points, as usually occurs in this kind of measurements. Another popular *R-parameter* is given by $R_z$, which is the difference in height between the average of the five highest peaks and the five lowest valleys along the assessment length of the profile. This value is usually larger than $R_p$, which is the maximum height of the linear profile.

Previous parameters have the limitation of referring to a specific profile measured by the rugosimeter and they may lead to inaccurate estimates for the whole surface. Hence the *S-parameters* [95] have been proposed. The arithmetical mean height of the surface $S_a$ has a definition very similar to Eq. (5.1), but now $z_m$ is the least squares mean plane of the rough profile, namely $z_m = z_m(s_1, s_2)$, where $s_1$ and $s_2$ are the two planar generalized coordinates. Similarly, $S_p$ is the maximum height of the peak and $S_q$ is the root mean square height of the surface. Moreover, high order moments are also commonly used. For example, the skewness $S_{sk}$ (third order moment) and the kurtosis $S_{ku}$ (fourth order moment). The sign of $S_{sk}$ indicates the predominance of peaks (i.e. $S_{sk} > 0$) or valley structures ($S_{sk} < 0$) on the surface as compared to a Gaussian distribution ($S_{sk} = 0$). On the other hand, $S_{ku}$ indicates the presence of inordinately high peaks/deep valleys ($S_{ku} > 3$) or lack thereof ($S_{ku} < 3$) making up the texture with respect to a Gaussian distribution ($S_{ku} = 3$). More details can be found in Ref. [95].

Samples in Fig. 5.2 were characterized in terms of the *R-parameters* using a RTP80 instrument (SM instruments) for roughness measurements. On the other hand, the *S-parameters* were computed by applying the standard definitions [95] to the three-dimensional profiles obtained by the optical scanner (where, in order to apply the previous definitions, an interpolated homogeneous mesh was adopted). All results are reported in Table 5.2. The tested sample surfaces show a peak distribution close to a Gaussian,
Table 5.2: Morphological statistical moments of tested samples (see Fig. 5.2): R-parameters ($R_z$ and average $R_a$); S-parameters (maximum $S_p$, average $S_a$, root mean square $S_q$, kurtosis $S_{ku}$ and skewness $S_{sk}$). For sample #4, left and right denote the corresponding sides of the fin. $A_r$ is the roughness surface area and $A$ is the reference planar area (See Ref. [3]).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$R_z$ [µm]</th>
<th>$R_a$ [µm]</th>
<th>$S_p$ [µm]</th>
<th>$S_a$ [µm]</th>
<th>$S_q$ [µm]</th>
<th>$S_{ku}$</th>
<th>$S_{sk}$</th>
<th>$A_r/A$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>79.1</td>
<td>15.8</td>
<td>41</td>
<td>12</td>
<td>15</td>
<td>3.01</td>
<td>0.31</td>
<td>1.1</td>
</tr>
<tr>
<td>#2</td>
<td>132.6</td>
<td>23.5</td>
<td>89</td>
<td>27</td>
<td>34</td>
<td>2.88</td>
<td>0.32</td>
<td>3.4</td>
</tr>
<tr>
<td>#3</td>
<td>237.8</td>
<td>43.0</td>
<td>118</td>
<td>36</td>
<td>45</td>
<td>2.78</td>
<td>0.32</td>
<td>6.9</td>
</tr>
<tr>
<td>#4 (left)</td>
<td>99.5</td>
<td>20.6</td>
<td>38</td>
<td>15</td>
<td>18</td>
<td>2.89</td>
<td>-0.21</td>
<td>-</td>
</tr>
<tr>
<td>#4 (right)</td>
<td>108.8</td>
<td>23.9</td>
<td>67</td>
<td>25</td>
<td>31</td>
<td>2.59</td>
<td>0.12</td>
<td>-</td>
</tr>
</tbody>
</table>

i.e. $S_{ku} \approx 3$ and $S_{sk} \approx 0$. More importantly, the flat surfaces reveal $S_a/S_p \approx 0.3$, while both sides of the fin have $S_a/S_p \approx 0.4$.

Table 5.3: Estimated emissivity of tested samples (see Fig. 5.2): Al refer to milled smooth samples ($R_a \approx 1$ µm) used as reference for computing heat transfer enhancement (See Ref. [3]).

<table>
<thead>
<tr>
<th>Sample (see Fig. 5.2)</th>
<th>$R_a$ [µm]</th>
<th>Real [℃]</th>
<th>Estimated [℃]</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>1</td>
<td>50.5</td>
<td>50.8</td>
<td>0.10</td>
</tr>
<tr>
<td>#1</td>
<td>16</td>
<td>55.5</td>
<td>55.6</td>
<td>0.35</td>
</tr>
<tr>
<td>#2</td>
<td>24</td>
<td>52.5</td>
<td>52.0</td>
<td>0.20</td>
</tr>
<tr>
<td>#3</td>
<td>43</td>
<td>43.9</td>
<td>43.0</td>
<td>0.39</td>
</tr>
</tbody>
</table>

It is well known that roughness can influence the surface emissivity and consequently radiative heat transfer. Since the present study focuses on convective heat transfer only, the contribution due to radiative heat transfer is removed by post-processing the experimental data. To this end, emissivity of surfaces is estimated through methodology described in 3.4.2. The results are reported in Table 5.3. As expected, these data clearly show that the rough samples present higher emissivity compared to the smooth one, although no evident relationship between the emissivity $\epsilon$ and the average roughness $R_a$ was found. The higher emissivities of sample #1 and #3 might be explained by the multi-scale morphology, already pointed out.
by the FESEM analysis (see Fig. 5.6).

5.4. Experimental results

In this section, the experimental data and the measured heat transfer enhancements are reported for the tested samples. The experimental data about convective heat transfer (sample #1, #2 and #3 in Fig. 5.2) are reported in Fig. 5.7 in terms of the Nusselt number $Nu_L$ and the Reynolds number $Re_L$ defined in Chapter 3.

As pointed out in Chapter 3, Maddox & Mudawar [8] worked with a similar setup and already realized that the heating edge is the appropriate length (more than the channel hydraulic diameter) for scaling the experimental results. The latter evidence was later confirmed in Ref. [72]. For this reason, the experimental results are presented in terms of $Nu_L$ and $Re_L$.

![Experimental results diagram]

Figure 5.7: Experimental data about convective heat transfer (sample #1, #2 and #3, see Fig. 5.2). Smooth sample ($Ra \approx 1 \mu m$) with the identical geometry was used as reference (See Ref. [3]).
First of all, and more importantly, the rough surfaces made by direct metal laser sintering (DMLS) show an enhanced convective heat transfer. In particular, even though the average roughness $R_a$ is not the best parameter to scale the heat transfer enhancement (see [3]), as expected the rougher the better. For a more quantitative analysis, the experimental data of the smoothest $R_a \approx 1 \mu m$ reference surface are reported in Table 5.4 and those of the roughest $R_a = 43 \mu m$ sample #3 are reported in Table 5.5. Defining the heat transfer enhancement $E$ as the percentage increase of the rough surface for convective heat transfer with respect to the smoothest reference (assumed representative of milling processes), the sample #3 showed a peak enhancement of 73% and an average of 63%. This enhancement could not be simply explained in terms of effective area increase, as visible in Table 5.2.

### Table 5.4: Experimental data about convective heat transfer for the flat reference, i.e. $R_a \approx 1 \mu m$ (See Ref. [3]).

<table>
<thead>
<tr>
<th>$v$ [m/s]</th>
<th>$Re_L$</th>
<th>$T_s$ [K]</th>
<th>$T_a$ [K]</th>
<th>$\frac{V^2}{R_h}$ [W]</th>
<th>$h$ [W/m²K]</th>
<th>$\frac{Nu_f}{Pr^{1/3}}$</th>
<th>$\sigma_h$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4</td>
<td>$3.49 \times 10^3$</td>
<td>335.0</td>
<td>302.4</td>
<td>0.1271</td>
<td>30.80</td>
<td>26.47</td>
<td>6.55</td>
</tr>
<tr>
<td>4.4</td>
<td>$4.53 \times 10^3$</td>
<td>331.0</td>
<td>302.2</td>
<td>0.1271</td>
<td>35.10</td>
<td>30.17</td>
<td>5.97</td>
</tr>
<tr>
<td>5.4</td>
<td>$5.58 \times 10^3$</td>
<td>327.2</td>
<td>302.2</td>
<td>0.1270</td>
<td>40.58</td>
<td>34.88</td>
<td>5.48</td>
</tr>
<tr>
<td>6.4</td>
<td>$6.66 \times 10^3$</td>
<td>324.2</td>
<td>302.5</td>
<td>0.1270</td>
<td>46.75</td>
<td>40.17</td>
<td>5.14</td>
</tr>
<tr>
<td>7.4</td>
<td>$7.75 \times 10^3$</td>
<td>321.2</td>
<td>301.9</td>
<td>0.1270</td>
<td>52.67</td>
<td>45.27</td>
<td>4.88</td>
</tr>
<tr>
<td>8.4</td>
<td>$8.84 \times 10^3$</td>
<td>319.9</td>
<td>301.4</td>
<td>0.1270</td>
<td>54.95</td>
<td>47.23</td>
<td>4.79</td>
</tr>
<tr>
<td>9.4</td>
<td>$9.94 \times 10^3$</td>
<td>318.2</td>
<td>300.7</td>
<td>0.1269</td>
<td>58.08</td>
<td>49.91</td>
<td>4.69</td>
</tr>
<tr>
<td>9.4</td>
<td>$9.94 \times 10^3$</td>
<td>317.2</td>
<td>300.4</td>
<td>0.1275</td>
<td>60.96</td>
<td>52.39</td>
<td>4.65</td>
</tr>
<tr>
<td>10.5</td>
<td>$1.12 \times 10^4$</td>
<td>316.4</td>
<td>300.4</td>
<td>0.1274</td>
<td>64.24</td>
<td>55.21</td>
<td>4.59</td>
</tr>
<tr>
<td>10.5</td>
<td>$1.12 \times 10^4$</td>
<td>316.5</td>
<td>300.8</td>
<td>0.1273</td>
<td>65.00</td>
<td>55.86</td>
<td>4.58</td>
</tr>
<tr>
<td>11.5</td>
<td>$1.23 \times 10^4$</td>
<td>315.3</td>
<td>300.4</td>
<td>0.1274</td>
<td>68.85</td>
<td>59.17</td>
<td>4.52</td>
</tr>
<tr>
<td>12.4</td>
<td>$1.33 \times 10^4$</td>
<td>314.3</td>
<td>300.4</td>
<td>0.1273</td>
<td>74.19</td>
<td>63.76</td>
<td>4.46</td>
</tr>
<tr>
<td>13.4</td>
<td>$1.44 \times 10^4$</td>
<td>313.3</td>
<td>300.3</td>
<td>0.1273</td>
<td>79.07</td>
<td>67.96</td>
<td>4.42</td>
</tr>
<tr>
<td>14.4</td>
<td>$1.55 \times 10^4$</td>
<td>312.5</td>
<td>300.4</td>
<td>0.1273</td>
<td>84.75</td>
<td>72.83</td>
<td>4.38</td>
</tr>
<tr>
<td>15.4</td>
<td>$1.65 \times 10^4$</td>
<td>312.0</td>
<td>300.5</td>
<td>0.1274</td>
<td>88.97</td>
<td>76.47</td>
<td>4.36</td>
</tr>
</tbody>
</table>
5.4. Experimental results

Table 5.5: Experimental data about convective heat transfer for the sample #3, i.e. $R_a = 43 \mu m$ (See Ref. [3]).

<table>
<thead>
<tr>
<th>$v$ [m/s]</th>
<th>$Re_L$</th>
<th>$T_s$ [K]</th>
<th>$T_a$ [K]</th>
<th>$\frac{V_s^2}{R_h}$ [W]</th>
<th>$h$ [W/m$^2$K]</th>
<th>$\frac{Nu_L}{Pr^{1/3}}$</th>
<th>$\sigma_h$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3</td>
<td>3.39×10$^3$</td>
<td>324.2</td>
<td>303.5</td>
<td>0.1293</td>
<td>47.82</td>
<td>41.10</td>
<td>5.21</td>
</tr>
<tr>
<td>4.4</td>
<td>4.53×10$^3$</td>
<td>321.7</td>
<td>303.5</td>
<td>0.1293</td>
<td>54.87</td>
<td>47.16</td>
<td>4.96</td>
</tr>
<tr>
<td>5.4</td>
<td>5.58×10$^3$</td>
<td>319.2</td>
<td>303.5</td>
<td>0.1292</td>
<td>63.98</td>
<td>54.98</td>
<td>4.78</td>
</tr>
<tr>
<td>6.5</td>
<td>6.77×10$^3$</td>
<td>316.7</td>
<td>303.2</td>
<td>0.1290</td>
<td>74.90</td>
<td>64.37</td>
<td>4.65</td>
</tr>
<tr>
<td>7.3</td>
<td>7.64×10$^3$</td>
<td>315.0</td>
<td>302.8</td>
<td>0.1289</td>
<td>82.66</td>
<td>71.04</td>
<td>4.57</td>
</tr>
<tr>
<td>8.4</td>
<td>8.84×10$^3$</td>
<td>311.1</td>
<td>300.5</td>
<td>0.1280</td>
<td>95.04</td>
<td>81.68</td>
<td>4.52</td>
</tr>
<tr>
<td>9.4</td>
<td>9.94×10$^3$</td>
<td>310.4</td>
<td>300.6</td>
<td>0.1276</td>
<td>102.74</td>
<td>88.30</td>
<td>4.49</td>
</tr>
<tr>
<td>10.4</td>
<td>1.10×10$^4$</td>
<td>309.7</td>
<td>300.4</td>
<td>0.1274</td>
<td>108.93</td>
<td>93.62</td>
<td>4.48</td>
</tr>
<tr>
<td>11.4</td>
<td>1.22×10$^4$</td>
<td>309.1</td>
<td>300.5</td>
<td>0.1273</td>
<td>116.58</td>
<td>100.19</td>
<td>4.47</td>
</tr>
<tr>
<td>12.4</td>
<td>1.33×10$^4$</td>
<td>308.7</td>
<td>300.5</td>
<td>0.1268</td>
<td>121.85</td>
<td>104.72</td>
<td>4.47</td>
</tr>
<tr>
<td>13.4</td>
<td>1.44×10$^4$</td>
<td>308.1</td>
<td>300.4</td>
<td>0.1266</td>
<td>131.37</td>
<td>112.91</td>
<td>4.47</td>
</tr>
<tr>
<td>14.4</td>
<td>1.55×10$^4$</td>
<td>307.8</td>
<td>300.4</td>
<td>0.1264</td>
<td>135.91</td>
<td>116.80</td>
<td>4.47</td>
</tr>
<tr>
<td>15.4</td>
<td>1.65×10$^4$</td>
<td>307.6</td>
<td>300.4</td>
<td>0.1262</td>
<td>139.91</td>
<td>120.24</td>
<td>4.47</td>
</tr>
</tbody>
</table>

Table 5.6: Experimental data about convective heat transfer for the (single) finned reference ($R_a \approx 1 \mu m$, smooth). For computing the average convective heat transfer coefficient and the Nusselt number, the total sample surface area was used (See Ref. [3]).

<table>
<thead>
<tr>
<th>$v$ [m/s]</th>
<th>$Re_L$</th>
<th>$T_s$ [K]</th>
<th>$T_a$ [K]</th>
<th>$\frac{V_s^2}{R_h}$ [W]</th>
<th>$h$ [W/m$^2$K]</th>
<th>$\frac{Nu_L}{Pr^{1/3}}$</th>
<th>$\sigma_h$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4</td>
<td>3.54×10$^3$</td>
<td>315.2</td>
<td>297.9</td>
<td>0.3605</td>
<td>52.85</td>
<td>45.69</td>
<td>3.38</td>
</tr>
<tr>
<td>4.4</td>
<td>4.59×10$^3$</td>
<td>312.4</td>
<td>297.8</td>
<td>0.3601</td>
<td>63.05</td>
<td>54.52</td>
<td>3.02</td>
</tr>
<tr>
<td>5.4</td>
<td>5.66×10$^3$</td>
<td>310.1</td>
<td>297.5</td>
<td>0.3592</td>
<td>73.92</td>
<td>63.91</td>
<td>2.78</td>
</tr>
<tr>
<td>6.4</td>
<td>6.75×10$^3$</td>
<td>308.3</td>
<td>297.4</td>
<td>0.3591</td>
<td>84.92</td>
<td>73.42</td>
<td>2.64</td>
</tr>
<tr>
<td>7.4</td>
<td>7.85×10$^3$</td>
<td>307.0</td>
<td>297.3</td>
<td>0.3587</td>
<td>96.22</td>
<td>83.20</td>
<td>2.56</td>
</tr>
<tr>
<td>8.4</td>
<td>8.96×10$^3$</td>
<td>306.1</td>
<td>297.4</td>
<td>0.3582</td>
<td>106.49</td>
<td>92.07</td>
<td>2.53</td>
</tr>
<tr>
<td>9.4</td>
<td>1.01×10$^4$</td>
<td>305.7</td>
<td>297.6</td>
<td>0.3580</td>
<td>114.77</td>
<td>99.23</td>
<td>2.51</td>
</tr>
<tr>
<td>10.3</td>
<td>1.11×10$^4$</td>
<td>305.4</td>
<td>297.7</td>
<td>0.3576</td>
<td>120.77</td>
<td>104.41</td>
<td>2.50</td>
</tr>
<tr>
<td>11.2</td>
<td>1.21×10$^4$</td>
<td>305.0</td>
<td>297.7</td>
<td>0.3575</td>
<td>129.20</td>
<td>111.70</td>
<td>2.50</td>
</tr>
<tr>
<td>12.5</td>
<td>1.35×10$^4$</td>
<td>304.5</td>
<td>297.8</td>
<td>0.3570</td>
<td>139.55</td>
<td>120.65</td>
<td>2.50</td>
</tr>
<tr>
<td>13.4</td>
<td>1.45×10$^4$</td>
<td>304.3</td>
<td>297.7</td>
<td>0.3662</td>
<td>147.07</td>
<td>127.16</td>
<td>2.49</td>
</tr>
<tr>
<td>14.5</td>
<td>1.58×10$^4$</td>
<td>303.8</td>
<td>297.8</td>
<td>0.3656</td>
<td>159.28</td>
<td>137.72</td>
<td>2.51</td>
</tr>
<tr>
<td>15.4</td>
<td>1.68×10$^4$</td>
<td>303.6</td>
<td>297.7</td>
<td>0.3653</td>
<td>164.01</td>
<td>141.80</td>
<td>2.52</td>
</tr>
</tbody>
</table>
Figure 5.8: Experimental data about convective heat transfer of finned surfaces (sample #4 and #5, see Figs. 5.2 and 5.3). Smooth sample ($R_a \approx 1 \mu m$) with the identical geometry was used as reference. $R_u$ and $R_d$ refer to sample #5 mounted with smooth half fin upstream and downstream, respectively (See Ref. [3]).

Table 5.7: Experimental data about convective heat transfer for the sample #4 ($R_a = 22 \mu m$, maximum roughness). For computing the average convective heat transfer coefficient and the Nusselt number, the total sample surface area was used (See Ref. [3]).
In order to prove that the previous enhancements are not limited to flat surfaces only, some experimental tests were performed with (single) finned rough surfaces as well. The experimental data about convective heat transfer of finned surfaces (sample #4 and #5, see Figs. 5.2 and 5.3) are reported in Fig. 5.8, again in terms of the Nusselt number $N_u L = h L / \lambda$ and $Re L$, where $h$ is the average convective heat transfer coefficient for finned surfaces. For a more quantitative analysis, the experimental data of the smoothest $R_a \approx 1 \mu m$ finned reference surface are reported in Table 5.6 and those of the roughest $R_a = 22 \mu m$ sample #4 are reported in Table 5.7. The heat transfer enhancement is confirmed in this case as well: The sample #4 showed a peak enhancement of 40 % and an average of 35 %. The enhancement is smaller than that the one observed in the case of flat surfaces (roughly half). First, it should be noticed that the roughness parameters for the finned sample #4 are smaller than those of the roughest flat sample #3, as reported in Table 5.2. Second, the fluid-dynamic conditions of the finned sample are completely different than those considered in the previous case: especially the fin tip yields the development of a new velocity boundary layer, superposing with the developing thermal boundary layer.

Further tests were designed to investigate the distribution of convective heat transfer on the latter sample. The fin area is $3/4$ the total convective area. By assuming also that convective heat transfer coefficient on the horizontal surfaces of the smooth finned sample is equal to that on the smooth flat sample, it is possible to find out that convective heat transfer coefficient on fin sides is almost twice than that on horizontal surfaces. Hence it is important to investigate particularly the fin sides. The sample #5 (see Fig. 5.3) was made by milling horizontal surfaces and half of the fin sides of the previous sample #4. Consequently it was tested once by mounting it with smooth half fin upstream and once downstream (corresponding to $R_u^a$ and $R_d^a$ in Fig. 5.8). We found that smoothing (upstream) half of the fin sides the convective heat transfer is almost cut by half as well, confirming that most of the heat transfer is due to the fin. However, mounting the same sample #5 in downstream setup, the heat transfer reduction is even larger: This indicates that rough regions of the fin sides are more effective when farther from the leading edge of the boundary layer.

Finally, it is worth to discuss influence of roughness on friction factor, i.e. pressure drops. As discussed in Chapter 2, heat transfer devices performance criteria usually evaluates both thermal (heat transfer) and fluid-dynamics (pressure drops) performances, in order to guarantee the desired heat transfer rate with minimum operating cost (pumping power).
In this preliminary study, the sole heat transfer performances are measured. Nevertheless, it is possible to estimate friction factor of different flat rough surfaces through the Reynolds analogy (see [38] and Colburn’s relation therein). That links the friction factor with the convective heat transfer, namely \( Nu \propto f \). Under this assumption, it could be easily verified that aerothermal efficiency \( \eta_A \propto (Nu/Nu_{ref})^{2/3} \), suggesting that rough surfaces experiencing enhanced heat transfer could guarantee enhanced aerothermal efficiency, too. The Reynolds analogy was derived under strong simplifying assumptions, which may not be applicable to any rough surface with any possible morphology. However this represents a first step, which requires further experimental verification.

5.5. Discussion

In this Chapter, the potential of the DMLS artificial roughness are experimentally investigate and optimized for convective heat transfer enhancement, in manufacturing flat and finned heat sinks. For rough flat surfaces, a peak of convective heat transfer enhancement of 73\% (63\% on average) is experienced, while, for rough (single) finned surfaces, a peak enhancement of 40\% (35\% on average) is found. Owing to a huge space of process parameters to be explored, the present work can be regarded as a first (but essential) step aiming at unveiling the great potential of DMLS in high efficiency heat transfer devices. Moreover, the presented results can be easily extended to other industrial sectors involving turbulent flows over walls. Please refer to [3] for additional information (e.g. theoretical model). Beyond the possibility to control surface roughness, a popular peculiarity of DMLS is the extreme flexibility in shapes of the fabricated parts. This feature is investigated in the following chapter to design high efficiency heat transfer devices.
6. Pitot tube based heat exchanger by DMLS

Peculiar features of DMLS are possibility to control surface roughness and capability of fabricating complex 3D structured. The first one has been investigated in Chapter 5; The following chapter focuses on the second. Here, a novel heat transfer device is conceived, designed and tested. Its unusual morphology is purposely designed to exploit "Pitot tube" effect to generate secondary air flows aiming to enhance heat transfer. That device is extremely challenging (if not impossible) to be fabricated by traditional manufacturing techniques. Here it is easily fabricated in one step by DMLS, taking advance of the extreme flexibility in shape of manufactured parts. Higher heat transfer efficiency (i.e. convective heat flux) is reached, when compared with a standard reference device. More important, here the aim is to shed light additive manufacturing can lead a revolution in designing next generation heat transfer devices, when its versatility in shapes is fully exploited. Contents of this Chapter can be also found in [10].

6.1. Motivations

In this work, a novel heat transfer device based on Pitot tube effect is designed and manufactured by AM. Starting from a conventional plate fin heat sink (PFHS) considered as reference setup, that has been re-designed by introducing (i) hollow fins and, on the top of fin array, (ii) a pressure plug, which is in communication with (iii) several openings at the bottom of hollow fins. The basic idea is exploiting the Pitot tube effect for inducing secondary flows orthogonal to the main flow within fins. Consequently, heat transfer augmentation is achieved in the region where the velocity field is less vigorous (i.e. bottom of fins), by perturbing fluid-dynamics structures (i.e. boundary layers).
The Chapter is organized as follows: In Section 6.2, the heat exchanger design is described; In Section 6.3, the experimental characterization of the Pitot and reference heat exchanger is presented and examined; In Section 6.4, conclusions are drawn and perspectives are discussed.

6.2. Description of Pitot heat exchanger

Two heat exchangers have been manufactured, tested and compared in this Chapter, namely the proposed innovative heat exchanger and the corresponding reference one. The heat exchanger with Pitot tubes has been manufactured by DMLS, according to the process discussed in Section 5.2. Concerning process parameters, those have been already reported in Tab. 5.1 (refer to sample #1); Nevertheless, a more detailed description of them can be found in [9] (Tab. 1).

As depicted in Fig. 6.1, the Pitot heat exchanger is made of: (i) a 11×11×5 $mm^3$ parallelepiped; (ii) three 2×10×10 $mm^3$ hollow fins; (iii) a 11×10×6 $mm^3$ pressure plug (i.e. stagnation pressure tap). The parallelepiped is the bottom part of heat exchanger, whereas hollow fins are located on its upper side. Each fin is equally spaced from neighboring ones by 2 $mm$, and fin walls are 0.5 $mm$ thick. Hence, the cavity volume is 1×9×10 $mm^3$ in each fin. Moreover, eight ellipsoidal openings (i.e. static pressure taps) have been placed at the bottom of each fin wall. The latter openings have dimensions 1.6×0.8 $mm^2$, and are arranged along three rows in a staggered configuration. Finally, the walls of the pressure plug are 1 $mm$ tick laterally, while the remaining ones are 0.5 $mm$ tick. The present heat exchanger has been manufactured in one step by DMLS, whereas bottom and lateral sides of the parallelepiped have been refined by milling, in order to properly insert it into the housing of the heat flux sensor described in Chapter 3.

A reference heat exchanger (i.e. PFHS) made of copper and manufactured by traditional milling has been also realized and tested for comparison purposes (Fig. 6.2). This conventional heat exchanger consists of a parallelepiped with three fins, with the same dimensions as in the Pitot heat exchanger; however, it differs from the Pitot heat exchanger as it does not have hollow fins, pressure plug and openings.
Figure 6.1: Heat exchanger with Pitot tubes embedded into the fins. (a) Picture of the prototype. Drawings of the prototype: (b) isometric view; (c, f) front views; (d, e) lateral views. Dashed lines in (c, e) define the cross-sections represented in (d, f), (See Ref. [10]).
6.3. Experimental characterization

The Pitot heat exchanger has been first tested in the open configuration (Fig. 6.1). For the sake of comparison, a closed configuration has been also tested, where a thin copper foil is glued at the bottom of the pressure plug, thus preventing the Pitot effect without affecting the overall shape of the heat exchanger. In fact, in the closed configuration, the foil is intended to stop the secondary flows at the bottom of fins, by inhibiting the fluid communication between pressure plug and fin openings. Testing the Pitot heat exchanger in both open and closed configuration is crucial to demonstrate the impact of the sole Pitot effect on heat transfer enhancement. In fact, the heat transfer enhancement due to secondary flows can be quantified by a direct comparison between the two configurations.

Experimental characterization has been carried on by the experimental rig described in Chapter 3. Convective thermal transmittance \( Tr = hA \) of heat exchangers is reported in Fig. 6.3 as function of the heated edge, average velocity based Reynolds number \( Re_L = vL/\nu \), defined in Chapter 3.

It is worthwhile to note that the thermal transmittance of the Pitot heat exchanger with open configuration is higher than the closed one, which is in turn higher than the transmittance of the reference heat exchanger (i.e. PFHS). The superior performance of the open Pitot configuration as compared to the closed one demonstrates the heat transfer improvement by the secondary flows due to Pitot effect.
Figure 6.3: Convective thermal transmittance measured at different Reynolds numbers, for open Pitot (purple squares), closed Pitot (blue stars), and reference (pink crosses) heat exchangers (See Ref. [10]).
As expected, the pressure increase in the plug induces a secondary air flow circulation along the fin cavities, which exits from the openings at the bottom of fin array (Fig. 6.4a). Hence, the resulting convective heat transfer enhancement stems from two phenomena. First, the secondary air flow along the fin cavities cools down the inner fin walls, therefore an additional heat transfer area is involved in the heat transfer process. Second, air flows out of the openings orthogonally to the primary air flow and fin walls, thus interfering with the boundary layer and consequently enhancing the local heat transfer coefficient on the external fin walls.

![Figure 6.4: Schematics of the air flow patterns in the Pitot heat exchanger with (a) open and (b) closed configurations (See Ref. [10]).](image)

The Pitot heat exchanger with closed configuration shows thermal transmittances lower than the open one, because the fluid separation between pressure plug and fins cavities prevents the creation of secondary air flows. Hence, the kinetic energy of air entering the tap is dissipated by eddies (Fig. 6.4b). From preliminary results, the open Pitot configuration exhibits maximum and average $Tr$ enhancements up to 38% and 32%, respectively, as compared to the closed ones.

Finally, it is worth to stress that the reference heat exchanger (i.e PFHS)
has the lowest thermal transmittance among the tested configurations. This happens because the conventional heat exchanger benefits neither of the additional heat transfer area provided by the pressure plug (still present in the closed Pitot configuration), nor of the secondary flows induced by the Pitot tubes. Additionally, the innovative heat exchanger can also benefit of the artificial roughness readily available in parts manufactured by AM, as extensively reported in Chapter 5. In conclusion, the proposed heat exchanger based on the Pitot tube effect shows a maximum (average) enhancement in convective thermal transmittance of 95% (88%), as compared to the reference case. It is worth to emphasize that the proposed solution is a passive heat transfer augmentation technique, which does not need any additional energy source to work.

Concerning augmentation in pressure drops, it should be highlighted that, generally, behavior in terms of pressure drops of reference PFHS and Pitot heat exchanger are expected to be different. In fact, introduction of pressure plug implies augmentation of frontal cross section of heat exchanger. Moreover, secondary air flows from static tap placed on the fins, perturbing fluid-dynamic behaviour, can also affect overall pressure drops. As discussed in Sections 2.2 and 2.4, type of configuration (shrouded or unshrouded) plays a crucial role in determining the relevance of pressure drops induced by different heat exchangers (PFHS or Pitot). In the proposed work, both Pitot heat exchanger and PFHS are studied in unshrouded configurations. Moreover, frontal cross section of both the heat sinks is very small (about 2 cm²) if compared with overall wind tunnel cross section, i.e. nearly 360 cm². Hence, as discussed in Section 2.2, eventual augmentation in pressure drop induced by Pitot heat exchanger do not lead to augmentation in overall circuit pressure drop. Moreover, excellent heat transfer performances of Pitot heat exchanger suggest that increase in pressure drops of Pitot heat exchanger are expected to be nearly negligible, since they do not lead to augmentation of bypass effect. Hence, Pitot heat exchanger is supposed to be a valid solution also from the point of view of pressure drops (i.e. operative costs), in the proposed unshrouded configuration.

6.4. Discussion

In this study, an unconventional heat exchanger is proposed, which implements an innovative passive technique for heat transfer augmentation. The proposed device has been designed and manufactured in a single step
by exploiting the capabilities and flexibility of direct metal laser sintering (i.e. selective laser melting) in fabricating complex shaped components. Given a main flow field, the proposed Pitot heat exchanger induces secondary flows passing through the fin cavities and exiting orthogonally to the main flow. As a result, this solution significantly improves the convective heat transfer by concurrently (i) increasing heat transfer area and (ii) enhancing local heat transfer coefficient on fin walls, especially in regions where the flow field is less vigorous (fin bottom). The latter is achieved by inducing perturbation in fluid-dynamics structures (i.e. boundary layer breakage). The reported experiments show up to 95% increase in thermal performances of Pitot heat exchanger as compared to standard one. The sole Pitot tube effect is estimated to be responsible of 40% enhancement in thermal performances.

The preliminary results reported in here are intended to shed light on the new frontiers that additive manufacturing are opening in heat transfer engineering. In particular, the extreme geometrical flexibility offered by additive manufacturing may lead to new ways in conceiving and designing next-generation heat transfer devices.
7. Conclusions and perspectives

7.1. Survey and conclusions

In the present thesis, novel methods devoted to develop high heat transfer efficiency devices have been presented. These methods rely on both novel manufacturing techniques, belonging to the class of additive manufacturing (AM), and thermal and fluid-dynamics studies and optimization procedures.

As a first result, optimization of a traditional heat exchanger from a real application, i.e. million of units produced per year, is presented; That is manufactured by extrusion. A thermal fluid-dynamic model is experimentally validated (from an industrial experimental test rig) and used for optimization purposes. Results demonstrate there is room for efficiency optimization even in well established heat transfer devices configurations based on traditional manufacturing techniques [1].

Then, an experimental rig for "in house" thermal characterization is designed. It guarantees high precision measurement of small convective heat fluxes (forced air) on enhanced solutions investigated hereinafter, namely micro-structured surfaces and small heat transfer devices. To deal with that challenge, an innovative convective heat flux sensor is developed. That exploits the concept of thermal guard to avoid any spurious perturbation between the flow field and investigated surfaces, while it allows to cancel out terms due to spreading conduction phenomenon. Results demonstrate remarkable accuracy in direct measurement of convective heat fluxes through this novel concept [4].

Relying on the proposed experimental rig, various methods for enhanced convective heat transfer are experimentally investigated. Firstly, regular patterns of micro-protrusions are studied. Effect of fluid-dynamics and geometrical length on heat transfer performances are discussed. More important, they have been applied to develop an optimization procedure tailored to deal with AM techniques. Results from both experimental investigation
7. Conclusions and perspectives

and optimization procedure suggest the existence of an optimal value of protrusion height, that maximize performance-to-cost ratio for patterns made by AM [7].

Then, surface roughness of components built by DMLS has been investigated as an augmentation heat transfer technique. Surface roughness is controlled varying DMLS process parameters and its effect on convective heat transfer is measured. The results demonstrate a remarkable enhancement in convective heat transfer due to DMLS artificial roughness, in the investigated configurations [3]. That preliminary study unveils the potential of AM artificial roughness as an heat transfer enhancement techniques. It has been considered, by academic and industrial institutions, as an important step towards development of next generation gas turbine components [96–98] and electronic cooling devices [99].

Finally, extreme flexibility in shape of parts built by DMLS is exploited to design and fabricate in one step an unconventional heat transfer device, called Pitot heat exchanger. Enhanced heat transfer efficiency is achieved, with regard to standard heat exchangers. Nevertheless, the most important achievement has been to highlight unusual morphologies allowed by AM can pave the way to revolutionary changes in conceiving and designing heat transfer components [10].

7.2. Outlook and perspectives

Additive manufacturing, also called 3D printing, is a manufacturing technique born nearly 30 years ago. In last decades AM evolved, in order to process different materials, increase quality of fabricated parts and reduce costs. As a result, nowadays it allows to fabricate complex 3D parts in metallic alloys with low bulk porosity, hence guaranteeing high thermal conductivity and remarkable mechanical properties. Moreover, it has been demonstrated to be a cost effective choice with regard to traditional manufacturing technique, in producing small batch (hundreds per years) of parts. AM is currently used by aerospace companies to produce components such as gas turbine blades. High efficiency heat transfer is crucial in these components [100].

That encouraging growth could open the possibility AM will be used for mass production of large amount of items, in the future. Probably, AM will integrates traditional manufacturing techniques [101]. Even, has been argued AM could pave the way to a third industrial revolution [102].
Key of present and future development of AM lays in the so called "think additive" attitude. It means focus on peculiar features of AM, not allowed by traditional techniques, and exploit them. They are flexibility in shapes of built parts, capability of built in one piece complex systems fabricated so far connecting together many different parts, possibility to reduce material used to fabricate them (hence reducing weight and costs), possibility to tune surface roughness. "Think additive" advice has been already receipt in field of structural mechanics where peculiarities of AM are used to develop more efficient, reliable and lighter devices. See as example structural supports depicted in [103] and fuel nozzles for gas turbines described in [104, 105].

On the other hand, "think additive" attitude has not been receipt yet in the field of thermal system design. Very few examples of such a spirit in developing heat transfer devices can be found, so far (e.g. [99]). Nevertheless, Additive manufacturing is used nowadays in application where thermal management is a crucial issue. This work is expected to encourage scientific and industrial community toward a shift in approaching design of new technological solutions for heat transfer based on AM.
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Appendix
A. Computational fluid dynamics (CFD) model

A computational fluid dynamics (CFD) model was used to obtain the mathematical relation between average and axial velocities in the wind channel described in Chapter 3, i.e. \( \text{Re}_D = 0.694 \left( \text{Re}_D^{1.0162} \right) \) (see Section 3.4.2). A rectangular flow channel with the same section as the real one, but much longer entrance length (roughly 60 hydraulic diameters) was considered. The reason being that the constant velocity profile used as inlet condition requires a longer length than real one to develop asymptotically. As a matter of fact, the throttling valve in the real channel is an effective turbulence promoter, which makes the developing length much shorter. The numerical model required roughly 2 millions of computational cells in order to obtain mesh-independent results and a special care was used in meshing the boundary layer. In particular, the maximum \( y^+ = \Delta y / y_0 \) (normalized dimensionless distance of the first cell centroid from the wall) used in the simulations at the maximum Reynolds number was 1.9, i.e. the viscous sublayer (< 5\( y_0 \)) was correctly meshed [106]. The standard \( k - \epsilon \) turbulence model was adopted for closing the Reynolds-averaged Navier-Stokes (RANS) equations [106]. Because the near-wall mesh was fine enough to resolve the viscous sublayer, the adopted enhanced wall treatment reduces to the traditional two-layer zonal model [106].

A second model has been developed to compute heat transfer coefficient through the sample. The main goal of this second model was to compute the convective heat transfer coefficient \( h \), under different flow conditions. The numerical simulations were used to support the experimental results obtained by the proposed sensor, at least in case of flat surfaces. Fully developed turbulent velocity profile, obtained from the previous model, was imposed at the inlet of the computational domain. The sample and the guard were modeled as an isothermal surface with a temperature higher than that of air, such that the temperature difference \( T_s - T_a \) was roughly the same as in the experimental measurements. In this second model, a length of 0.69 m, was considered because the fully developed inlet profiles
A. Computational fluid dynamics (CFD) model

were already available. The mesh of the cross section was the same as the previous model. On the other hand, a fine homogeneous mesh with 1 mm of grid spacing was chosen along the fluid flow, but close to the upstream edge of the sensor guard, where a finer mesh of 0.1 mm spacing was necessary. These choices granted mesh-independent results. Overall, the above numerical model required roughly 6 millions of computational cells.

For both previous models, some simulations were performed for validation purposes in the following range $3 \times 10^4 \leq \text{Re}_D \leq 17 \times 10^4$ (which is consistent with the experiments reported in this work). Assuming the smooth channels, the numerical results were compared in terms of the Darcy friction factor and the Nusselt number against the Blasius correlation and Gnielinski correlation, respectively [38]. The maximum deviations between the numerical results and the phenomenological correlations were 6.7\% and 2.1\% respectively.
B. Data regression procedure

In the following, the details of data regression presented in Section 4.3 are exposed. Being \( \{ \frac{\Delta T_{TR}}{V} \} \) the \((9 \times 1)\) column vector whose \(i\)-th component is the value of \(\frac{\Delta T_{TR}}{V}\) of the \(i\)-th sample, we impose:

\[
\left\{ \frac{\Delta T_{TR}}{V} \right\} = [M]\{C\}, \tag{B.1}
\]

where \([M]\) is a \((9 \times 9)\) matrix and \(\{C\}\) is the \((9 \times 1)\) column vector of model constants defined in Section 4.3. Being \(\{M_i\}\), the \(i\)-th row of \([M]\), defined as:

\[
\{M_i\} = \left\{ \frac{\lambda_p}{A_n \alpha_i}, \frac{A}{A_n^2}, \frac{\lambda_p^2}{A_n^2}, \frac{V}{A_Y^2}, \frac{\lambda_p}{A_n}, \frac{V}{A_Y}, \frac{A}{A_n}, \frac{V}{A_Y}, \frac{\lambda_p}{A_n}, \frac{V}{A_Y} \right\}. \tag{B.2}
\]

\(\{M_i\}\) is a vector containing all the geometrical features of the \(i\)-th sample. Being \([M]\) and \(\{ \frac{\Delta T_{TR}}{V} \}\) known, a vector \(\{C\}\) containing the unknown constants of the model could be obtained as:

\[
\{C\} = [M]^{-1} \left\{ \frac{\Delta T_{TR}}{V} \right\}, \tag{B.3}
\]

where \([M]^{-1}\) is the inverse of the \([M]\) matrix.
C. Commercial versus optimized heat sink

In the following, a representative commercial micro-protrusion patterned (micro pin-fin) heat sink and the optimized patterns presented in section 4.5 are compared. In particular, the model 662-15 by Wakefield-vette™ extruded heat sink for integrated circuits is chosen as representative commercial heat sink.

Protrusion base edge \( d_c = 1.52 \, mm \), protrusion height \( H_c = 2.4 \, mm \), root surface area \( A_{n,c} = (43.5)^2 \, mm^2 = 1892 \, mm^2 \), and number of protrusions \( N_c = 168 \) of the commercial heat sink are extracted from heat sink data sheet [107]. Protrusions volume is calculated as \( V_c = d_c^2 H_c N_c = 931.6 \, mm^3 \). Moreover, data sheet [107] reports that 662-15 commercial heat sink experiences, for air velocity \( v = 965 \, LFM = 4.9 \, m/s \), a thermal resistance of \( 2.2 \, K/W \), corresponding to a thermal transmittance \( Tr_c = 0.45 \, W/K \). The corresponding performance-to-cost ratio is \( Tr_c/V_c = 4.88 \times 10^{-4} \, W/K/mm^3 \).

Values of \( Tr \) for the optimized patterns presented in section 4.5 are referred to the root surface area \( A_n = 123 \, mm^2 \). Volume of a 662-15 commercial heat sink characterized by root surface area \( = 123 \, mm^2 \) is \( V'_c = V_{A_n}/A_{n,c} = 60.6 \, mm^3 \), and its transmittance can be estimated as \( Tr'_c = Tr_c A_n/A_{n,c} = 0.03 \, W/K \). Moreover, fin efficiency of commercial heat sinks (made of aluminum) is nearly 100 % (the same that would be experienced by a copper micro-pin fin heat sink).

Air velocity \( v = 4.9 \, m/s \) corresponds to a Reynolds number \( Re_L = 0.5 \times 10^{-4} \). Hence 662-15 commercial heat sink will be compared to the optimized heat sink that guarantees \( Tr_{opt} = Tr'_c = 0.03 \, W/K \) at \( Re_L = 0.5 \times 10^{-4} \). Drawings and design parameters of this optimized heat sink can be found in 1st row of Tab. 4.7, and 3rd row of Tab. 4.4, respectively. Volume of optimal heat sink is \( V_{opt} = 36.8 \, mm^3 \), while the corresponding performance-to-cost ratio is \( Tr_{opt}/V_{opt} = 8.42 \times 10^{-4} \, W/K/mm^3 \).
In conclusion, optimization procedure based on the proposed model leads to enhance $Tr/V$, i.e. thermal performance per unit production cost, up to 73%, with regard to the considered commercial heat sink.