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INTRODUCTION

Nowadays, computer vision is one of the most evolving areas of Information Technology (IT). Digital image processing, i.e., the use of algorithms to process and/or extract information from digital images, is being increasingly adopted in multiple application fields.

In general, digital image processing applications fall in two macro-fields: the former includes those applications in which it is used to improve visual information that must be subsequently interpreted by a human actor. Two examples are represented by consumer electronics, such as digital video or photo-cameras, and medical applications. The latter macro-field includes applications in which image processing is employed to extract information that must be stored, transmitted, or used for autonomous machine interpretation. Unmanned Aerial Vehicles (UAVs) navigation, autonomous surveillance and reconnaissance, military situational awareness, and other particular defense, aerospace, and automotive applications, fall in this class [93].

Within the aforementioned fields, image processing is used to serve both non-critical and critical tasks. As example, in automotive, cameras are becoming key sensors for increasing car safety and driving comfort, and for building high-reliable Advanced Driver Assistance Systems (ADAS) [209]. They have been employed for infotainment (non-critical), as well as for some mission-critical driver assistance tasks, such as Forward Collision Warning and Avoidance, Intelligent Speed Control, or Pedestrian Detection.

Also in the aerospace field cameras are likely to become reference sensors. Since decades, cameras are being used for Earth or deep-space observation through in-orbit satellites or powerful space telescopes (e.g., Hubble), and remote rovers navigation. Nonetheless, during the last years, several additional studies and projects carried out by space agencies have also demonstrated suitability of cameras and digital image processing in innovative space-mission contexts. For instance, they can be employed for object recognition during active space debris removal processes [62], or to assist the entry, descent and landing phase of spacecrafts employed in fu-
ture space exploration missions, thus enabling an autonomous video-based navigation of such objects [60].

In these application fields, real-time behaviors are often required in order to allow the system to quickly react to external dangerous events. However, the complexity of the applied algorithms brings a challenge when trying to build real-time embedded image processing systems, requiring high computing capacity, usually not available in modern processors for embedded systems. Hardware acceleration is therefore crucial and devices such as Field Programmable Gate Arrays (FPGAs) best fit the growing demand of computational capabilities.

FPGAs are digital integrated circuits which functionality can be programmed, once or multiple times, by the user or the designer after manufacturing, i.e., in the field [100]. They provide logic gates, memories and Digital Signal Processors (DSPs) blocks, thus enabling the implementation of complex digital functions and custom hardware accelerators. Due to their flexibility and continuously growing computing capacity, FPGAs often represent the preferred platform for the final deployment of embedded image processing systems. These devices can assist and off-load embedded processors by significantly speeding-up computationally intensive software algorithms, thereby acting as efficient dedicated co-processors.

However, critical applications impose strict requirements in terms of both device dependability and algorithm robustness. Technology shrinking is highlighting reliability problems related to both aging phenomena and to the increasing sensitivity of electronic devices to external radiation events, that can cause transient or even permanent faults, leading to wrong information processed or, in the worst case, to a dangerous system failure.

In addition, even if the circuit which implements the chosen image processing algorithm is working correctly, sensor noise, illumination conditions variation, and other transitory environmental factors can impact the quality of the images acquired by cameras, consequently decreasing the trustworthiness of the algorithm’s output results.

The research work presented in this thesis focuses on the development of techniques for implementing efficient and robust real-time embedded image processing hardware accelerators and systems for mission-critical applications. FPGAs have been chosen has target technology, following the current trend that is replacing custom and expensive Application Specific Integrated Circuits (ASICs) with more flexible FPGA devices also in such applications [97].

According to the aforementioned issues, three main challenges have been faced and will be discussed, along with proposed solutions, throughout the thesis: (i) achieving real-time performances, (ii) enhancing algorithm robustness, and (iii) increasing overall system’s dependability.

In order to ensure real-time performances, efficient FPGA-based hardware accelerators implementing selected image processing algorithms have been developed. Functionalities offered by the target technology, and algorithm’s characteristics have been constantly taken into account while designing such accelerators, in order to efficiently tailor algorithm’s operations to available hardware resources. Moreover, efficient design, verification and validation methodologies have
been developed and adopted throughout the research work. On the other hand, the key idea for increasing image processing algorithms’ robustness is to introduce self-adaptivity features at algorithm level, in order to maintain constant, or improve, the quality of results for a wide range of input conditions, that are not always fully predictable at design-time (e.g., noise level variations). This has been accomplished by measuring at run-time some characteristics of the input images, and then tuning the algorithm parameters based on such estimations. Dynamic reconfiguration features of modern reconfigurable FPGAs have been extensively exploited in order to integrate run-time adaptivity into the designed hardware accelerators.

**Dynamic Reconfiguration** is the ability of modern FPGAs to be reconfigured at run-time without interrupting system’s operations. The entire device or, in some cases, portions of it can be reconfigured in order to run-time change implemented hardware functionality, to correct design bugs, or to on-line recover from hardware faults.

However, the usage of dynamic reconfiguration exposes the system to new dependability threats that can cause mis-reconfigurations and consequently severely impact reconfigured device’s operations. For this reasons, tools and methodologies have been also developed in order to increase the overall system dependability during reconfiguration processes, thus providing safe run-time adaptation mechanisms.

In addition, taking into account the target technology and the environments in which the developed hardware accelerators and systems may be employed, dependability issues have been analyzed and relevant fault models have been defined and adopted. This led to the development of a platform for quickly assessing the reliability and characterizing the behavior of hardware accelerators implemented on reconfigurable FPGAs when they are affected by such faults. The proposed platform can help designers to identify the weaknesses of the circuit and consequently apply the most suitable fault mitigation or protection techniques.

Finally, it is worth to mention that the entire thesis work relies on a strong collaboration with two companies operating in the aerospace market, i.e., Thales Alenia Space Italy and Cobham Gaisler AB (Sweden). Several target applications in the aerospace field have been selected during the research period and will be considered as main reference case-studies for the proposed solutions. Nonetheless, the concepts behind the contributions of this thesis can be generalized and applied when dealing with the development of embedded image processing, or more in general signal processing, systems for mission-critical applications.

### 1.1 Thesis Organization

The thesis has been split in two main parts in order to allow the reader to easily understand the concepts and contributions of the presented research work. The first part includes two introductory chapters:
1. **Introduction**

- **Chapter 2** provides an overview on image processing concepts and applications. The chapter starts with a brief history of digital image processing. Then, several applications are presented focusing on those ones in which image processing is employed in mission-critical contexts, and highlighting issues, challenges and limitations of modern systems. Several reference use-cases and issues are discussed more in detail since they will be deeply analyzed in the following chapters. Image processing algorithm's classes are introduced and some mathematical background provided;

- **Chapter 3**, provides an overview of modern FPGAs, focusing on reconfigurable ones, and discussing the reasons behind their popularity and adoption in mission-critical applications. After a brief summary of the history that led from the first programmable device to modern reconfigurable FPGAs, the chapter details modern device types and architectures. Dynamic Partial Reconfiguration (DPR) is then introduced along with some technical details about the run-time reconfiguration process. Finally, dependability threats related to the usage of FPGAs in critical environments will be presented, analyzed and discussed.

The second part of the thesis presents the actual contributions of the research work. According to the points and challenges highlighted in the previous section, the rest of the thesis is organized as follows:

- **Chapter 4** provides details on proposed approaches to enhance image processing algorithm robustness \([59, 60, 61, 63, 77, 121, 122]\). The implementation of associated hardware accelerators and systems on FPGAs is also detailed. Several case-studies are presented. For each of them, algorithms, issues, and advancements with respect to the state of the art are discussed;

- **Chapter 5** discusses the proposed solutions for enhancing dynamic reconfiguration process dependability \([58, 65]\). In particular, this chapter details the issues related to run-time dynamic reconfiguration and the effect of mis-reconfigurations. Then, it presents two alternative ways to safely enhance reconfiguration process dependability. The former is essentially based on a set of rules to be applied at design-time \([58]\), while the latter relies on the usage of a flexible hardware reconfiguration manager that must be instantiated in the target system \([65]\). Both approaches can be employed to safely enable self-adaptivity mechanisms in the designed image processing hardware systems without decreasing the dependability levels required by the target applications;

- **Chapter 6** introduces the problem of evaluating system's robustness with respect to target fault models. It provides an overview of the state-of-the-art methods for emulating or injecting faults in FPGA-based systems, highlighting their limitations. Finally, it presents a methodology, along with an associated hardware platform, for emulating the effects of
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selected soft errors types on modern FPGAs. The presented methodology provides designers a powerful tool to quickly evaluate the behaviour of the developed systems in harsh environments [54].
According to the literature, Digital Image Processing represents a sub-field of the more general Digital Signal Processing, and refers to the usage of computer algorithms to process and/or extract useful information from digital images [93].

In general, an image can be defined as a “spatial representation of an object or a scene” [14], represented through a continuous function:

$$f(x, y), \quad x, y \in \mathbb{R}$$

(2.1)

where $f$ denotes the value of the analog image at the coordinate $(x, y)$.

In contrast to Analog Image Processing, which operates on analog representations of the object or scene, Digital Image Processing acts on a spatially-sampled and quantized representation of it, i.e., a digital image, which can be represented through a discretized function:

$$\bar{f}(x, y), \quad x, y \in \mathbb{N}$$

(2.2)

where $f$ represents the quantized intensity value of the digital image at the sampled coordinate $(x, y)$. Equivalently to Equation 2.2, a digital image can be represented through a two-dimensional array:

$$\bar{f}[x, y] = \begin{bmatrix} f[0,0] & f[0,1] & \ldots & f[0,C-1] \\ f[1,0] & f[1,1] & \ldots & f[1,C-1] \\ \vdots & \vdots & \ddots & \vdots \\ f[R-1,0] & f[R-1,1] & \ldots & f[R-1,C-1] \end{bmatrix}$$

(2.3)

composed of $R$ rows and $C$ columns of picture elements, called pixels. The value of each pixel stores the quantized intensity level of that point in the scene. For digital images, pixels store one
or more integer values, represented through bit arrays, that result from a quantization process carried out by the adopted imaging sensor circuitry. Common bit-widths for the representation of a pixel are 8 or 24 for grey-scale and color images, respectively [14].

Usually, digital image processing is carried out by applying one or more image processing algorithms to the frames acquired through an imaging sensor. As shown in Figure 2.1, algorithms are applied sequentially in order to extract high-level information that can be easily handled by the user of the image processing system.

According to [14], image processing algorithms can be grouped depending on the type of data they have to handle and process. This concept is also illustrated in Figure 2.2, which depicts the so-called Image Processing Pyramid.

- **Image Pre-processing**: this category includes all the algorithms used to enhance the quality of the input frames, and more in general enhance the relevant information. Examples of pre-processing operations are distortion correction, histogram equalization, and noise filtering [93]. Pre-processing techniques act on every pixel composing the image, in order to change their values;

- **Image Segmentation**: the purpose of segmentation is to detect objects or regions in an image, characterized by some specific properties. They essentially extract features from the pixels information, providing a higher-level description of the input frame.

- **Image Classification**: starting from a set of features, classification algorithms identify objects, and eventually classify them into categories;
2.1 History of Digital Image Processing

The first applications of digital images date back to the early 1920s, when newspaper pictures were sent through the Bartlane cable transmission system across the Atlantic. At that time, a picture can be transmitted in less than three hours using a telegraph and reproduced at the receiving part exploiting a special telegraph printer [93, 140].

Although in the following years the systems and underlying technology were improved, we can start talking about “true” digital image processing with the introduction and development of digital computers with sufficient computational capabilities. Actually, the first computers powerful enough to process digital images were introduced in the 1960s [93]. In that period, due to the high activity of the space programs, the NASA Jet Propulsion Laboratory developed and used image processing techniques to enhance the quality of the Moon images taken from the Ranger 7 space probe [158], therefore demonstrating the effectiveness and potentialities of digital image processing. In fact, the imaging system was the unique scientific instrumentation equipped on the Ranger 7 probe, that in 1964 was able to capture, for the first time (for the US), 4,316 images of the Moon (Figure 2.3) and transmit them to the Earth in the 15 minutes before its impact on the lunar surface [158].

In the late 1960s and early 1970s, digital image processing started to be employed also in medical applications, with the introduction of the computerized axial tomography [87].

Due to the technology advance and the decrease of modern computers cost-to-performance ratio, digital image processing has expanded its application domains. Nowadays it is heavily employed in numerous fields, including, but not limited to, aerospace, automotive, medicine, biology, and defense [93].
2.2 Image Processing in mission-critical applications

Nowadays digital image processing is being increasingly adopted in numerous application fields, to serve both critical and non-critical tasks. Two examples are represented by the usage of digital image processing techniques for building innovative automotive Advanced Driver Assistance Systems (ADAS) or autonomous Video-based Navigation Video-based Navigation (VBN) systems for future space exploration missions.

As stated in [7], “one of the major goals of the automotive industry is to reduce the number of traffic fatalities and severity of accidents”. Although standard safety (e.g., airbag or ABS) systems are heavily employed in modern vehicles, due to the large and continuously increasing number of vehicles on the road, new innovative technologies have been introduced to increase car safety and to assist drivers to avoid dangerous situations. In this context, vehicles are being equipped with multiple smart camera-based systems, that can carry out different tasks, as depicted in Figure 2.4.

During the last years, vehicle-based camera systems for ADAS have become more and more complex, being able to perform real-time tasks such as traffic sign recognition, pedestrian detection, forward collision avoidance and road lane detection [167]. An example ADAS system high-level block diagram is illustrated in Figure 2.5.

As reported in [222], an ADAS system may be based on several subsystems that can share some portions of the digital image processing pipeline:

- **Viewable system**: images are captured through one or more imaging sensors and decoded
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Figure 2.4: Examples of vehicle camera-based systems tasks [222].

Figure 2.5: Block diagram of an automotive ADAS system [222].

for further video processing (e.g., for image enhancement and distortion correction) in order to provide graphical information that can be displayed to the driver;

- **Non-viewable system**: includes all those hardware and software systems needed to implement digital image processing algorithms for extracting useful information from the acquired frames and for interpreting them to characterize the vehicle environment and support continuous threat assessment and drive countermeasures (e.g., to identifying lane markings, road signs, pedestrians and other vehicles) [222].

On the other hand, in the aerospace domain, digital image processing has been used in the last decades for many purposes [176], such as Earth Observation [23][161], Space Cartography [160], Satellites and Spacecrafts Attitude Control [129], and Rovers Navigation [165].
A recent example of the usage of digital image processing techniques requiring high computational capabilities in the space domain is represented by the NASA Curiosity mission [163].

*Curiosity* is a car-sized rover (see Figure 2.6), that is exploring the Martian surface since August 2012.

![Curiosity rover.](image)

Figure 2.6: *Curiosity* rover.

As reported in [165], the *Curiosity* rover has been equipped with 17 "eyes", for a total of 10 cameras. 6 cameras are devoted to the rover navigation, while the other 4 are used to perform science investigations on the Mars surface:

- **Hazcams**: four pairs of cameras are employed for hazard avoidance. *Hazcams* are black and white cameras mounted on the lower portion of the front and rear of the rover to capture three-dimensional images. Hazard detection is essential to protect the rover from crashing into unexpected obstacles. These cameras work in tandem with the software that allows the rover to autonomously react and avoid dangerous situations [165];

- **Navcams**: two pairs of cameras are used to help rover ground navigation providing a panoramic view of the terrain. These cameras also work in cooperation with *Hazcams*;

- **MastCam**: two *Mast* cameras are used to take three-dimensional color images and videos of the Martian terrain;

- **MAHLI**: the *Mars Hand Lens Imager* provides close views of the minerals, textures, and structures in the martian surface. It takes color images of features as small as 12.5 micrometers.
2.2. Image Processing in mission-critical applications

In addition to the aforementioned cameras, the Curiosity mission employs an additional camera that has been used to acquire frames during the rover landing phase. The Mars Descent Imager (MARDI) acquired 1600 x 1200 pixel images (Figure 2.7) at roughly 5 frames per second throughout the entire landing period, i.e., from the landing module heatshield separation until surface touchdown.

Figure 2.7: Picture of the Curiosity's heatshield taken by MARDI [164].

During the landing phase, the acquired frames were written into flash memory in real-time and transmitted later to the Earth.

Although vision-based approaches have been heavily employed to allow autonomous rover ground navigation, during the Entry, Descent and Landing phase, cameras are usually employed as passive components, not included in the spacecraft landing control loop (e.g., MARDI in Curiosity mission).

In a space exploration mission, the Entry, Descent and Landing (EDL) represents one of the most dangerous phases, since all the expensive on-board electronic and mechanical instruments are subject to strong mechanical vibrations that can damage them. Moreover, a high accuracy of the landing point must be guaranteed in order to be able to reach predefined and safe portions of the target planet surface. For these reasons, during the last years, there was an increasing interest of space agencies in developing innovative EDL systems that try to minimize the probability of mission failures, while at the same time providing an increased precision of the landing point. The landing accuracy is usually measured resorting to the size of the so-called landing ellipse, which identifies the predicted landing zone. The size of the landing zone is essentially determined by the uncertainty of numerous environmental factors, that can impact the descending
trajectory during the actual landing phase. Figure 2.8 illustrates the predicted landing ellipse of the Curiosity rover. The size of the landing ellipse was 20x7 kilometers.

![Figure 2.8: Representation of the Curiosity's landing ellipse on the Martian surface[201].](image)

The high precision of the state-of-the-art Curiosity's landing system is due to the adoption of a combinations of different sensors and approaches that enable a guided landing phase. Figure 2.9 summarizes the Curiosity's EDL phases.

When the parachute is completely deployed, the heat shield is released, and the radar begins collecting data about velocity and altitude. The information gathered from the radar instruments are then used by the Guidance Navigation and Control (GNC) system to correct, if necessary, the spacecraft descending trajectory through the usage of thrusters.

During the last years, space agencies have increased the effort for the development of novel EDL systems. In particular, VBN approaches have been preferred, as demonstrated by several funded studies [69, 79] due to the potentialities offered by digital image processing and the limited weight of vision instruments and associated processing systems. VBN systems aim at computing the speed and attitude of the spacecraft by processing consecutive frames acquired through an imaging sensor. This approach is also called Relative Navigation, which aims at computing speed and relative position of the spacecraft by processing images in real-time.

A typical relative navigation image processing chain is depicted in Figure 2.10 [122].

Relative Navigation is carried out by performing two main activities:

- **Features Extraction and Matching (FEM)** each frame is processed to detect those pixels or regions that represent features of interest in the image (e.g., corners or edges on the surfaces). The detected features are then compared to extract those that can be recognized in two consecutive images (matching points);
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- **Motion Estimation**: the output results of FEM are analyzed by the motion estimation algorithms that extract the relative position, speed and attitude of the camera by fusing matching points information with those extracted by additional sensor, such as radars or lidars.

A first approach to an autonomous VBN system in space exploration missions has been accomplished during the *Mars Exploration Rovers* mission [162], in which two rovers, i.e., *Spirit* and...
Opportunity landed on the Martian surface.

The EDL approach adopted in such mission was parachute-assisted and almost entirely ballistic. Moreover, due to the limited knowledge of the Martian environment (e.g., wind speeds and atmosphere composition), the predicted trajectory presented a large uncertainty, leading to an estimated landing ellipse of 15 x 160 kilometers.

However, during the EDL phase, the so-called Descent Image Motion Estimation System (DIMES) has been employed. DIMES represents the first autonomous machine vision system used to safely land a robotics payload on another planet. It consists of a camera and a software algorithm for estimating horizontal velocity using images, inertial and altitude measurements [40, 109].

Figure 2.11 illustrates the DIMES descent scenario.

Three images are taken by the camera, at roughly 2000m, 1700m, and 1400m above the Martian surface, and processed by a software algorithm that first extracts features between the first and the second image, and other two features between the second and the third image. The three images are scaled and rotated depending on the actual attitude, that has been measured through an inertial measurement unit. Finally, two features for each image pair are tracked using a two-dimensional correlator in order to compute and estimate the average velocity between two acquired frames. The resulting value is also checked with respect to the outputs of the inertial measurement unit data that eventually propagates a control command to thrusters to correct...
the horizontal velocity of the spacecraft [40, 109].

It is worth to mention that this system has been successfully employed during landing of both Spirit and Opportunity rovers, and played an important role in the first case. In fact, during Spirit landing, the total velocity was at the limit of the landing airbag capability. Airbags were used to limit the impact forces of the rover with the Martian surface. However, tests highlighted that, if the velocity at impact instant had been too large, the airbags would be ripped [40]. Anyway, DIMES was able to compute the correct values and activate thrusters to reduce the risky horizontal velocity [109] and provide a safe landing of the Spirit rover on the planet terrain.

2.3 Imaging sensors and related issues

The image sensor represents the fundamental part of a camera. In its basic form, an image sensor can be defined as a sensor that converts light information into electrons, and subsequently electrons into a voltage.

Two main sensor technologies are adopted to generate digital images that can be digitally processed, i.e., Charge-Coupled Device (CCD) and CMOS.

Figure 2.12 illustrates the high level block diagram of a CCD sensor.

![Figure 2.12: CCD imaging sensor high level block diagram](image)

A CCD is a solid-state image sensor composed of a two-dimensional array of pixels. A pixel is a MOS capacitor that stores charges whenever a photon is absorbed [120][137] (Photon-to-Electron Conversion phase). When exposure is complete, pixels’ charges are sequentially transferred to the
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Read-out circuitry that generates a buffered output voltage proportional to the amount of charge trapped by a single pixel. Afterwards, an off-chip Analog-to-Digital Converter (ADC) converts the analog voltage value generated by each pixel into a binary representation.

On the other hand, as depicted in Figure 2.13, in a CMOS sensor most of the operations are performed on-chip.

![Figure 2.13: CMOS imaging sensor high level block diagram [130].](image)

A CMOS sensor is composed of a two-dimensional array of pixels elements that, depending on the adopted technology, can be either passive (Figure 2.14) or active (Figure 2.15).

![Figure 2.14: CMOS passive pixel sensor [80].](image)
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As shown in Figure 2.14, a CMOS passive pixel element consists of a photo-diode and a pass transistor. When the pass transistor is activated, the photo-diode is connected to the column bus and the charge accumulated in the photodiode is converted into a proportional voltage by the read-out circuitry [80].

On the other hand, Figure 2.15 illustrates a CMOS active pixel, composed of a photo-diode and three transistors [80]. When the reset transistor (i.e., the one driven by the RST signal) is turned-on, the photo-diode looses the accumulated charge because of the direct connection to the power supply (i.e., VDD). An amplifier transistor is used to read the pixel voltage without removing the actual accumulated charge, while a selection transistor (i.e., the one driven by the RS signal) is used guarantee the access of the read-out circuitry to the target pixel voltage. The main difference of such pixel architecture over a CCD sensor relies on the fact that (i) the entire charge-to-voltage conversion takes place in each pixel [130], and (ii) CMOS pixels do not require special manufacturing techniques since they can be fabricated resorting to the same silicon technology process of the surrounding logic.

Either acquired through a CCD or a CMOS sensor, digital images may not accurately reproduce the target scene due to the presence of several phenomena, such as temperature or sensor manufacturing process variations, or sensor mechanical vibrations during the exposure time, that can induce errors in the output pixels values.

In particular, two main effects are usually considered as unwanted sources of digital image degradation, i.e., noise and blur [93]. Figure 2.16 and Figure 2.17 illustrate two examples of digital images affected by noise and blur, respectively.

Several types of image noise and blur exists, and they are briefly discussed in the sequel. Noise can be defined as a stochastic undesired variation of the pixels values that leads to a
Deviation from the correct representation of the target scene [255].

As stated in [93], “The principal sources of noise in digital images arise during image acquisition and/or transmission. The performance of imaging sensors is affected by a variety of factors, such as environmental conditions during image acquisition (e.g., light levels and sensor temperature), and by the quality of the sensing element themselves”. Some examples of noise sources are:

- **Shot noise**: this type of noise, also called *Photon noise*, is caused by the non-deterministic arrival of photons during the image acquisition process. Basically, during the digital image acquisition interval, photons hit the sensor's sensing elements. However, it is not guaranteed that, if we carry-out two independent acquisitions of the same target scene (with the same light conditions and for the same interval), the number of charges acquired by the
sensor elements will be the same, due to the random arrival of photons. Since the charge accumulated is inherently discretized, this leads to a stochastic variation of the pixel value. This effect is highlighted when the image is acquired with very narrow acquisition periods, since the number of accumulated photo-electrons can be very low. Therefore, the impact of this effect can be limited with the adoption of longer exposure periods;

- **Dark current**: also called Thermal noise, it represents the noise contribution given by the thermally-generated electrons in the sensor's pixels. It is proportional to the sensor temperature and to the exposure time. As reported in [255], to partially suppress this type of noise, the average dark current for a given acquisition period can be estimated and substracted just before the ADC conversion. Nonetheless, since the thermal noise contribution is also stochastic, even if the average value is removed, the contribution related to the standard deviation is still present [255];

- **Read noise**: it represents the noise generated by the read-out circuitry during the pixel voltage extraction;

- **Amplifier noise**: it is well known that all analog amplifiers introduce noise. In an imaging sensor, the extracted pixel voltage is amplified before the actual Analog-to-Digital conversion. This amplification is necessary to extend the range of the voltages generated by the sensor sensing element to be compliant with the adopted ADC;

- **Quantization noise**: it is mainly introduced during the Analog-to-Digital conversion process because of the sampling of the input analog voltage and subsequent conversion into a discretized binary representation. It essentially depends on the adopted ADC levels, or equivalently, on the number bits used to represent the pixel value.

On the other hand, according to [28], blur can be classified in:

- **Motion blur**: it is introduced when there is a relative translation, rotation, zoom, or a combination of them, between the camera and the objects in the target scene;

- **De-focus blur**: this kind of image blur is introduced when the target scene presents objects that have different distances with respect to the camera. It mainly depends on the focal length, on the adopted lens, and on the distance between the camera and the objects;

- **Atmospheric blur**: this type of blur mainly affects remote sensing applications (e.g., Earth observation from space satellites). This effects depends on several environmental factors, such as temperature and atmospheric turbulence, that can lead to unpredictable light refraction phenomena.
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The aforementioned blur effects are accentuated when the target scene is poorly lighted and so a greater exposure time is required. However, in many situations there is simply not enough light to avoid using a long shutter speed, leading to an acquired images that is inevitably blurry.

2.3.1 Mathematical model

The presence of noise or blur effects in images can severely impact the performances of digital image processing and computer vision algorithms, since image details (such as edges) and, more in general, image information, may be partially lost.

Consequently, one of the aims of digital image processing is to try to restore the information affected by unwanted effects, and therefore provide images that can be well processed by the subsequent algorithms in order to extract "reliable" information.

A simplified model of a digital image $g[x, y]$, composed of a two-dimensional array of $R$ rows and $C$ columns of pixels, and affected by blur and noise, can be formalized as follows [28]:

$$g[x, y] = \sum_{a=0}^{R-1} \sum_{b=0}^{C-1} h[a, b] f[x - a, y - b] + n[x, y]$$ (2.4)

where $f[x, y]$ denotes the ideal image not affected by any unwanted effect, $n[x, y]$ represents the additive noise that corrupt the image, while $h[a, b]$ is the so-called Point Spread Function (PSF).

Equation 2.4 can be re-written as:

$$g[x, y] = h[a, b] * f[x, y] + n[x, y]$$ (2.5)

where * denotes the two-dimensional convolution operator.

Equation 2.4 and Equation 2.5 model the effect of blur through a two-dimensional convolution operation between the PSF and $f[x, y]$. Assuming the absence of noise, the PSF represents the transfer function of the imaging system. As stated in [28], “if the ideal image”, i.e., $f[x, y]$ in Equation 2.5, "would consist of a single intensity point or point source, this point would be recorded as a spread-out intensity pattern”, i.e., $h[x, y]$ in Equation 2.5. Basically, the PSF represents the system response to a point source, and describes how each point source is “spreaded” in the output image. From a system theory point of view, assuming that the considered imaging system is linear, the PSF represents the system impulse response.

Despite its simplicity, this model is often adopted in practice because it provides a good approximation level of the real effects, and low-complexity.

In particular, Equation 2.4 assumes that the PSF function is spatially invariant, meaning that each point of the image is blurred in the same way, independently from its location. Moreover, the blur is assumed to be a process that does not absorb or generate energy [28], therefore:

$$\sum_{x=0}^{R-1} \sum_{y=0}^{C-1} h[x, y] = 1$$ (2.6)
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On the other hand, the noise affecting the image is usually assumed to be a random variable, that can be described through a probability density function, considered also spatially-invariant and, most important, uncorrelated with respect to the values of the pixels in the image [93]. In practical cases, a Gaussian probability density function [93] (characterized by an average value and a variance \( \sigma^2 \)) is often adopted to describe the noise affecting an image (i.e., Gaussian noise). The reader may refer to [93] for further details on other common probability density functions used in image processing.

Finally, it is worth to note that, in an ideal case:

\[
\begin{align*}
h[x, y] &= \begin{cases} 
1 & \text{if } x = y = 0 \\
0 & \forall x, y \neq 0 
\end{cases} \\
n[x, y] &= 0, \quad \forall x, y
\end{align*}
\]

and

therefore Equation 2.4 and Equation 2.5 become:

\[
\begin{align*}
g[x, y] &= f[x, y], \quad \forall x \in [0, R - 1], y \in [0, C - 1]
\end{align*}
\]
CHAPTER 3

RECONFIGURABLE DEVICES FOR MISSION-CRITICAL APPLICATIONS: ARCHITECTURES AND ISSUES

A Field-Programmable Gate Array (FPGA) is an integrated circuit that can be programmed, once or multiple times, in the field, after manufacturing. Modern FPGAs offer programmable logic blocks, flexible clock generation and interconnection circuitry, memory blocks and embedded hard DSPs. This kind of resources enables the implementation of any digital function. In addition, in order to allow complex Systems-on-Programmable-Chip (SoPC) development, some specific device families also feature special embedded hard blocks, such as entire microprocessors, memory controllers or high-speed transceivers.

Due to their flexibility, limited product development costs, and continuously growing computing capabilities, nowadays FPGA technology represents a feasible and popular alternative solution to Application Specific Integrated Circuits (ASICs), i.e., custom Integrated Circuits (IC) designed for a specific and fixed purpose.

The reasons behind FPGAs popularity mainly concern the simplified design flow, that consequently impacts on overall project costs and Time-To-Market (TTM). Figure 3.1 illustrates the standard FPGA-based design flow [221].

After deriving the functional specifications from the product requirements, designers generate a Register-Transfer Level (RTL) description of the circuit. This task can be accomplished exploiting a Hardware Description Language (HDL), such as VHDL [41] or Verilog [141], or novel High-Level Synthesis (HLS) tools. With the latter approach the RTL description can be automatically generated resorting to C/C++/SystemC/OpenCL high-level functional models [46, 47, 107, 216, 251]. A first Behavioral Simulation is then performed in order to verify the generated RTL description against input specifications. Afterwards, the design is synthesized, placed, and routed exploiting FPGA vendor’s Computer-Aided Design (CAD) tools. During this process, the RTL description is translated into a set of predefined physical resources (i.e., logic and interconnections)
that are then mapped to the ones available in the target FPGA device.

Once the design is fully placed and routed, timing analysis is performed in order to verify if the implemented circuit meets user-defined timing constraints. This process is straightforward since the physical device is fully pre-characterized by the FPGA manufacturer, and timing models are already embedded in the CAD tool.

Eventually, the device configuration file, namely *bitstream*, is generated. This file stores the physical configuration of each hardware resource inside the FPGA, in order to implement the target functionality. The device is then programmed and can be in-circuit verified. If design bugs are found during this last verification stage, design flow iterations must be performed. Nonetheless, due to FPGA reconfigurability, the same physical device can be programmed with a newly generated and corrected *bitstream*.

On the other hand, the ASICs design flow (Figure 3.2) is much more complex with respect to the FPGA-based one [221].

In particular, since the physical device must be manufactured from the scratch, several addi-
tional verification and characterization steps are required. Various Design-for-Testability (DfT) features, such as scan-chains, Boundary-Scan/JTAG and Built-In Self-Test (BIST), are usually inserted in order to perform device testing using Automated Test Equipment (ATE). Moreover, timing analysis and equivalency checks must be also performed after synthesis in order to verify if the synthesis tools have produced a correct result (i.e., netlist). Afterwards, all the required information are shared with the silicon foundry that is in charge of generating the masks and manufacturing the physical device. After placement and routing, additional equivalency checks are needed and analysis of second and third order effects, such as noise and parasitics, must be performed.

By comparing Figure 3.1 and Figure 3.2 it is clear that the ASICs design cycle is much more complex, and therefore longer, than the simplified FPGA-based design cycle. The additional verification and analysis steps are mandatory in order to discover as soon as possible design bugs or other issues, with the aim of reducing as much as possible the probability of iterations in the late design steps.

FPGAs also eliminate the complex and time-consuming floorplanning and production stages of the project since the design logic is synthesized in order to be placed onto an already verified, characterized and manufactured FPGA device. Basically, while costs for the application development and architectural design are faced for both FPGA-based and ASIC designs, the Non-Recurrent Engineering (NRE) costs associated to the expensive actual silicon implementation must not be afforded in case of FPGA-based designs, since the physical device production step has been already managed by the FPGA manufacturer.

On the other hand, the choice of an ASIC technology provides full custom design capabilities
that can lead to smaller Integrated Circuit (IC) form factor and higher performances and lower power consumption, since the placement of hardware logic and routing resources can be fully customized and optimized.

However, the selection between one of the two approaches strongly depends also on the production volumes. Figure 3.3 illustrates a qualitative comparison of a project total cost with respect to the product volume for two generic FPGA/ASIC Technology Nodes, i.e., TN1 and TN2, where TN2 is more advanced with respect to TN1.

![Figure 3.3: FPGAs versus ASICs project cost analysis.](image)

For low volumes, FPGAs are preferred since ASICs high NRE costs, that are increasing with the technology shrinking, may be not affordable. Nonetheless, for high volumes, since the unit cost for an ASIC will be much lower than an FPGA, there will be a crossover point in which producing custom ASICs will be more advantageous. It is worth to note that the crossover volume value increases for each technology advance.

All the aforementioned figures, merged with the reduction of the performance, speed and power gaps between FPGAs and ASICs are pushing designers to adopt FPGAs not only for prototyping purposes [90, 91], but also for the implementation of final release products with low time-to-market in a broad range of applications, especially in those ones requiring medium or low volumes [2 181]. As a matter of fact, nowadays FPGAs are employed in numerous application domains, including but not limited to, aerospace, defense, automotive, medical, high performance computing, industrial, wireless communication and consumer electronics (see Section 3.3).
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Field Programmable Gate Arrays today represent the last and the most advanced evolution of Programmable Logic Devices (PLDs). Depending on their architectural complexity, PLDs can be classified into two main groups (Figure 3.4): (i) Simple Programmable Logic Devices (SPLDs), including Programmable Logic Arrays (PLAs) and Programmable Array Logic (PAL), and (ii) High Capacity Programmable Logic Devices (HCPLDs), which include Complex Programmable Logic Devices (CPLDs) and FPGAs.

From the beginning of digital circuits, there has been a desire to have programmable hardware. Consequently, starting from the late 60’s, several PLDs architectures were developed and commercialized (Figure 3.5).

Actually, the first PLD was the Programmable Read Only Memory (PROM), which was commercialized in 1969. As shown in Figure 3.6, PROMs are composed of a fixed AND-gates plane and a programmable OR-gates plane. The AND plane generates all the minterms of the inputs, while the OR plane can be programmed to implement the required function. Exploiting this architecture, a PROM can implement any combinational function with limited inputs and outputs.

However, the PROM does not represent an efficient architecture when implementing logic circuits, since it includes a full decoder for its address inputs.

The first evolution of PROMs was represented by the more flexible PLAs. Similarly to PROMs, PLAs are based on an AND plane and an OR plane. However, in this case, both planes are programmable. Due to their full-programmability, PLAs were characterized by very high propagation delays. For this reason, they were not popular, and in the late 1970s they were replaced by
the Programmable Array Logic (PAL) architecture. PALs consist of a programmable AND plane and a fixed OR array. In order to enable the implementation of sequential circuits, registers (i.e., Flip-Flops (FFs)) were also added to the available resources, making PAL very popular.

Nonetheless, as the technology advances and IC density grows, the architectural limits of PAL structures arose. In particular, increasing the number of inputs and outputs of such structures led to very high fan-ins and fan-outs for the AND and OR gates. Consequently, a more efficient solution was the integration of several PAL structures, that can communicate each other through programmable interconnections, in the same chip. These high-density devices were called CPLDs.

As shown in Figure 3.7, CPLDs are essentially made up of logic blocks and MacroCells (MC) accessible through I/O blocks and arranged around a programmable interconnection network.

The logic blocks and the MCs include programmable AND-OR planes and additional combinatorial and sequential logic in order to implement multi-level complex functions, while the Interconnect block allows communication between logic blocks.

Although CPLDs features made them very popular, several difficulties were encountered while trying to extend CPLDs architecture to allow higher densities and higher logic capacity.

The result was the introduction of the first commercial Field Programmable Gate Array (FPGA) in the 1985 by Xilinx co-founders Ross Freeman and Bernard Vonderschmitt.

In contrast to CPLDs, FPGAs are composed of a two-dimensional array of configurable logic blocks. (Figure 3.8).

Usually, each logic block contains one or more Look-Up Tables (LUTs), several Flip-Flops (FFs), multiplexers, and dedicated carry-chains. This resources allow the implementation of any combinatorial or sequential function. The array of logic blocks is interleaved with a flexi-
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Figure 3.6: PROM internal architecture.

Figure 3.7: CPLD internal architecture [220].
ble interconnect network, configurable through programmable interconnection matrices. Moreover, input/output signals are managed through dedicated I/O blocks, usually supporting multi-standard voltage levels. Modern FPGA devices include also embedded SRAM memory blocks and dedicated DSPs slices. The memory blocks provide a total storage space up to several tens of MegaBytes on high-end devices and are used to implement fast and large data structures. The DSPs slices usually include dedicated and configurable binary signed or unsigned multiply-and-accumulate (MAC) units. The latter are massively used to implement arithmetic functions like parallel multipliers.

During the last years, the constant technology shrinking enabled manufacturing of even more heterogeneous FPGAs with increased logic capacity and the integration of entire embedded microprocessors, communication and memory controllers, or high-speed serial transceivers. Recent examples are the SmartFusion2 and Zynq-7000 (see Figure 3.9) devices produced by Microsemi and Xilinx, respectively. Today, FPGAs available in the market enable the implementation of complex SoPC, consequently reducing device count and board space.
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As aforementioned, FPGAs include a set of configurable resources, i.e., logic and interconnects, that can be programmed in order to implement a user-defined logic function. The configuration process essentially consists in downloading the so-called bitstream into the target device. The bitstream is generated by FPGAs vendors’ CAD tools at the end of the design process (see Figure 3.1).

Configuration is stored inside the device exploiting a defined programming technology. Modern FPGAs programming methods basically rely on three different technologies that make them one-time programmable or reconfigurable (Figure 3.10):

- Antifuse;
- Flash memory;
- SRAM.

The following subsections detail these three programming technologies, highlighting advantages and drawbacks.

### 3.2.1 One-time programmable FPGAs

One-time programmable FPGAs use the so-called *Antifuse* technology in order to be configured.

The *Antifuse* is a programmable switch that initially acts as an open-circuit and can be burned in order to provide a very low resistance connection. The burning process is irreversible, hence the *Antifuse*-based FPGAs can be programmed only once. Consequently, the configuration is non-volatile.

Figure 3.11 illustrates the working principle of the *Antifuse* technology.

![Antifuse Example](image)

**Figure 3.11: Antifuse example [30].**
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Basically, the *Antifuse* consists of a dielectric layer placed between two conductive layers. In order to build a programmable connection, this device can be placed across two interconnect wires. If unprogrammed, the *Antifuse* isolates the two wires. Applying a high voltage breaks down the dielectric, therefore allowing FPGA signals to pass through the *Antifuse* [119] [139].

Examples of *Antifuse*-based FPGAs are the *Axcelerator* [143] and *RTAX-S/SL* [148] families manufactured by *Microsemi*.

Figure 3.12 shows the architecture and layout of an *Antifuse*-based *Microsemi RTAX* device.

![Figure 3.12: Microsemi RTAX-DSP device architecture [148].](image)

The programmable logic is organized as a two-dimensional array of *SuperClusters* (SC), and columns of *RAM/First-In First-Out* (FIFO) blocks and *DSP Mathblocks*. Each *SuperCluster* features configurable combinational blocks (C), registers (R) and interconnection buffers (TX, RX and B) that allow the implementation of complex combinatorial or sequential functions. On the other hand, *RAM/FIFO* blocks and *DSP Mathblocks* can be used to implement memory structures and arithmetic operations [148].
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3.2.2 Reconfigurable FPGAs

Contrary to One-Time Programmable FPGAs, reconfigurable FPGAs can be re-programmed multiple times and today represent the most dominant part of the FPGA market.

In this case, programmable switches are configured resorting to memory cells used to store the FPGA configuration. Depending on the underlying programming memory technology (i.e., Flash or SRAM), the configuration can be volatile or non-volatile.

3.2.2.1 Flash-based FPGAs

Flash-based FPGAs resort to Flash memory cells to store the device configuration and drive programmable resources accordingly.

Flash memory cells are based on the floating-gate avalanche-injection MOS (FAMOS) technology. As shown in Figure 3.13, the standard Metal-Oxide-Semiconductor (MOS) transistor is enriched with an additional Floating Gate, isolated from the main Control Gate.

![Figure 3.13: Floating Gate transistor [139].](image)

If unprogrammed, the floating gate does not affect the normal operations. When a high voltage is applied between the control gate and drain terminals, negative charges flow through the isolating layer and remain trapped in the floating gate. When the programming signal is removed, a stable negative charge will be present into the floating gate, therefore modifying transistor’s behavior. The process can be reversed by applying proper high voltages in order to remove the trapped charges from the floating gate [139].

Figure 3.14 illustrates the usage of such technology in an FPGAs device. Basically, the Programming Transistor is used to inject charges into the floating gate, while the Switching Transistor represents the actual programmable switch, where FPGA user signal can pass through [119]. By having separate switching and programming transistors, the switching one is preserved from high programming voltages and can interface directly with low voltage logic [184].

The main advantage of Flash-based FPGAs is their non-volatility, i.e., the configuration will not be lost even if the power supply is removed. This eliminates the need for an external storage
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![FLASH-based FPGAs programming technology](image)

Figure 3.14: FLASH-based FPGAs programming technology [119].

device used to load the configuration at startup. Moreover, with respect to *Antifuse-based* FPGAs, *Flash-based* ones are reprogrammable. Nonetheless, the reconfiguration cycles are limited and dictated by the accuracy of the programming/erasing procedures that can lead to charge biases in the floating gates [119].

Recent examples of *Flash-based* devices are represented by the *SmartFusion2, IGLOO2, and RTG4* FPGA families, manufactured by *Microsemi* [146, 149].

Figure 3.15 illustrates the layout of a *Microsemi RTG4 FPGA* device.

The device presents a two-dimensional array of *Logic Clusters*, made up of *Logic Elements* including Look-Up Tables (LUTs) and FFs. Rows of embedded memory blocks, i.e., *LSRAMs, uSRAM* and *uPROM*, and *DSP Mathblocks* are also interleaved in the *Logic Clusters* array. The device also features embedded Serializer/Deserializer (SERDES) blocks that facilitate the implementation of high speed communication interfaces [149].

### 3.2.2.2 SRAM-based FPGAs

*SRAM-based* FPGAs exploit static memory cells (Figure 3.16) to store configuration data for programmable switches and logic.

Figure 3.17 illustrates the simplified architecture of an *SRAM-based* FPGA.

In particular, SRAM cells are used to drive the gate of pass transistors and the select lines of multiplexers in order to build the programmable network that connect and configure logic cells.

Unlike *Flash-based* and *Antifuse-based* devices, *SRAM-based* programming technology offers an infinite reprogrammability and it does not require non-standard technological processes. This
greatly simplifies the manufacturing process, since the same technology can be used for both configuration memory and programmable logic. Moreover, due to the adopted underlying technology, programming cycles are faster with respect to Flash-based and Antifuse-based devices [17].

On the other hand, the main drawback of such programming technology is represented by
SRAM volatility. *SRAM-based* FPGAs must be programmed at power-on and lose their configuration when the power source is disconnected. Consequently, an additional external storage or control device is required in order to load the FPGA configuration at start-up. This also introduces security issues, since configuration information can be intercepted and stolen. However, to counteract such problem, modern *SRAM-based* FPGAs offer configuration encryption services [119]. Some *SRAM-based* device families also offer internal Flash memory blocks to store one or more configuration *bitstreams* that can be automatically loaded at startup in SRAM configuration cells [124][249].

Popular examples of *SRAM-based* devices are the *Stratix* [8] and *7Series* [244] families manufactured by the two major FPGA vendors, i.e., *Altera* and *Xilinx*, respectively.

The basic architecture of state-of-the-art *Altera Stratix 10* devices is illustrated in Figure 3.18.

The main building block of *AlteraFPGAs* is the Adaptive Logic Module (ALM), which includes registers, full adders and a LUT (Figure 3.19).

ALMs can be connected together exploiting a programmable interconnection network, that features bypassable registers used for critical paths retiming and pipeling.

Figure 3.20 illustrates the overall block diagram of a *Stratix 10* device, which features the aforementioned core logic fabric architecture along with an ARM-based hard processor system and memory controllers, transceivers, DSPs, and memory blocks embedded in the same chip [9].

A similar architecture is also adopted by *Xilinx*. The basic logic building block of a *Xilinx*
FPGA is represented by the CLB, that includes logic slices (Figure 3.21). Each logic slice is made up of several LUTs, multiplexers and FFs. Each CLB is also connected to neighbor CLBs by means of dedicated and fast carry lines (i.e., $CIN$ and $COUT$ in Figure 3.21) and local interconnections, while a configurable Switch Matrix provides access to the general routing network.

As can be seen in Figure 3.22, CLBs are arranged as a two-dimensional array interleaved with columns of embedded DSPs and memory blocks.
3.3 FPGAs for mission-critical applications

Nowadays, FPGAs applications cover numerous fields, including but not limited to, aerospace, defense, automotive, medical, industrial, and wireless communication [104, 225]. FPGAs appli-

Figure 3.22: Layout of a Xilinx Zynq-7000 FPGA.

Applications can span from high-performance computing data centers [173, 208] to digital signal and image processing in real-time embedded systems [142, 203].

Due to their characteristics, FPGAs are also widely employed in safety- and mission-critical scenarios, and in general, in those applications demanding high dependability [17], such as in space where, as an example, the development time and costs for producing new ASICs are not affordable due to the very narrow market.

As a matter of fact, **Antifuse**, **Flash** and **SRAM**-based FPGAs have been widely adopted in the space industry. During the last decade, both **Microsemi** and **Xilinx** produced space-grade devices that meet the technology requirements imposed by the harsh environment in which they must operate.

**Microsemi** provides radiation-tolerant **Antifuse** and **Flash-based** FPGAs, such as the **RTSX-SU**, **RTAX**, and **RT ProASIC3** device families [147]. Figures 3.23-3.24-3.25-3.26 show a list of space missions in which these devices have been adopted, or it is planned to adopt them [144].

On the other hand, **Xilinx** provides both radiation-tolerant and radiation-hardened **SRAM**-
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<table>
<thead>
<tr>
<th>Mission</th>
<th>FPGA Model</th>
<th>Launch Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mars Reconnaissance Orbiter</td>
<td></td>
<td>August 2005</td>
</tr>
<tr>
<td>GPS R-M (8 Satellites) launched Sept 2005 to</td>
<td></td>
<td>August 2009</td>
</tr>
<tr>
<td>August 2009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAR-Luna 1, 2, 3, 4 and 5 First Launch</td>
<td></td>
<td>Dec 2006</td>
</tr>
<tr>
<td>TerraSar X launched June 2007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLAST launched June 2008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kepler launched March 2009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOCE</td>
<td></td>
<td>March 2009</td>
</tr>
<tr>
<td>Herschel &amp; Planck</td>
<td></td>
<td>May 2009</td>
</tr>
<tr>
<td>GPS 2F</td>
<td></td>
<td>First Launch May 2010</td>
</tr>
<tr>
<td>Globalstar2</td>
<td></td>
<td>First Launch Oct 2010</td>
</tr>
<tr>
<td>Operational Responsive Space-1</td>
<td></td>
<td>First Launch June 2011</td>
</tr>
<tr>
<td>Mars Science Lab</td>
<td></td>
<td>Launched Nov 2011</td>
</tr>
</tbody>
</table>

**Figure 3.23:** Space missions employing Microsemi RTSX-SU FPGAs [144].

<table>
<thead>
<tr>
<th>Mission</th>
<th>FPGA Model</th>
<th>Launch Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosmo-SkyMed 1, 2, 3 and 4</td>
<td>RTAX2000S-CQ352</td>
<td>First Launch June 2007</td>
</tr>
<tr>
<td>Mars Phoenix</td>
<td>RTAX1000S-CQ352</td>
<td>August 2007</td>
</tr>
<tr>
<td>Chandrayaan-1</td>
<td>RTAX2000S-CQ352</td>
<td>Launched October 2008</td>
</tr>
<tr>
<td>SDS-1</td>
<td>RTAX2000S-CQ352</td>
<td>Launched January 2009</td>
</tr>
<tr>
<td>GOSAT (IBUKI)</td>
<td>RTAX2000S-CQ352</td>
<td>Launched January 2009</td>
</tr>
<tr>
<td>WINDS (KIZUNA)</td>
<td>RTAX2000S-CQ352</td>
<td>Launched February 2009</td>
</tr>
<tr>
<td>Sicral-1B</td>
<td>RTAX2000S-CQ352</td>
<td>Launched April 2009</td>
</tr>
<tr>
<td>LRO &amp; LCROSS</td>
<td>RTAX2000S-CQ352</td>
<td>Launched June 2009</td>
</tr>
</tbody>
</table>

**Figure 3.24:** Space missions employing Microsemi RTAX FPGAs [144].

Based devices, such as the Virtex-4QV or Virtex-5QV families [247][248]. These devices have been also widely employed in the space market.

Figure 3.25: Space missions employing Microsemi RTAX FPGAs [144].

Figure 3.26: Past and planned Space missions employing Microsemi RTAX FPGAs [144].

FPGAs are also heavily employed in the automotive market, where governmental safety standards demand the most intelligent and advanced safety systems. As shown in Chapter 2, ADAS
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Applications require very-high computing capabilities, involving the processing of information coming from numerous sensors, such as radars and cameras, distributed throughout the vehicle. This usually requires high-performance many-core CPU or Graphics Processing Unit (GPU) architectures for signal processing, which may or may not be specialized to the target operation due to their limited flexibility and programmability.

On the other hand, by using FPGAs, designers can provide specialized circuits that can be more efficient, in terms of flexibility, performance and power with respect to a general purpose processing unit.

Numerous examples can be found in literature, where FPGAs have been used to implement communications controllers and networks complying to the FlexRay automotive standard \[185, 186\], or to implement high performance radar or image signal processing modules providing driver assistance functionalities \[179, 189, 215\].

3.4 Dynamic Partial Reconfiguration

As systems become more complex and designers are asked to provide even more efficient solutions, FPGA adaptability has become a highly investigated aspect. While native Flash-based and SRAM-based FPGAs can provide the flexibility of in-field or in-application reprogramming, novel design strategies are required in order to reduce board space, power consumption and resource utilization.

In this context, modern SRAM-based devices provide run-time or dynamic partial reconfiguration (DPR) features. DPR represents the ability to run-time change the functionality implemented by selected portions of a circuit while maintaining the rest of the design in a fully operating state. This extends the native flexibility of FPGAs and the hardware design space allowing to time-multiplex hardware resources. By exploiting DPR, designers can reduce cost and board space since they can fit more logic into the target device, they can include additional functions at run-time, and reduce power consumption by choosing a smaller device or swap out high-performance modules when not needed.

In literature, DPR has been extensively adopted to design adaptive and self-adaptive System-on-Programmable-Chips (SoPC) \[24\], to increase system fault-tolerance and self-repair capabilities \[49, 102, 150\], or for on-demand hardware acceleration \[44\].

Both Altera and Xilinx provide SRAM-based dynamically and partially reconfigurable FPGAs, along with dedicated hardware design flows \[5, 230\]. In the sequel, only the Xilinx partial reconfiguration design flow will be discussed and analyzed, since it is the most advanced and adopted in literature, and it has been used during this PhD work.

Figure 3.27 illustrates the working principle of DPR.

At design-time, DPR requires partitioning the system into static and reconfigurable module. Each reconfigurable module (e.g., A1-4 in Figure 3.27) must then be binded to a physically user-
defined reconfigurable region of the FPGA (e.g., *Reconfig Block “A”* in Figure 3.27). Each reconfigurable region can host a single reconfigurable module at a time. Through DPR, reconfigurable modules in a region can then be swapped at run-time without interrupting the operations of the circuit implemented outside the actually reconfigured area.

Xilinx’s EDA tools generate separate partial configuration files, called *partial bitstreams* or *partial bitfiles* (i.e., *A1-A4.bit* in Figure 3.27), for each module to be mapped into a specific reconfigurable area.

Figure 3.28 illustrates the partial reconfiguration design flow.

Starting from the *HDL Sources*, the static part of the design and the reconfigurable modules are synthesized separately. The implementation process is then performed in order to produce every possible full design configuration. A full configuration is built merging (i) the *static netlist*, (ii) a reconfigurable module netlist for each user-defined reconfigurable region, and (iii) design constraints files associated to both the static and the reconfigurable modules included in the considered configuration. It is worth to mention that the static portion of the design is implemented only once, and the results are copied in subsequent design configurations (see Figure 3.28).

At the end of the implementation process, the FPGA must be first programmed using a *full bitstream* associated with one of the created design configuration (e.g., *Full_1-N.bit* in Figure 3.28). Afterwards, reconfigurable modules can be swapped at run-time by loading the associated *partial bitfile* (e.g., *RMA.bit, RMB.bit* or *RMN.bit* in Figure 3.28) inside the FPGA through one of the available device configuration ports, that allows the access to the device configuration memory.

*Xilinx* devices offer several configuration ports, each one characterized by a maximum bandwidth (see Table 3.1).

DPR approaches can be classified depending on (i) where the *partial bitstreams* are stored and (ii) which configuration port is used to load them. Two main approaches are depicted in Figure 3.29.

Usually, *partial bitstreams* are stored in an external Flash memory. In order to load a partial bit-file, an external or internal controller is needed. The controller must interface to the selected
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Figure 3.28: Partial Reconfiguration Design Flow [239].

Table 3.1: Characteristics of Xilinx FPGAs configuration ports [239].

<table>
<thead>
<tr>
<th>Configuration Port</th>
<th>Max. Clock Frequency</th>
<th>Data Width</th>
<th>Max. Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICAP</td>
<td>100 MHz</td>
<td>32 bit</td>
<td>3.2 Gbps</td>
</tr>
<tr>
<td>SelectMAP</td>
<td>100 MHz</td>
<td>32 bit</td>
<td>3.2 Gbps</td>
</tr>
<tr>
<td>Serial Mode</td>
<td>100 MHz</td>
<td>1 bit</td>
<td>100 Mbps</td>
</tr>
<tr>
<td>JTAG</td>
<td>66 MHz</td>
<td>1 bit</td>
<td>66 Mbps</td>
</tr>
</tbody>
</table>

configuration port. In particular, the Internal Configuration Access Port [ICAP] provides access to the FPGA configuration memory from within the FPGA. Consequently, by implementing a config-
configuration controller in the FPGA fabric, it is possible to perform the so-called *self-reconfiguration*, i.e., the reconfiguration process is initiated by logic implemented in the actually reconfigured device. As shown in Table 3.1, the ICAP and SelectMAP provides the maximum configuration bandwidth, leading to fast reconfiguration times. However, self-reconfiguration solutions are often employed because ICAP eliminates the need of additional external controllers or microprocessors, while guaranteeing the maximum reconfiguration speed [241]. Therefore the ICAP primitive can be instantiated in the HDL description of the design in order to control the transfer of the partial bitstreams before they are sent to the configuration memory.

### 3.4.1 Configuration Details and Bitstream Composition

As aforementioned, a partial bitstream includes all the configuration commands and data necessary to configure a portion of the target FPGA and it can be loaded at any time during normal device operations to replace functionality in a design-time defined FPGA region.

All user-programmable features inside the FPGA are configured exploiting a volatile configuration memory (*SRAM-based*). Values stored in the configuration memory define the LUTs equations, routing networks, embedded memory values and all other aspects of the design.

Xilinx FPGAs’ configuration memory is arranged in frames that span the entire device. These frames represent the smallest addressable portions of the device configuration memory space. Nonetheless, loading a partial bitstream into the configuration memory does not require any prior knowledge of the physical location of the reconfigured resources, since the information
3.4. Dynamic Partial Reconfiguration

needed for frame addressing is included in the partial bitstream itself. Consequently, a valid partial bitstream cannot reconfigure the wrong region of the device.

Figure 3.30 illustrates the process of loading a partial bitstream in the target device. After

![Figure 3.30: Partial Bitstream composition and loading process [241].](image)

power-on, the device configuration memory is empty and put in configuration mode. An initial full configuration is therefore needed. Once the initial configuration is completed, the FPGA enters the user mode, where, at any-time, a partial configuration bit-file can be loaded through one of the available configuration ports.

As shown in Figure 3.30, a typical partial bitstream is composed of the following sections:

- **Header**: this section includes device control and frame addressing information;

- **Configuration Data**: this represent the biggest section of a partial bitstream, consisting of configuration information for all the resources included in the target reconfigurable region. These information may concern LUTs, DSPs, embedded memory blocks, and routing matrices and switches;

- **CRC**: a final 32-bit checksum value is also attached at the end of the bit-file in order to verify the integrity of the actually loaded configuration.

A special partial bitstream is the so-called *blanking bitstream*, which represents an empty reconfigurable module. Basically, by configuring a region with the associated blanking bitstream, the pre-existing functionality will be replaced with an empty module. It is worth to mention that these bitstreams still includes few configuration information for the reconfigurable region I/Os, and for any routing, associated with the static design, that can pass through this region of the FPGA [241].
3.5 Dependability issues in modern reconfigurable FPGAs

Dependability aspects must be taken into account when employing FPGAs in safety- or mission-critical applications.

In general, dependability can be defined as “the ability of a system to deliver a service that can justifiably be trusted”, and “the ability of a system to avoid failures that are more frequent or more severe, and outage durations that are longer, than is acceptable to the user” [12, 123]. As stated in [18], “in case of mission-critical applications we can specify dependability as the capability to tolerate faults induced by the environment that could lead to a failure of the entire system”.

A fault is defined as the misbehavior of an internal component of the system. It may be a physical defect, imperfection, of flaw that occurs within some hardware or software components of the system. Depending on system operations, faults can become errors if they are activated and propagated to the outputs of the faulty component. An error is a discrepancy between the intended behavior of a system and its actual behavior inside the system boundary. Eventually, errors can lead to failures if the system deviates from the correct service operations or specifications. Figure 3.31 summarizes these concepts illustrating the relationships between faults, errors and failures.

![Figure 3.31: Chain of dependability threats.](image)

Faults can be introduced in a system by the user, as example providing wrong inputs, or by the environment. Device aging, temperature, mechanical vibrations, and electromagnetic interference represent some examples of possible faults causes in a digital integrated system [133].

Either operating at ground level or in space, FPGAs and, in general, digital ICs are subject to radiation phenomena, that represents one the most critical environmental aspect and one of the primary causes of faults in modern electronic systems [170, 177, 178]. In fact, the aggressive technology shrinking, voltage scaling and the adoption of Commercial-Off-the-Shelf (COTS) components also in critical applications is exacerbating the issues caused by such phenomena.

Radiation can be defined as the interaction of particles with the electronic device, causing energy exchange. Several kinds of radiations exist, and the main are related to the interaction with cosmic rays, alpha particles, electrons, and photons.

The interaction between a ionizing particle and the device causes the so called funneling effect.
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As shown in Figure 3.32, when an ionizing particle penetrates the semiconductor substrate of a CMOS transistor, it frees electron-hole pairs, producing a charged track. Consequently, it temporarily modifies the depletion layer of the transistor. The created charges can be collected by reverse-biased junctions and converted into a voltage pulse, thus increasing the probability of a change of information in a sensitive node of the circuit.

A second effect caused by the interaction of ionizing particles with the semiconductor device is the displacement of the crystal lattice. If the particle enters the material, it can damage its crystal lattice by changing the arrangement of the atoms, causing a variation of the electrical properties of the device. Moreover, it is worth noting that the combination of the funneling and displacement effects can cause an accumulation of charges that can gradually decrease device performances during its operational life.

In order to easily analyze the behavior of the circuits in presence of the aforementioned physical phenomena, fault models have been defined. A fault model represents a simplified functional representation of the component’s misbehavior, caused by the physical effect.

The two main fault models for radiation-induced faults are the Single Event Effects (SEEs) and Total Ionizing Dose (TID). The former models the effect of the funneling phenomena, while the latter models the effect of crystal lattice displacement and charges accumulation.

As shown in Figure 3.33, SEEs includes all those fault models that can affect the considered device for a limited period of time (i.e., Soft Errors), or permanently (i.e., Hard Errors).

Soft Errors includes:

![Single-Event Effects classification diagram]

- **Single Event Transient (SET):** due to the funneling effect, voltage and/or current spikes may be generated for a limited period of time (in the order of picoseconds or nanoseconds). If the pulse-width of this spike is sufficient and at the right time (e.g., close to the sample instant of a Flip-Flop), it can propagate through the logic and eventually sampled by memory elements, thus introducing errors;

- **Single Event Upset (SEU):** it represents a change in the state of a memory element (e.g., FFs, SRAM cell, or flash cell) caused by the interaction with a radiation particle. As example, looking at Figure 3.17, if a SET is generated inside an SRAM memory cell internal feedback node, if the duration and width of the glitch is sufficient, it may flip the value stored by that cell. SEUs can be corrected by simply overwriting the content of the affected memory cell. In general the upset can affect a single memory element (Single Bit Upset (SBU)) or multiple memory elements (Multiple Bit Upset (MBU)). MBUs can be introduced in the circuit if SEUs are not corrected, thus leading to accumulation effects, or if a single particles has enough energy to upset multiple neighbor memory elements.

  Although in the past the probability of that the system could be affected by an MBU was not relevant, nowadays, the technology shrinking leads to smaller device sizes and higher integration, consequently increasing MBU rates;

- **Single Event Functional Interrupt (SEFI):** it is a temporary errors that affect elements of the device aimed at controlling its functionality. This fault can cause a malfunctioning of the whole device. Usually they can be recovered performing a global reset or a power cycle. As example, faults in the FPGA configuration engine may permanently affect configuration memory and implemented circuit functionality until a device reset or a power cycle is executed.

On the other hand, faults classified as hard errors are:
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- **Single Event Latch-Up (SEL)**: it is a disruptive permanent error that cause an increase of the device current. An SEL can provoke the destruction of the device itself if not stopped in time by disconnecting the power supply. This phenomenon relies on the presence of parasitic p-n junctions inside the standard CMOS structure. This junctions form a positive feedback network that, if triggered by a current spike, can lead to burning of the device [17];

- **Single Event Burnout (SEB)**: Single-event burnout (SEB) is a short-circuiting caused when a high-energy ion impacts a transistor source while the transistor is in its off-state, causing forward biasing. An SEB is typically related to power MOSFETs and high-voltage devices [132];

- **Single Event Gate Rupture (SEGR)**: it affects non-volatile memory cells. During writing or erasing operations the transistor is stressed by relatively high voltages. If a heavy particle strikes the transistor gate while it is stressed by such high electric field, it creates a low resistance path within the dielectric between the gate and the substrate. Consequently, this can lead to the dielectric melting.

Beside SEEs, TID are instead caused by spurious charge accumulation and crystal lattice displacements in the device material. This phenomena usually lead to a gradual decrease of device performances, and to an increase of power consumption. These effects are mainly due to the change of electrical characteristics of the device, such as the variation of the transistor threshold that, in case of floating-gate transistors, can lead to a permanent programmability loss.

Considering reconfigurable FPGAs, SRAM-based are more susceptible to radiation phenomena with respect to Flash-based, mainly due to the smaller transistor technology sizes [17,145]. It has been also demonstrated that, in modern SRAM-based FPGAs, the probability of SETs, SEFIs and hard errors is extremely low if compared to SEUs [126,226,252], making the latter a major concern.

Focusing on SRAM-based FPGAs, memory elements susceptible to SEUs belong to the following two categories:

1. **user**: this category includes all the elements that can be employed by the user in order to implement the FPGA application (i.e., flip-flops, embedded memories and shift registers belonging to the FPGA fabric or to the embedded hard macros, such as DSPs and high-speed transceivers.

   An SEU in a design memory element cause transient faults that can propagate wrong values through the logic, consequently causing errors and/or failures.

2. **configuration**: this includes all the memory cells and registers that compose the FPGA configuration memory and the associated control circuitry.
If an SEU provokes a bit-flip in the device configuration memory, it could cause a permanent change in the implemented circuit functionality. Such faults are more critical with respect to the ones affecting user memory elements since the FPGA configuration is usually written once only after power-on.

As stated in [187], which takes into account results reported in [1], “assuming that all flip-flop cells are used, the chance of an upset in these elements is very low if compared to a design that heavily utilizes embedded block RAM (BRAMs) blocks. The probability of an upset is more than 400 times higher than for a flip-flop upset due to the high ratio of BRAM cells to flip-flop cells. For the configuration memory cells, the ratio is even larger...”. Consequently, SEUs that impact the device configuration memory (and, to some extent, the embedded memory blocks) are the primary sources of soft errors that require mitigation in modern FPGAs [252], and an analysis of their effects on the system is therefore required in order to be able to take the proper countermeasures.

Configuration memory values define the routing architecture and the configuration of all the functional units inside the device (e.g., capture clock and reset polarity for flip-flops, or content of LUTs). Consequently, an SEU in the configuration memory may alter the topology of the implemented architecture. Figure 3.34 shows an example of the effect of a bit-flip in a SRAM memory bit associated to the configuration of a programmable routing matrix.

Figure 3.34 illustrates a fault-free reference configuration of the routing matrix and a possible faulty configuration due to an SEU. In the considered example, the Net_1, connecting the input IN_0 coming from another resource to the output OUT_1 is replaced with a new net (i.e., Net_2, therefore breaking the signal path. Moreover, Net_2 represents an antenna since IN_6 is left unconnected and OUT_1 is driven with an unknown value.

### 3.5.1 Dependability issues in dynamically reconfigurable systems

As discussed in Section 3.4, state-of-the-art SRAM-based device offer run-time DPR features. Although DPR can be used to increase reliability figures of a system, e.g., by implementing FPGA configuration memory scrubbing or advanced adaptive fault tolerance and fault recovery mechanisms [49, 102, 150], its adoption in applications demanding high reliability is still limited.

The motivations are related to the dependability of the DPR process itself. In fact, DPR exposes the system to faults and errors affecting both the hardware controller, employed for managing reconfigurations, and actual configuration data (i.e., partial bitstreams) that are used to overwrite portions of the FPGA configuration memory content at run-time.

Both types of errors are very critical since, similarly to an SEU effect, a mis-reconfiguration can lead, in the worst case, to a permanent disruption of the entire system functionality. Recovering from such errors could require a full device reconfiguration and/or reset of system operations.

It is worth to mention that writing the FPGA configuration memory with a faulty bitstream can impact not only the functionality implemented by the targeted reconfigurable module, but
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Figure 3.34: Example of the effect of a SEU on the configuration of a programmable routing matrix [37].

also the static portion of the design due to corrupted frame addressing information or because some interconnections related to the static portion of the design route through the reconfigurable module FPGA region.

As mentioned in Section 3.4, DPR is often carried out through the internal ICAP interface. Reconfiguring through the ICAP does not require any additional external hardware, since reconfiguration tasks can be triggered, executed and monitored by control logic or soft microprocessors embedded in the same FPGA. Essentially, the reconfiguration control logic is in charge of retrieving partial bitstreams from an internal or external memory and delivering them to the ICAP. Clearly, when partial bitstream files are stored locally, the reconfiguration process is faster and more reliable, but, a wide portion of the FPGA embedded memory block is wasted. On the contrary, if partial bitstream files are stored in an external memory, no internal memory is required but the overall reconfiguration process may be slower, with intrinsic lower dependability [191].

As design size and complexity continues to grow (e.g., multi-core or many-core SoCs), area is
becoming a critical resource [183]. Therefore, storing partial bitstreams on external memory devices is the mostly adopted solution. Nevertheless, this approach increases the error probability on partial bitstream files, as communications errors may happen during external data transfer.

As illustrated in Figure 3.30, to validate the integrity of a partial bitstream, each bit file includes a final checksum value. This checksum is compared with an ICAP internally generated one at the end of the reconfiguration process. If a mismatch occurs, the ICAP signals that a corrupted partial bitstream has been received. Nonetheless, this mechanisms does not provide any protection to the system since it is triggered only at the end of the reconfiguration process, i.e., when all data have been already written in the FPGA configuration memory.

Taking into account partial bitstream composition (see Figure 3.30), two kinds of errors may occur: (i) configuration data errors and (ii) control and frame addressing errors. When errors occur in the data portion of the bitstream, the recovery procedure is often not critical, because just the reconfigurable region has been corrupted. Loading a new partial bitstream file is in the most cases sufficient to fix the error [231]. However, since routing resources residing in the reconfigurable region can also be used to connect logic resources associated to the static portion of the design, this kind of error can also impact on entire design functionality.

On the other hand, when errors occur in the header section of the bitstream, the corruption modifies control and/or frame addressing information. In such cases, the error may also affect FPGA resources that reside outside the reconfigurable region, therefore a safe recovery requires a full FPGA reconfiguration. Highly reliable or real-time applications must adopt additional error detection mechanisms to overcome this issue.

To counteract the aforementioned issue, an optional and alternative PerFrameCRC solution has been introduced by Xilinx only for 7-Series and Zynq7000 devices [250]. When generating partial bitstreams for these devices, additional intermediate control instructions and checksum values are embedded in the partial bitstream, leading to a bitstream size overhead of about 4-5% [250]. In these devices configuration data are internally buffered by the ICAP, and associated checksums are checked before actually writing them in the configuration memory. Although this method provides a more reliable solution (only available in latest device families) w.r.t. the previous one, these checks are performed with a fixed granularity, leading to error detection capabilities, increased bitstream storage requirements and timing overheads that may not be compliant with the constraints imposed by the target applications.

Nevertheless, in any case, delivering to the ICAP a wrong or a corrupted bitstream can potentially interrupt system operations or permanently change circuit functionality. Either stored in an external memory or in embedded FPGA memory blocks, partial bitstreams are subject to errors. It is therefore essential to monitor configuration data and provide the requested uncorrupted bitstream at ICAP inputs. Moreover, unless a radiation-hardened FPGA is employed, configuration data monitoring alone is not sufficient to overcome the aforementioned issues if it is not implemented in conjunction with a reconfiguration controller that is protected with respect to faults.
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affecting its hardware resources [71].

Depending on the employed device, bitstream storage and application requirements, different protection schemes can be adopted to increase the overall dependability level of the reconfiguration process. These considerations will be addressed in Chapter 5, that will present some methodologies and tools, developed and analyzed during this PhD work, for enhancing DPR dependability.
BUILDING ROBUST HARDWARE ACCELERATORS AND SYSTEMS FOR REAL-TIME EMBEDDED IMAGE PROCESSING ON RECONFIGURABLE FPGAS

Considering the applications introduced in Chapter 2, such as automotive pedestrian detection and forward collision avoidance, or space video-based relative navigation, real-time performances of the digital image processing systems are required, in order to quickly react to external dangerous or unwanted events. A real-time digital image processing system can be defined as a system “that regularly captures images, analyses them to obtain some data, and then uses that data to control some activity, that”, to avoid failures, “must occur within a predefined and limited time” [14].

The real-time performance constraints, often merged with the high computational workloads generated by digital image processing algorithms, represents a challenge when trying to build real-time and embedded imaging systems.

Modern embedded processors, providing inherently serial processing capabilities, cannot fulfill the required constraints. Therefore, hardware acceleration, i.e., resorting to custom hardware components to significantly speed-up computationally intensive software algorithms, represents a crucial solution.

Looking at common image processing algorithms flows (see Figure 2.1), it is clear that hardware pipelined architectures can bring advantages, mainly in terms of throughput, with respect to serial software processing approaches. Depending on the operations performed by each algorithm it may be also possible to parallelize operations and adopt stream processing-based approaches to further increase the performances of the designed hardware system (the reader may refer to [14] for detailed information on the aforementioned techniques).

Due to their flexibility, increasing computing capabilities and resources capacity, FPGAs rep-
resent one of the most popular technology that can be adopted to develop custom hardware accelerators and entire embedded image processing system [14].

Taking into account that the results of the image processing pipeline are used to control the system, when dealing with critical applications it is desirable, and often mandatory, to guarantee that processing algorithms provide results characterized by a sufficient “confidence” level. As discussed in Chapter 2, input images can be affected by unwanted noise or blur, that can hide some information of the target scene. In these cases, pre-processing algorithms are applied to the corrupted input images in order to smooth as much as possible such effects, thus improving and highlighting useful information. This is done to minimize the probability that the subsequent image processing algorithms will extract wrong information.

In addition, environmental conditions changes can cause fluctuations of the contributions given by the unwanted effects, thus altering the performances of the applied algorithms. To overcome this issue and increase image processing algorithms’ robustness, the key idea is to introduce self-adaptivity features in order to maintain constant, or improve, the quality of results for a wide range of input conditions, that are not always fully predictable at design-time (e.g., noise level variations). This is also true in space applications, where usually we are not able to fully pre-characterize the environment in which the image processing system is going to be employed. Self-adaptivity has been accomplished by measuring at run-time some characteristics of the input images, and then tuning the algorithm parameters based on such estimations. DPR features of FPGAs have been exploited in order to integrate run-time adaptivity into the designed hardware accelerators.

The following sections present the design of robust image processing hardware accelerators on FPGAs for real-time applications. For increasing algorithm robustness, adaptivity has been taken into account and it has been enabled by mean of dynamic partial reconfiguration of the FPGA design. Referring to the applications and issues discussed in Chapter 4, two case studies will be presented. The former approaches the problem of restoring information from blurred images, while the latter discusses the implementation of a system for extracting and matching features in a robust way.

### 4.1 ABLUR: an FPGA-based adaptive deblurring core for real-time applications

While capturing a frame, the camera must maintain the shutter opened for a finite amount of time, in order to acquire the proper amount of light and take a well defined image. However, as mentioned in Section 2.3, relative movements between the camera and the scene during this interval induce motion blur in the captured image.

It is very difficult to obtain good results by processing blurry frames, and so input images must be firstly enhanced, in order to identify targets or extract information from them.
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There exist mechanical techniques to prevent this effect to occur, but they are cumbersome and expensive. Considering for example an Unmanned Aerial Vehicle (UAV) engaged in a save and rescue mission, where recording frames of scene to identify people and animals to rescue is required. In such cases, weight of equipment is of absolute importance, and no extra hardware can be used. In such case, vibrations are unavoidably transmitted to the camera, and recorded frames are affected by blur. It is then necessary to deblur in real-time every frame to allow post-processing algorithms to extract the largest possible amount of information from them.

Restoring the latent image from the input blurry one has long been a challenging problem in digital imaging (e.g., [214], [213], [39]). Authors have modelled the task as a two-dimensional deconvolution process [33]. This simplification holds on when the blur is considered spatially invariant, meaning that every point in the original image spreads-out the same way in forming the blurry image [190]. In this case, the blurry image is the result of the two-dimensional convolution of the target scene ideal image with the blur kernel, also known as Point Spread Function (PSF) (see Section 2.3.1) [35].

However, even in this simplistic case, to accomplish the deblurring task it is necessary to deal with two-dimensional deconvolution, that is well known to be an heavy task [34]. As two-dimensional convolution cannot be directly inverted, it is necessary to perform complex mathematical operations to retrieve the real image hidden behind the blurry input [118]. For this reason, deblurring algorithms are usually unable to achieve real-time performances.

Moreover, very often, to obtain acceptable output results, a tuning phase is required in order to setup the deblurring algorithm parameters. In addition, a new setup phase is in general required when the input images characteristics change (e.g., due to contrast or brightness variations).

The number of research activities dealing with hardware deblurring approaches is very small, above all if it is compared to the huge amount of existing works dealing with software deblurring approaches.

In literature, hardware is usually exploited as a medium to collect more in-depth information about the blurring procedure (e.g., by using sensors to detect the relative camera motion [198] [111]) rather than a way to speed-up mathematical calculations and, consequently, software deblurring approaches.

4.1.1 Deblurring Algorithms Overview

One of the very first works on this topic is presented in [136], where an iterative procedure is used for recovering a latent image that has been blurred by a known PSF.

Classical deblurring approaches can be classified in blind and non-blind algorithms. While the former approach does not need any information about the blur kernel, the latter requires at least an estimation of it. In any case, the problem is severely unconstrained [128].
Early works on deblurring usually model the blur kernel using simple shapes and priors, as in [169]. On the other hand, these exemplifications may lead to poor results when applied to natural images [117]. Linear motion blur kernel model used in many works is very often overly simplified for true motion blurring [32].

During the last years, to consider more complex blurring models, several multi-image based approaches have been proposed. These methods estimate the blur kernel by analysing multiple images of the same scene [38, 174]. Although these approaches have the advantage of discarding too simplistic (and often unrealistic) assumptions, they cannot be applied when it is necessary to work on single input images. For example, [197] presents a hybrid camera system equipped with two imaging sensors. It can simultaneously capture high-resolution video together with a low-resolution one that has denser temporal sampling. Frames captured with higher temporal frequency are less affected by blur, since the smaller camera occlusion time is, the fewer relative movements between camera and scene are. Using the different information retrieved at the same time from the two sensors, it is possible to deblur frames in the high resolution video.

Super-resolution (SR) is an imaging technique that leverages multiple low-resolution frames to construct a high-resolution frame [127]. It involves an exchange of information from frames basing on the assumption that the target has remained unchanged.

The majority of the work published on SR focuses on the mathematical algorithms behind SR and the ability to overcome inherent obstacles such as non-uniform blur [73], and motion estimation errors [76]. However, SR approaches are not suitable when a single standard camera is employed.

An interesting single-image deblurring approach based on Hyper-Laplacian priors is presented in [117]. Theoretical basis behind this method rely on the fact that typical gradients distributions in real-world scene images have been proven to be well modeled by a Hyper-Laplacian distribution $p(x) \propto e^{k|x|^\alpha}$, with $0 < \alpha < 1$. However, the usage of such sparse distributions makes the problem more complex, thus slow to solve.

To speed-up the algorithm, authors in [117] present a method that splits the deblurring task into two separated sub-problems. Both these two phases aim at minimizing a cost function to retrieve the most probable latent image. This method proved to be very fast since the most time-consuming computations can be avoided by using a Look-Up-Table-based approach. However, it requires a heavy tuning phase before providing good quality outcomes.

For what concerns deblurring approaches, hardware acceleration has been mainly used for SR [10, 195].

4.1.2 ABLUR Architecture

This section discusses ABLUR, a self-adaptive core, implemented on a single FPGA device, that is able to perform the deblurring task of single input images in real-time. DPR is exploited to
enable self-adaptation of the deblurring algorithm parameters based on input images characteristics. ABLUR exploits the algorithm presented in [117], avoiding human interaction during the algorithm parameters tuning phase, by self-adapting to the input images characteristics at run-time.

The approach presented in [117] has been chosen because it has proven to be very fast and accurate; moreover, it is based on the Discrete Fourier Transform (DFT), an operation that is easily implementable in hardware [206]. ABLUR architecture is able to deblur single 1024x1024 pixels images in real-time (i.e., 25 frames-per-second, fps).

As explained in [117], the problem of restoring a latent image \( x \), starting from the input blurry one \( y \), can be solved in the frequency domain, exploiting Equation 4.1.

\[
x = \mathcal{F}^{-1}\left( \frac{\mathcal{F}(-f^1 \oplus w^1 - f^2 \oplus w^2) + \lambda \cdot \mathcal{F}(K)^* \cdot \mathcal{F}(y)}{\|\mathcal{F}(f^1)\| + \|\mathcal{F}(f^2)\| + \lambda \cdot \|\mathcal{F}(K)\|} \right)
\]

(4.1)

where \( \mathcal{F}(Z) \) and \( \mathcal{F}^{-1}(Z) \) denote the two-dimensional direct and inverse DFT of a matrix \( Z \), respectively [29], and \( \|Z\| \) represents the matrix obtained by applying the modulus operator to each element of \( Z \).

In Equation 4.1, \( \ast \) is the complex conjugate, \( \oplus \) is the convolution operator and \( \cdot \) denotes component-wise multiplication (the division is also performed component-wise), while \( \lambda \) is a weighting constant. Moreover, since this method belongs to the family of non-blind deblurring algorithms, it requires in input the blur kernel, represented with its Optical Transfer Function (OTF) \( K \). The OTF models the transfer function of an optical system, and is represented as a matrix as big as the input image [94].

Instead, \( F^1 \) and \( F^2 \) are the OTFs of \( f^1 \) and \( f^2 \), that are the two first-order derivative filters in the \( x \) and \( y \) axis, respectively (\( f^1 = [1 \ -1] \) and \( f^2 = [1 \ -1]^T \)).

Finally, \( w^1 \) and \( w^2 \) are computed as:

\[
\begin{align*}
w^1 &= \arg\min_w |w|^\alpha + \frac{1}{2}(w - v^1)^2 \\
w^2 &= \arg\min_w |w|^\alpha + \frac{1}{2}(w - v^2)^2,
\end{align*}
\]

(4.2)

where

\[
\begin{align*}
v^1 &= y \oplus f^1 \\
v^2 &= y \oplus f^2.
\end{align*}
\]

(4.3)

In Equation 4.2 \( \alpha \) is the parameters related to the distribution of the gradients in the input image, and in general it is between 0 < \( \alpha \) < 1 for real-world images, denoting a Hyper-Laplacian distribution [117], while \( \arg\min_z f(z) \) represents the values of \( z \) that minimize the function \( f(z) \).

Authors propose to solve Equation 4.2 by using a Look-Up Table, which, for a fixed \( \alpha \), stores pre-computed data (i.e., \( w^1 \) and \( w^2 \)), for each possible \( v^i \). Obviously, data are discretized, in
order to limit the LUT size. In addition, they propose to compute off-line $\mathcal{F}(K)^*$ and the whole denominator from Equation 4.1 as they do not depend on the input image $y$.

However, this algorithm presents two main limitations:

1. it is a non-blind deblurring algorithm, which implies that the exact blur kernel should be provided as an input parameter to correctly restore an image;

2. it requires a tuning phase that has major impacts on the final produced outcomes, as the value of $\alpha$ has to be fixed, for each input image.

To effectively implement this algorithm on an FPGA device, some considerations and optimizations have been done.

Concerning the first problem, from the knowledge of the system (e.g., vibrations induced to the camera or expected relative motion between camera and the scene), a generic estimation of the blur kernel can be employed as input. Tests have demonstrated that this algorithm is quite robust to errors in the initial kernel estimation, which can be fixed a-priori, and applied on each image at run-time (see Section 4.1.3).

To solve the second problem, it is possible to estimate at run-time the distribution of the input image gradients, characterized by $\alpha$, thus adapting the computations to the actual image scene characteristics.

It is worth noting that, with respect to Equation (4.1), since the OTFs $K$, $F_1$ and $F_2$ are fixed a-priori, the denominator is fully off-line pre-computable thus, at run-time, it can be retrieved from an external memory.

Figure 4.1 shows the overall architecture of ABLUR.

ABLUR processes a stream of 8-bit packets representing a sequence of 1024x1024 grey scale frames, with 8 bit per pixel (bpp) resolution. It is assumed that the image pixels are received in a raster format, line-by-line from left to right and from top to bottom. ABLUR outputs a stream representing the deblurred input frames, with the same bpp resolution.

Several interfaces to external memories are also needed in order to store temporary data, that cannot be efficiently kept in the FPGA internal memory resources.

The following subsections detail all the main modules composing ABLUR.

### Input Image Fast Fourier Transform module (FFT(y))

This module computes the two-dimensional Fast-Fourier Transform of the input image. Since the input image is 1024x1024 pixels, it outputs a matrix of 1024x1024 64-bit complex values (both the real and the complex parts of each value are represented on 32-bits).

In literature, many real-time FFT hardware modules have been presented (e.g., 51 [207]). Since the focus of this section is not to present an architecture that implements the Fast Fourier
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Figure 4.1: ABLUR block diagram

Transform, this module has been implemented resorting to the Xilinx LogiCore Fast Fourier Transform core [236].

However, to compute a two-dimensional fourier transform, two phases must be performed. First, the FFT is computed for each row of the image, and stored in External Memory 1. Then, the final FFT results are computed by retrieving the temporary FFT data in a column order [172]. This module is also in charge of computing the Inverse FFT in Equation 4.1, to extract the deblurred image results.

4.1.2.2 Gradient calculator

This module computes the gradients (i.e., $v_1$ and $v_2$) of the input image by convolving it with the filters $f^1$ and $f^2$ (see Equation 4.3). Figure 4.2 shows the internal architecture of the Gradient calculator module.

For each pixel composing the input image, it outputs the associated gradients in the x and y axis (i.e., $v_1$ and $v_2$). Since the input images are received in a row-by-row raster format, and the convolution with the filters $f^1$ and $f^2$ operates on adjacent pixels in the x and y axis, a FIFO buffer is needed to store a single 1024 pixels row of the input image (i.e., Row Buffer in Figure 4.2). This buffer has been implemented using a single FPGA internal Block-RAM (BRAM) memory resource [243]. At startup, the FIFO buffer is filled with all the pixels associated to the first row of the
image. Then, whenever a new input pixels is received, it is stored inside the buffer. Leveraging the dual-port feature of the BRAMs, in the same clock cycle, the oldest stored pixel is read-out. The new read-out pixel is used, in conjunction with the last read-out one, stored in the register FF in Figure 4.2, to compute \( v^1 \). Simultaneously, the read-out pixel is subtracted to the actual received pixel to compute \( v^2 \).

4.1.2.3 \( \alpha \) estimator

The \( \alpha \) estimator module computes the \( \alpha \) parameter (see Equation 4.2) that best fits the characteristics of the input images. The resulting value of \( \alpha \) is used to select the right configuration of the \( w \) calculator LUT, to be applied to the following image. This is acceptable since, at real-time frame rate (i.e., 25 fps), the image characteristics are very similar between the actual frame and the following one.

In particular, \( \alpha \) characterizes the gradients distribution of the input image, that, for real-world images, follow a hyper-laplacian distribution (i.e., \( p(x) \propto e^{\frac{|x|^{\alpha}}{\alpha}} \) where \( 0 < \alpha < 1 \)) [117]. The distribution of the gradients can be computed by extracting the gradients histograms.

As shown in Figure 4.3, the \( \alpha \) estimator is composed by two main sub-modules: (i) the Histogram Calculator, and (ii) the \( \alpha \) selector.

The Histogram Calculator computes the histogram of the input image gradients. Its internal architecture, shown in Figure 4.4, is based on two dual-port BRAM buffers (i.e., \( BRAM_x \) and \( BRAM_y \)), each one associated to a 20-bit counters.
The values of $v^1$ and $v^2$, received from the Gradients calculator, are used to address the two buffers. Within the same clock cycle, the two read-out values are incremented by one, and stored in the same address location of the respective buffer. During this phase the $\alpha$ read signal is set to 0 by the Controller. When all $v^1$ and $v^2$ values are received, the Controller sets the HD signal, indicating that the two buffers contain the complete histograms associated to the gradients in the x and y directions.

The $\alpha$ selector, using a Look-Up Table (LUT) approach, outputs the $\alpha$ value that best fits the computed histogram distribution. In particular, it contains the $\alpha$LUT, as shown in Figure 4.5, which stores 12 $\alpha$ values in the range (0.40, 0.95), discretized with a step of 0.05. Figure 4.6 plots the hyper-laplacian distributions associated to some $\alpha$ stored in the $\alpha$LUT and their average slopes in the ranges $[-30, -20]$ and $[20, 30]$.

As can be noted from Figure 4.6, looking to the slopes of the functions in the ranges $[-30, -20]$, or $[20, 30]$, is sufficient to discriminate between hyper-laplacian functions with different $\alpha$ values. Thus, the $\alpha$ selector reads from both histogram buffers the values of the histogram bars, associated to the gradient values 20, -20, 30, and -30, only. To accomplish this task, the Controller of the Histogram Calculator sets $\alpha$ read to 1, while the HIST Address signal is used by the $\alpha$ selector to extract the histogram bar values $HB_x$ and $HB_y$, associated to the aforementioned gradient values.

Then, the average slope of the hyper-laplacian function in the selected range is computed and used to address the $\alpha$LUT in order to extract the $\alpha$ parameter (Figure 4.5).

It is worth noting that, although only few values are used, the whole gradients histograms have been computed since these information are often exploited by subsequent image process-
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Figure 4.5: $\alpha$ selector internal architecture

ing algorithms (e.g., for edge detection \[182\]), thus they can be an additional output of $ABLUR$. In any case, this computation does not affect the overall performances, and it requires very few resources.

4.1.2.4 Reconfiguration Manager

The Reconfiguration Manager receives in input the $\alpha$, computed by the $\alpha$ estimator, and retrieves, from an external memory the partial configuration bitstream associated to the new chosen configuration for the LUT in the $\omega$ calculator. The configuration bitstream is then written to the internal configuration port (i.e., ICAP in Xilinx FPGAs), located inside the FPGA device, and directly connected to its configuration engine.

At the end of the reconfiguration process the $\omega$ calculator LUT contains the updated values, corresponding to the selected $\alpha$, that can be used to compute $\omega$ during the next image cycle.

4.1.2.5 $\omega$ calculator

The $\omega$ calculator module operates in two consecutive steps. First, it solves Equation 4.2 using a LUT approach. Basically, it receives $v^1$ and $v^2$; as the LUT stores the corresponding values of $\omega$ for discretized $v$ values, it is possible to compute $\omega^1$ and $\omega^2$ very fast. For each different value of $\alpha$ a different LUT is required (as Equation 4.2 depends on $\alpha$).

To ensure a good approximation, for a fixed $\alpha$, the LUT contains $10^4 \omega^1$ and $\omega^2$ 32-bits values, as proposed in [117], leading to the usage of two 312.5 Kbits memories (each one used to compute $\omega^1$ and $\omega^2$, respectively).
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Figure 4.6: Hyper-Laplacian distributions with different $\alpha$ values

In order to save FPGA internal memory resources, at run-time, only the LUT associated with the actual estimated value of $\alpha$ is instantiated inside the FPGA device. Run-time partial reconfiguration is then exploited to change the LUT configuration when the $\alpha$ value changes.

Afterwards, $w_1^1$ and $w_2^2$ are convolved with the negated values of the filters $f_1^1$ and $f_2^2$, using the same architecture as in Figure 4.2. Finally, the two convolved values are added together (see Equation 4.1) to calculate the value of the $w$ that is the output of this module.

4.1.2.6 $w$ Fast Fourier Transform module (FFT($w$))

This module computes the two-dimensional Fast-Fourier Transform of the values received from the $w$ calculator. It is important to note that the received values represent a $1024 \times 1024$ elements matrix. As the FFT($y$) module, the FFT($w$) has been implemented resorting to the Xilinx LogiCore Fast Fourier Transform core [236].
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4.1.2.7 Formula Solver

The Formula Solver module is in charge of computing the sums and the component-wise division required by Equation 4.1. This module receives $F(y)$ and $F(w)$ as inputs, and reads an external memory to retrieve both $F(K)^*$ and the whole denominator $D$, which are pre-computed off-line (see Section 4.1.2).

This module outputs a 1024x1024 complex matrix on which will be applied the inverse Fourier Transform to retrieve the deblurred output image.

4.1.2.8 Control Unit

This module coordinates the operations of all the aforementioned modules. In fact, ABLUR operations can be grouped in four phases.

During the first phase, while the input image is received, the $FFT(y)$, the Gradients Calculator, the $w$ calculator, the $FFT(w)$, and the $a$ estimator modules are activated. In particular, $FFT(y)$ and $FFT(w)$ compute the first part of the two-dimensional Fourier Transform, on the rows of the respective input matrices (as mentioned in Section 4.1.2.1 and Section 4.1.2.6), while $a$ estimator computes the gradients histograms.

In the second phase, when the image is completely received, $FFT(y)$ and $FFT(w)$ computes the second part of the Fourier Transforms, retrieving the data computed during the first phase. In the meanwhile, $a$ estimator outputs the $a$ value. During this phase, the Formula Solver receives in input all the data needed to compute the sums and the division in Equation 4.1.

In the third phase the $FFT(y)$ module is used to compute the first part of the inverse Fourier Transform of the values extracted by the formula solver, while the Reconfiguration Controller reconfigures the $w$ calculator LUT with the chosen configuration, reading the estimated $a$ value.

Finally, in the fourth phase, the same module computes the second part of the inverse Fourier Transform and outputs the deblurred image values.

4.1.3 Experimental results

To evaluate the hardware resources usage and the timing performances of the proposed architecture, ABLUR has been synthesized and implemented on a Xilinx Virtex 7 VX485T FPGA device. Table 4.3 reports the FPGA resources usage of each internal module, along with the percentages of consumed resources with respect to the ones available in the selected device.

From Table 4.3 it is possible to note the limited hardware resources consumption, in terms of both logic (i.e., LUTs and Digital Signal Processors (DSPs)) and memory resources (i.e. BRAMs), for the selected device.

The 37 internal memory resources consumed by the $w$ calculator are needed to store the Reconfigurable LUT associated to the run-time selected $a$ value. The reconfiguration of this Look-Up Table requires $0.2ms$, since the configuration bitstream is about 80 KBytes, and the maxi-
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Table 4.1: Resource Usage for Xilinx Virtex 7 VX485T FPGA device

<table>
<thead>
<tr>
<th>Module</th>
<th>FPGA Area Occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LUTs</td>
</tr>
<tr>
<td>Control Unit</td>
<td>1,347</td>
</tr>
<tr>
<td>FFT(y)</td>
<td>2,207</td>
</tr>
<tr>
<td>FFT(w)</td>
<td>2,207</td>
</tr>
<tr>
<td>Gradients Calculator</td>
<td>112</td>
</tr>
<tr>
<td>$\alpha$ estimator</td>
<td>315</td>
</tr>
<tr>
<td>$w$ calculator</td>
<td>265</td>
</tr>
<tr>
<td>Reconfiguration controller</td>
<td>150</td>
</tr>
<tr>
<td>Formula Solver</td>
<td>2,113</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>8,716 (2.87%)</strong></td>
</tr>
</tbody>
</table>

The minimum bandwidth of the internal reconfiguration port (called ICAP in Xilinx devices) is equal to 3.2 Gbit/s [238]. This reconfiguration time does not influence the overall throughput, since the reconfiguration process can be performed while carrying out the final inverse Fourier transform, that is more time consuming.

At the maximum operating frequency of 255 MHz, ABLUR is able to process 29 1024x1024 frames per second, thus achieving real-time performances.

To demonstrate the effectiveness and to quantify the accuracy of the proposed self-adapting approach, a test environment has been developed to read sharp natural-world images and inject motion blur. The proposed architecture has been modeled as a Matlab script resorting to a fixed-point algebra to emulate the actual hardware precision. The Matlab model has been used also to perform functional verification of the implemented hardware architecture.

During the test phase, a motion blur kernel was used to simulate relative movements between camera and scene that are 7-pixel long and with an angle of 3 degrees with the x axis. The test environment is based on Matlab, running on Windows 7 x64 on a Notebook PC equipped with an Intel Core i5-2450M @2.50GHz CPU and 8 GB of RAM.

After injecting blur in the original images, the test environment invokes the deblurring function, implementing in software the algorithm executed by ABLUR. The blur kernel $k$ passed to the algorithm is a minor perturbation of the true kernel, to mimic kernel estimation errors, as done in [117].

Tests have been performed on 100 1024x1024 pixels images. For each image, a software routine finds the $\alpha$ value that best fits the image gradients distribution. This value is also the one that minimizes the error between the reconstructed latent image, and the original input one. In
particular, to quantify the quality of the reconstructed images, the RMSE! (RMSE!) has been employed and computed as:

\[
RMSE(L, O) = \sqrt{\frac{\sum_{i=1}^{1024} \sum_{j=1}^{1024} (L_{i,j} - O_{i,j})^2}{1024 \cdot 1024}}
\]  

where \(L_{i,j}\) and \(O_{i,j}\) represent a pixel in position \((i, j)\) in the latent and original images, respectively.

Figure 4.7 shows two images examples along with their hyper-laplacian gradients distributions, characterized by two different \(\alpha\) values.

Figure 4.7: Real-world scene images affected by blur and their gradients distribution, together with the Hyper-Laplacian that better fits them (represented with black crosses)
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Instead, the graph in Figure 4.8 shows the RMSE results while applying the algorithm implemented in ABLUR, with different $\alpha$ values.

![Graph showing RMSE results]

Figure 4.8: RMSE of the recovered latent images w.r.t. the original ones, varying the input $\alpha$ value, for the two examples in Figure 4.7 (the minimum RMSE is highlighted with a circled star)

It can be noted that the optimal $\alpha$ value is different between the two images, and corresponds to the one that characterize their Hyper-Laplacian gradients distribution.

During simulations ABLUR was able to identify the optimal $\alpha$ value, with a 0.05 resolution, thus ensuring equals, or even better outcomes w.r.t using a static $\alpha$ input.

In addition, since the hardware implementation of ABLUR uses fixed-point data representation, the error introduced with respect to using a software implemented double precision version of the same algorithm has been evaluated. Figure 4.9 shows the visual results and the RMSE values of ABLUR and software double precision version outputs.

For the sake of completeness, the output results of ABLUR have been compared with the ones obtained by other single-image deblurring approaches (i.e., [117] and two MATLAB built-in functions Deconvlucy and Deconvblind, both based on the algorithm discussed in [136]). Results are summarized in Table 4.2, and show that ABLUR achieves real-time performances while still providing high quality outcomes. Slight worsening in RMSE are due to approximations of the considered fixed-point algebra. The average elapsed time and the average RMSE are computed over 100 runs.

Table 4.2: Comparison among deblurring approaches in terms of execution time and RMSE

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Avg Elapsed Time (s)</th>
<th>AVG RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABLUR (HW)</td>
<td>0.034</td>
<td>0.0574</td>
</tr>
<tr>
<td>[117]</td>
<td>2.094</td>
<td>0.0409</td>
</tr>
<tr>
<td>Deconvlucy</td>
<td>3.126</td>
<td>0.0454</td>
</tr>
<tr>
<td>Deconvblind</td>
<td>6.396</td>
<td>0.0455</td>
</tr>
</tbody>
</table>
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Figure 4.9: Example from Figure 4.7 deblurred by ABLUR (RMSE=0.044) and by software implemented double precision version of the same algorithm (RMSE=0.039)

ABLUR ensures a speed-up of about 60x with respect to the Matlab version of the algorithm proposed in [117], while providing still acceptable results.

Deconvlucy and Deconvblind provide similar results in terms of RMSE, while being more time consuming with respect to the approach exploited by ABLUR [117].

Finally, a possible example of usage of ABLUR is discussed. Consider an UAVs engaged in a save and rescue mission, recording frames of scene to identify people to rescue while flying. To automatically detect people in difficulties, it could be useful to detect edges in every frames; such edges may be compared to typical human shapes, so that an alarm is triggered when possible human target is found. However, in such case, vibrations are unavoidably transmitted to the camera, and recorded frames are affected by blur, so that small edges are confused (or even totally hidden) by blur and impossible to detect. It is then necessary to deblur in real-time every frame to allow post-processing algorithms to extract the largest possible amount of sharp edges from them.

Figure 4.10 shows the outcome of an edge-detection algorithm applied on the original image, its blurry version and the the latent image recovered by ABLUR. As is highlighted in this example, edges are definitely more sharp and detailed when extracted from the deblurred image, and very similar to the ones extracted from the original image.
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Figure 4.10: Example from Figure 4.7 deblurred by ABLUR and edges extracted from blurry and deblurred image
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Upcoming plans for solar system exploration in the next 30 years are expected to include landing, sample and return missions to moons, planets, asteroids, and comets [157]. As discussed in Section 2.2, in recent space missions Spirit, Opportunity, and Curiosity, the spacecraft descending trajectory and the final landing point were precomputed and fixed during the mission planning, enabling to reach a maximum landing precision, quantified in terms of area in which the spacecraft is likely to land (landing ellipse) of 20 km [156]. Spacecraft autonomous precision landing capabilities able to reduce the landing ellipse to sub-kilometer accuracy would provide safe and affordable access to landing sites that promise the highest science return and pose minimal risk to the spacecraft [154]. VBN is an area of computer vision that exploits image frames captured by cameras and image processing algorithms to assist navigation in several application domains, including robotics, unmanned vehicles, and avionics [256] [155]. The wide availability of cameras on spacecrafts makes VBN a very interesting approach for the implementation of autonomous EDL control systems for next generation space missions.

VBN algorithms extract geometrical information from a set of real-time sampled image frames. As discussed in Section 2.2, they basically perform two activities named Feature Extraction and Matching (FEM), and Motion Estimation. During Features Extraction and Matching (FEM), each frame is processed to detect those pixels that represent features of interest for the image (e.g., corners or edges of surfaces). The detected features are then compared to extract those that can be recognized in two consecutive images (matching points). To increase accuracy, motion estimation algorithms require very accurate matching points distributed across the entire frame [134]. FEM algorithms require high computation capability to guarantee high frame rates and therefore high accuracy. Hence, very efficient hardware accelerators for this task are mandatory.

This section discusses SA-FEMIP, an optimized FPGA-based self-adaptive FEM architecture based on the well known Harris feature extractor algorithm [99]. This architecture introduces self-adaptation of the parameters of the image processing algorithms employed for the FEM task. Self-adaptation enables to better optimize the FEM algorithm to the environmental conditions, thus increasing the robustness with respect to noise and variations of external conditions that are typical of the space environment. Adaptation is obtained introducing very marginal overhead and guaranteeing high operational rates. This is achieved by resorting to DPR capabilities of modern space-qualified FPGAs.

4.2.1 Related Works

Feature extraction is the most complex activity performed by FEM algorithms. Several feature extraction algorithms have been proposed in the literature (e.g., Beaudet [20], SUSAN [188], Har-
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ris [99], Speeded-Up Robust Features (SURF) [19] and Scale Invariant Feature Transform (SIFT) [135]). From the algorithmic point of view, SURF and SIFT are probably the most robust solutions since they are scale- and rotation-invariant. This means that features can be matched between two consecutive frames even if they have differences in terms of scale and/or rotation. However, due to their complexity, hardware implementations are very resource hungry. As an example, [16] and [27] propose two FPGA-based implementations of the SURF algorithm. The architecture proposed in [16] consumes almost 100% of the LUTs available on a medium sized Xilinx Virtex 6 FPGA, without guaranteeing real-time performances. Similarly, the architecture proposed in [27] consumes about 90% of the internal memory of a Xilinx Virtex 5 FPGA. It saves logic resources, but it is able to real-time process images with a resolution limited to 640x480 pixels. Another example is presented in [254], where an FPGA-based implementation of the SIFT algorithm is presented. It is able to real-time process 640x480 pixel images, consuming about 30,000 LUTs and 97 internal DSPs in a Xilinx Virtex 5 FPGA.

Among the available feature extraction algorithms, Harris is probably the best trade-off between precision and complexity [204]. Under the assumption of small differences between consecutive frames (i.e., high frame rates or small camera displacements), its accuracy is comparable to SURF and SIFT, with a significant lower complexity. Since high frame-rates are mandatory during the EDL phase to allow real-time correction of the descending trajectory, Harris is a very good candidate to implement a high-speed and low-area FEM accelerator block for space-applications [68]. For each pixel \((x, y)\) of a frame, Harris computes the so called corner response \(R(x, y)\) according to the following equation:

\[
R(x, y) = \text{Det}(N(x, y)) - k \cdot \text{Tr}^2(N(x, y))
\]

(4.5)

where \(k\) is an empirical correction factor equal to 0.04, while \(\text{Det}(N(x, y))\) and \(\text{Tr}^2(N(x, y))\) represent, respectively, the determinant and the trace of the second-moment matrix, which depends on the spatial image derivatives \(L_x\) and \(L_y\), in the respective directions (i.e., \(x\) and \(y\)) [99]:

\[
N(x, y) = \begin{pmatrix}
L_x^2 & L_xL_y \\
L_xL_y & L_y^2
\end{pmatrix}
\]

(4.6)

where \(L_i\) is a spatial image derivative in the direction \(i\).

Pixels with high corner response have high probability to represent a corner (i.e., an image feature) of the selected frame and can be selected to search for matching points between consecutive frames.

4.2.2 SA-FEMIP Architecture

This section analyzes the SA-FEMIP architecture discussing where and how adaptation to environmental conditions has been introduced.
SA-FEMIP is a pipelined architecture that processes a 32-bit input stream representing a sequence of 1024x1024 grey scale frames with 10 bit per pixel (bpp) resolution (see Figure 4.11). Frame size and resolution are those provided by almost all space-qualified CMOS cameras [75]. Images are received in a raster format, line-by-line from left to right and from top to bottom. The output of SA-FEMIP is the set of matching points identified in the processed frames. The SA-FEMIP pipeline includes three main functional blocks: the Reconfigurable Gaussian Filter, the Adaptive Harris Feature Extractor, and the Feature Matcher. Moreover, SA-FEMIP includes an input/output interface to communicate with an external memory used to temporarily store images filtered by the Reconfigurable Gaussian Filter and later required during the feature matching step.

![SA-FEMIP Computational Pipeline](image)

The following sections details the operations carried out the modules composing SA-FEMIP, along with their internal architectures.

### 4.2.2.1 Reconfigurable Gaussian Filter

The Reconfigurable Gaussian Filter performs Gaussian smoothing of the input image. It reduces the image noise level, thus improving the feature extraction accuracy [93]. Gaussian filtering is performed by means of a two-dimensional convolution of the input image with a 7x7 Gaussian kernel mask [93] according to Equation 4.7. A 7x7 kernel is enough to approximate a two-dimensional Gaussian function with variance \( \sigma^2_f \leq 2 \) [78], which enables to forcefully reduce the noise that strongly affects images taken in space environments.

\[
F_I(x, y) = \sum_{i=0}^{s-1} \sum_{j=0}^{s-1} I(\delta x + i, \delta y + j) \cdot K(i, j) \quad (4.7)
\]

In Equation 4.7, \( F_I(x, y) \) is the filtered pixel in position \((x, y)\), \( I \) represents the input image, \( s \) is the kernel size (\( s = 7 \) in this architecture), \( K(i, j) \) is the kernel factor in position \((i, j)\), and \( \delta x \) and \( \delta y \) are computed according to the following equation:

\[
\delta x, \delta y = x, y - \left( \frac{s-1}{2} \right) \quad (4.8)
\]
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Figure 4.12 shows the architecture implementing the proposed approach.

![Reconfigurable Gaussian Filter hardware architecture](image)

Figure 4.12: Reconfigurable Gaussian Filter hardware architecture

The *Reconfigurable Gaussian Filter* is composed of: (i) the *Noise Variance Estimator* (NVE), (ii) the *Reconfiguration Manager*, and (iii) the *Gaussian Filter*.

Figure 4.13 shows the architecture of the *Gaussian Filter* module.

![Gaussian Filter internal architecture](image)

Figure 4.13: *Gaussian Filter* internal architecture

The *Splitter* gets the image flow through the 32-bit input interface and unpacks it in order to reconstruct the original 10-bit pixel flow. Pixels are then sent to the *Smart Write Dispatcher* (SWD), that stores them inside the *Rows Buffer* (RB) before the actual convolution computation.

The *Row Buffer* is composed of 7 FPGA Block-RAMs (BRAMs) each one able to store a full image row. Rows are buffered using a circular policy as reported in Figure 4.14. Pixels of a row are loaded from right to left, and rows are loaded from top to bottom (Figure 4.14(a)). When the buffer is full, the first row of the buffer is used again (Figure 4.14(b)).

When the first 7 rows of the image are ready in the *Row Buffer* the actual pixel filtering starts. At this stage, pixels of the central row (row number 4) can be processed and filtered. It is worth to

---

1The number of rows of the buffer is equal to the kernel size.
remember here that, using a 7x7 kernel matrix, a 3-pixel wide border of the image is not filtered, and related pixels are therefore discarded during filtering.

For each pixel to filter, a 7x7 image patch is extracted from the Row Buffer and stored in the Slide Window Buffer (i.e., a buffer composed of 49 10-bit registers). This can be efficiently done if one considers that the image is received in a raster way as shown in Figure 4.14(c). At each clock cycle, a full Row Buffer column is shifted into the Sliding Window Buffer (Figure 4.14(c)). After the 7th clock cycle, the first image block is ready and the Sliding Window Buffer is convolved with the Kernel Mask. At each following clock cycle, a new Row Buffer column enters the Sliding Window Buffer and a new filtered pixel of the row is produced. While this process is carried out, new pixels continue to feed the Row Buffer, thus implementing a fully pipelined computation. From (4.7), taking into account the considered kernel size (i.e., 7x7 pixels), 49 multiplications are required to produce a filtered pixel \( F(x, y) \). In the proposed architecture, all multiplications are executed in parallel within a single clock cycle. Since kernel factors have been internally represented through constants, 49 constant-multiplicators are instantiated. After that, an adder tree (similar to the one presented in [52]) adds the 49 multiplication results to produce the filtered pixel.

The NVE, exploiting the algorithm presented in [196], estimates the Gaussian noise variance (i.e., \( \sigma_n^2 \)) affecting the input image. The selected algorithm involves highly parallelizable operations. It first requires to extract the strongest edges (or features) of the input image exploiting the Sobel features extractor. This task is performed using two 2D convolutions [53] between the input image and the Sobel kernels (Equation 4.9) [92]:

\[
G_x = I(x,y) \ast \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{bmatrix}, \quad G_y = I(x,y) \ast \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}
\]

\[
G = |G_x| + |G_y|
\]  

(4.9)

where \( I(x, y) \) is the pixel intensity in the \( (x, y) \) position of the input image, and \( G \) is the edge map associated with the input image. The strongest edges are then extracted by selecting the highest 10% values inside \( G \). Finally, \( \sigma_n^2 \) can be computed as:

\[
\sigma_n^2 = C \cdot \sum_{I(x,y) \neq \text{edge}} |I(x,y) \ast N|^2
\]

(4.10)

where \( N \) is the 3x3 Laplacian kernel [196] and \( C \) is a constant defined as:

\[
C = \sqrt{\frac{\pi}{2}} \cdot \frac{1}{6(W-2)(H-2)}
\]

(4.11)

where \( W \) and \( H \) are the width and height of the input image, respectively (in the proposed architecture \( W = H = 1024 \)).
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(a) 1st to 7-th row received

(b) 8-th image row received

(c) Slide window filling for Pixel (4,4)

Figure 4.14: Gaussian Filter internal buffers architecture. (i,j) indicates the pixel coordinates.

The internal architecture of the NVE is shown in Figure 4.15.

The SIWB implements the sliding-window buffering approach of the input image to extract 3x3 pixel windows Sobel using a pipelined architecture similar to the one reported in Figure 4.13.

The outputs of SIWB feed the two main modules of LVE: the Sobel Extractor (SE in Figure 4.15), and the Laplacian.

Basically, SE extracts the features from the input image and asserts its output flag only if the
currently processed pixel is one of the 10% strongest features in the image. First, it executes the operations reported in Equation (4.9). The $G_x$ and $G_y$ modules receive in input the pixels of the current 3x3 patch and compute the two-dimensional convolutions between the input pixels and the Sobel kernels. These two modules are internally implemented as a MUL/ADD tree composed of 6 multipliers (only 6 values are different from zero in Sobel kernels) and 3 adder stages, for a total amount of 5 adders.

The outputs of the $G_x$ and $G_y$ are then added together, through a 16 bit adder, to find the $G$ value (see Equation 4.9). The computed $G$ is compared with a threshold in order to set the SE output only if the current pixel is one of the 10% strongest features in the image.

The threshold value cannot be determined at design time since it strongly depends on the camera and environment conditions. Thus, the $TH_{adpt}$ module (see Figure 4.15) is in charge of calculating the initial threshold value and adapting it frame by frame, by simply applying Algorithm 1. where $N_{target\_features}$ represents the strongest features in the input image (i.e., the

![Algorithm 1 Adaptive Thresholding algorithm](image)

10% of the complete image). $Gap$ is the difference between the current number of extracted Sobel features ($N_{Sobel\_features}$) and $N_{target\_features}$. If the value of $Gap$ is less than -3000 or more
than 3000, the current value of the threshold (i.e., \textit{Current\_TH}) is incremented or decremented (depending on its value) by one \textit{Offset}. The new calculated value for the threshold (i.e., \textit{New\_TH}) represents the threshold to be provided in input to the comparator for the next input image.

Since at high frame rates the image conditions between two consecutive frames are approximately the same, the threshold value calculated from the previous frame can be applied to the current processed frame. This task is performed for every input frame, in order to maintain the number of extracted features around \textit{N\_target\_features}. Obviously, at startup the \textit{Current\_TH} is initialized to a low value, and experiments using a MATLAB implementation of the NVE, applied on the \textit{Affine Covariant Regions Datasets} \cite{1}, have shown that \textit{TH\_adpt} need a maximum of 8 frames to reach a stable threshold value.

In parallel to the SE operations, the \textit{Laplacian} module computes the convolution between the input image and the 3x3 Laplacian Kernel. This operation is performed adopting the same approach used in the \textit{G\_x} and \textit{G\_y} modules. Although, in this case the MUL/ADD tree is composed of 9 multipliers (all Laplacian Kernel factors are different from zero) and 4 adder stages, for a total amount of 8 adders.

The \textit{Laplacian} output is provided in input to an accumulator (\textit{acc} in Figure 4.15). This accumulator is enabled only when SE provides in output a zero, in other words only when the current processed pixel is not one of the 10\% strongest features. In this way, when the complete image has been received \textit{acc} contains the value of the sum in Equation 4.10 (i.e., \(\sum_{I(x,y)\neq\text{edge}} |I(x,y)\ast N|\)).

The following two multipliers conclude the computation of Equation 4.10.

The computation of \(\sigma^2_n\) is exploited by the \textit{Reconfigurable Gaussian Filter} to implement frame-by-frame adaptation (through \textit{DPR}) of the filter variance \(\sigma^2_f\), based on the estimated noise affecting the input images. In fact, an architecture that uses a fixed Gaussian filter variance (\(\sigma^2_f\)) works well if the noise level of the processed frames is known a priori. As an example, a high filter variance is useful for high noise levels. Instead, for low noise levels the images are oversmoothed, thus reducing the accuracy of the feature extraction and matching modules \cite{93}.

In literature, many works propose adaptive filters \cite{175} \cite{258} \cite{50} \cite{202}. Among the proposed approaches, those based on evolutionary algorithms are the most promising, in terms of timing performances and hardware resources usage \cite{66}. Nevertheless, they provide very good results if the processed images are similar to the one used during the training phase of the evolutionary algorithm. Instead, if the received image characteristics (e.g., illumination conditions, tonal distribution, etc.) cannot be predicted, as in the harsh space environment, the filtering performances become very poor \cite{153} \cite{152}.

In the the proposed approach the noise level estimated for the current frame is used to select the filter variance that would guarantee optimum filtering results. This filter variance is then used to filter the next input image, allowing adaptation of the filter parameters frame-by-frame during the entire descending sequence. The adaptation of the filter variance is achieved by reconfiguring the 49 constant multipliers required to perform the convolution of the image with
the Gaussian kernel. This significantly saves hardware resources with respect to a solution that uses 49 generic multipliers in which the Gaussian kernel constants are selected using multiplexers driven according to the selected filter variance.

In order to enable reconfiguration, the 49 multipliers are enclosed in an FPGA reconfigurable module (RM in Figure 4.12). A reconfigurable module is a portion of an FPGA design that can be reconfigured at run-time, without impacting the behavior of the rest of the design. While the Gaussian Filter processes the input image, the NVE estimates the noise level. When a full frame has been processed, the NVE provides the current estimated $\sigma_n$ to the Reconfiguration Manager. The Reconfiguration Manager exploits this value to look-up into a bitstream address table and to select the proper configuration for the multipliers inside the RM. The multipliers reconfiguration is accomplished by reading the multipliers configuration bitstream from the external memory, choosing the configuration associated with the estimated variance. The bitstream is then used to program the reconfigurable module of the FPGA resorting to the FPGA internal Configuration Port (i.e., ICAP [238] in Xilinx FPGAs).

Finally, since for each value of $\sigma_f^2$ a configuration bitstream must be stored in the external memory, the range of possible $\sigma_f^2$ must be discretized according to the available external memory space (see Section 4.2.2.5 for detailed information about the size of each bitstream).

### 4.2.2.2 Adaptive Harris Feature Extractor

The Adaptive Harris Feature Extractor implements the Harris corner detector. It processes the filtered pixels, received from the Reconfigurable Gaussian Filter, and computes the frame features. Each feature is represented by its coordinates $(x, y)$ in the frame, and by the related corner response $R(x, y)$, computed according to Equation 4.5. The computed corner responses must be thresholded in order to identify those features that potentially represent a real corner. However, the value of the threshold strongly depends on the image environment and condition (e.g., brightness, noise, contrast). To provide a certain level of adaptation, [54] introduced a self-adaptive threshold. The threshold $TH$ is initialized at 0 at startup (i.e., all features are accepted). It is then updated based on the number of features extracted from the current image, and applied to the next frame. In particular, for each frame, the number of selected features ($NF$) is compared with the number of expected features ($TF$), set to a predefined value in order to limit internal buffers size. If the two numbers are equal with a tolerance ($\delta$) the threshold is already optimized. If not, the new threshold is computed as $TH = TH + (|TF - NF| * (0.5 / TF) * TH)$. The reader may refer to [54] for additional details.

Computing the threshold for the next frame based on information on the current frame is acceptable thanks to the high frame rate of the proposed architecture, that guarantees marginal differences in consecutive frames. However, if the image presents a single small rugged region, the extracted features, and subsequently the extracted matching points, will be concentrated in
that limited region. This leads to poor information extracted from the input frames, and therefore to errors in the Motion Estimation phase. This drawback derives from the usage of a single global threshold for an entire frame. The Adaptive Harris Features Extractor (AHFE) component analyzed in this section, implements an adaptive cell-based thresholding that relies on frame partitioning to apply different thresholds to different portions of the frame. This ensures that the extracted features uniformly cover the overall frame.

The hardware architecture of the Adaptive Harris Feature Extractor is illustrated in Figure 4.16.

![Figure 4.16: Adaptive Harris Features Extractor internal architecture](image)

The first two modules of the Adaptive Harris Feature Extractor, \( L_x \) and \( L_y \), compute the spatial image derivatives of the filtered image in the horizontal \((L_x)\) and vertical \((L_y)\) direction, respectively. This operation is performed by convolving the filtered image, received from the Reconfigurable Gaussian Filter, with the 3x3 Prewitt kernel [93], using an architecture similar to the one proposed for the Gaussian Filter. Then, the Corner Response Calculator module computes the determinant and the trace of the second-moment matrix \( N(x, y) \), which are required to calculate the Harris corner response \( R(x, y) \) associated with each input pixel. Finally, the Adaptive Cell-based Thresholding (ACTH) module thresholds the computed corner responses, asserting the \( \text{val_feat} \) signal when the current processed pixel is above the threshold and therefore represents an actual feature.

Selecting a well distributed set of features within the frame improves the motion estimation accuracy. In order to level the distribution of the extracted features on the processed frames, the ACTH module splits the input image in 64 cells of 128x128 pixels each. It then tries to extract the same number of features from each cell. This goal is achieved exploiting a local threshold for each cell, instead of using a single global threshold for the overall image. The chosen number of cells represents a good trade-off between accuracy and memory requirements. As it will be discussed in Section 4.2.2.5, it ensures to uniformly cover the input image and, at the same time, to avoid the introduction of a large number of cells that would require a lot of memory to store
Algorithm 2 Adaptive Cell Thresholding approach

Require: NF[8,8] > # extracted features in each cell
Require: TH[8,8] > Threshold value of each cell
Require: TF[8,8] > # target features in each cell
Require: OTF=3000 > # of cell
Require: N_cell=64 > Threshold lower bound
Require: δ=15 > Overall # target features
Require: LowTH=15
Require: OTF=3000

1: Const N_cell=64
2: Const δ=15
3: Const LowTH=15
4: Const OTF=3000
5: Curr_EF=∑, (NF[i][j])
6: LowTH_cell[8,8]=[0,...,0]
7: TF_slack=0
8: for i=0;i<8;i++ do
9: for j=0;j<8;j++ do
10: Disp=NF[i][j]-TF[i][j]
11: Step=Disp*(0.5/OTF)*TH[i][j]
12: if Disp < −δ then
13: new_TH[i][j]=TH[i][j]+Step
14: if new_TH[i][j]<LowTH then
15: LowTH_cell[i][j]=1
16: TF_slack=TF_slack+|Disp|
17: end if
18: else
19: if Disp > +δ then
20: new_TH[i][j]=TH[i][j]+Step
21: else
22: new_TH[i][j]=TH[i][j]
23: end if
24: end if
25: end for
26: end for
27: end for
28: if TF_slack > 0 then
29: if TF_slack < N_cell then
30: TF_slack_cell=1
31: else
32: TF_slack_cell=[TF_slack+N_cell]
33: end if
34: for i=0;i<8;i++ do
35: if Curr_EF <= OTF then
36: if LowTH_cell[i][j]=0 then
37: new_TF[i][j]=TF[i][j]+TF_slack_cell
38: else
39: new_TF[i][j]=NF[i][j]
40: end if
41: else
42: if TF[i][j]=0 then
43: new_TF[i][j]=TF[i][j]
44: else
45: new_TF[i][j]=TF[i][j]-1
46: end if
47: end if
48: end if
49: end for
50: end for
51: return (new_TH, new_TF)

The ACTH module analyzes information related to the current frame implementing the decision process described in Algorithm 2 and computes the local thresholds to use for the following frame. The threshold adaptation process requires to know, for each cell composing the frame, (i) the number of extracted features (NF), (ii) the current threshold (TH) initialized at the highest possible value at startup (i.e., no features are extracted), and (iii) the current number of expected.

the related information items.
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features (TF). In the performed tests, TF has been initialized to 48 to fix the overall number of expected features per frame (OTF) to about 3,000 features. This value limits the size of the internal buffer used to store the extracted features in the Feature Matcher module. Since NF, TH and TF must be defined for each cell of the frame, they are stored in the form of 8x8 matrices, with the matrix elements associated to the defined frame cells.

Algorithm 2 can be split in two main parts. The former (from row 8 to 27) updates the cell threshold values. For every cell (i, j), it compares the number of extracted features NF[i, j] with the number of expected features TF[i, j] (Disp at row 10). If these two values differ no more than a defined tolerance (i.e., the difference is contained in the range [+\delta, -\delta]) the threshold is not changed (row 23). Otherwise, the threshold is updated adding Step to its current value (rows 13 and 21). One additional test is performed when the number of extracted features is lower than the number of expected ones (from row 14 to 18). In particular, the updated threshold (new_TH[i, j]) is considered valid if it is higher than a lower bound value (LowTH). If not, the threshold is not changed (row 15). This avoids to over-reduce the threshold value and to provide in output weak features that could be potentially associated with the noise in the input frame. In fact, if a cell represents a flat part of the planetary surface, a high value of the image gradient, and consequently a high value of the computed corner response, is mainly due to the noise.

The second part of Alg. 2 (from row 28 to 51) optimizes the number of features extracted for each cell in order to obtain a total number of features for the frame as close as possible OTF.

To do that, it is worth to remember that all cells that reach the threshold lower bound cannot further update their threshold. If, with this threshold, the number of extracted features for the cell NF[i, j] is lower than the number of expected features for the cell TF[i, j] there is a certain amount of features corresponding to |Disp| that can be redistributed to other cells with threshold higher than the lower bound. To exploit this, each cell with threshold lower than the lower bound is marked through the LowTH_cell[i, j] flag (row 16) and the number of unused features of these cells is accumulated in the TF_slack parameter (row 17) in order to be redistributed to the other cells, according to the decision process described from row 28 to 51. The TF_slack represents the number of expected features that can be borrowed to the cells that have not reached the threshold lower bound (i.e., LowTH_cell[i, j] = 0). The number of features to borrow to each cell (TF_slack_cell) is computed dividing TF_slack by the number of cells composing the image. To ensure a high number of extracted features, the algorithm always borrows at least one feature to each cell with LowTH_cell[i, j] = 0 (rows 29 to 33). If the total number of extracted features Curr_EF is lower or equal to OTF (from row 36 to 41), if the cell has not reached the threshold lower bound the number of expected features for the cell is increased of TF_slack_cell (row 38). Otherwise, it is left unchanged (row 40).

Using this approach, the total number of extracted features (Curr_EF) could increase more and more due to the borrow mechanism, that increases the TF[i, j] values. To allow a decrease of the TF[i, j] values, and so to maintain the overall number of extracted features around OTF,
if $Curr_{EF}$ exceeds $OTF$, the target feature value of each cell is decreased by 1 (from row 43 to 47).

The hardware architecture of the ACTH module is shown in Figure 4.17.

![Figure 4.17: Adaptive Cell-based Thresholding hardware architecture](image)

It is composed of four main modules: (i) the Features Counter, (ii) the Thresholds & Target Features Updater, (iii) the $TH_{sh\_vector}$, and (iv) the $NF_{sh\_vector}$. The Thresholds & Target Features Updater module implements Alg. 2, while the Features Counter performs the actual thresholding of each corner response $R(x, y)$ received from the Corner Response Calculator (see Figure 4.16).

This module reads the thresholds associated with each image cell (i.e., $TH[i, j]$ in Alg. 2) that are stored in the $TH_{sh\_vector}$, and compares them with the received corner responses, asserting the $val_{feat}$ signal if $R(x, y)$ is higher than the threshold associated with the image cell containing the currently processed pixel.

The $TH_{sh\_vector}$ module is implemented as in Figure 4.18. It is composed of eight 8-positions shift registers connected as circular buffers. Each shift register stores eight threshold values associated with a row of image cells (it is worth to remember that the image is split in 64 cells organized in 8 rows with 8 cells each, and a threshold value is associated with each cell). The $en$ signal enables the 1-position right shifting operation, while the $Sel$ signal selects which shift register must be rotated. These two control signals are driven in order to provide in output the threshold associated with the image cell of the currently processed pixel. Since the image is received in a raster way, and each image cell is composed of 128x128 pixels, $en$ is asserted for a clock cycle every 128 received corner responses (i.e., whenever we move from a cell to the following one). Instead, $Sel$ selects the next shift register (i.e., the next row of image cells) after 128x1024 received corner responses (i.e., whenever a complete row of image cells has been processed). To avoid loosing the threshold values, during the thresholding phase each shift register composing the $TH_{sh\_vector}$ acts as a circular buffer through the multiplexer driven by the $th\_phase$ signal (see Figure 4.17). Instead, during the thresholds updating phase, the content of the $TH_{sh\_vector}$
is overwritten (exploiting the Data_in port) with new thresholds values computed by the Thresholds & Target Features Updater module.

Simultaneously to the thresholding task, the Features Counter counts (through an accumulator) the number of extracted features for each image cell (i.e., $NF[i, j]$ in Alg. 2), and stores these values inside the $NF\_sh\_vector$. The $NF\_sh\_vector$ is implemented as the $TH\_sh\_vector$ (Figure 4.18), and both modules share the input control signals. Whenever we move from the current image cell to the next one, the content of the internal accumulator is stored inside the $NF\_sh\_vector$, and it is initialized with the output value provided by the $NF\_sh\_vector$. At the end of the operations described by Algorithm 2, a local reset is asserted to clear the content of the $NF\_sh\_vector$ in order to prepare it for the next image processing cycle. All aforementioned control signals are generated by the Controller module (Figure 4.17), which also coordinates the operations of all modules included in the ACTH.

**4.2.2.3 Features Matcher**

The Features Matcher (Figure 4.19) receives the features extracted by the Adaptive Harris Feature Extractor and finds the set of features that match in two consecutive images.

This module adopts two different optimization strategies.

The former concerns the matching task, that is performed exploiting un-normalized Cross-
Correlation:

\[ C = \sum_{i,j \in \text{patch}} | I_2(i, j) - I_1(i, j) | \]  

(4.12)

where \( \text{patch} \) identifies the window on which the correlation must be calculated (i.e., correlation window) and \( I_{x} \) identifies the pixel intensity associated with the \( x \) image. The less is the value of \( C \), the more correlated will be the two points.

The un-normalized Cross Correlation is a matching approach less robust to variations of environmental conditions than the Normalized Cross-Correlation (NCC) one. Although, in this context the high frame rate leads to negligible differences in the conditions (e.g., brightness or contrast) of two consecutive images. Thus, the usage of un-normalized Cross Correlation does not introduce any error in the matching task. In addition, if compared to a NCC approach [257], it leads to a very simple hardware implementation, providing a significant gain in FPGA resources utilization and throughput.

The latter concerns the selection of potentially correlated features. Analyzing the speed of a space-module during the descending phase, and considering the high input frame rate used to sample images, we identified that a feature can perform a maximum movement of 17 pixels between two consecutive images [200]. Thus, two features can be considered as potentially correlated if they are both in a 35x35 pixel neighborhood between the two considered images. Cross-Correlation is therefore computed on these features, only, reducing the computational load and speeding up the matching task.

The Features Matcher receives feature coordinates and associated \( R \)-factor from the Adaptive Harris Feature Extractor, and stores them in the Features Buffer (FB), implemented as a group of BRAMs.

In this specific implementation, this buffer can store up to 3,500 features, using 14 internal BRAMs.

Whenever an entire image is processed and all features are stored in FB, the 3x3 Non-Max
4.2. SA-FEMIP: a Self-Adaptive Features Extractor and Matcher IP-core based on Partially Reconfigurable FPGAs for Space Applications

Suppressor performs a preliminary filtering operation. For each feature, it scans a 3x3 pixels neighborhood looking for close features. If they are found, the feature with the highest R-factor in this region is marked as valid, while the others are marked as non-valid. To speed up this operation, that would require a complete search into FB, we observed that, during the whole experimental campaign, no more than 10 features per image row have been identified. Given this observation, considering that features are obtained analyzing the image row by row and then saved into FB, a neighbor feature will be for sure stored in a (+20, -20) region of FB, centered on the considered feature. This allows us to reduce the neighbor search space and therefore to dramatically decrease the execution time, without increasing area occupation.

All valid features are stored in the NMS Buffer, that can store up to 1,000 filtered features coordinates, using 4 BRAMs.

The NMS Buffer is composed of two sub-buffers (Frame 1 Features buffer and Frame 2 Features buffer). These two buffers are alternatively used to internally store features associated with two consecutive images, that must be analyzed and matched. So that no external memory is required to store these information.

The Correlation Controller scans the Frame 1 Features buffer and the Frame 2 Features buffer looking for two correlated features. It compares the coordinates associated with a feature contained in one of the two buffers with all the coordinates in the other buffer. Whenever two potentially correlated features are found (i.e., their distance is no more than 17 pixels, as aforementioned), their un-normalized Cross-Correlation is computed using the intensity of all pixels contained in the two 11x11 pixels windows surrounding the two correlated features. These values (previously stored by the Gaussian Filter) are loaded from the external memory.

A 11x11 pixels Cross-Correlation window size has been chosen for the hardware implementation after a test campaign on planetary image sequences, that simulate the descending phase of a spacecraft. For each pair of consecutive frames, the matched features have been saved in order to evaluate the number of true and fake matches. Figure 4.20 shows the maximum rate of fake matches, out of the number of total matches, that was observed between different images, varying the size of the Cross-Correlation window. Results have been evaluated by mean of an automatic script, able to detect fake matches between two consecutive images of the well-known descending test-cases.

As can be seen in Figure 4.20, a window size greater than 11x11 pixels does not provide any significant improvement on the quality of the matched couples. Furthermore, this implementation provides more than 9x precision improvement, compared to the current state-of-the-art [68], which is based on a 7x7 pixels window.

The 11x11 window related to the first feature is loaded into the Patch Register, that is composed of 121 25-bit registers. Then, while the window associated to the feature of the second image is loaded, the cross-correlation is computed "on-the-fly". Each time a new pixel is received from the external memory, it is subtracted from the corresponding pixel of the first image, that is
already stored in the *Patch Register*. This operation is performed by the *Computation* module that contains a 25-bit subtractor connected to an accumulator. This approach makes the area occupation of this module independent from the correlation window dimension, making the designer free to select the more appropriate correlation window without any area occupation penalty.

Finally, the Cross-Correlation results are thresholded, in order to eliminate fake-matchings. If the calculated Cross-Correlation value is less than a given threshold, the coordinates of the correlated features are stored inside the internal *Matched Buffer*, implemented as a single BRAM. This buffer is able to store up to 512 matched features pairs. Moreover, since a feature of the first image can be correlated to several features of the second image, only the match that has the lowest Cross-Correlation value (i.e., the highest probability to be correlated) is considered valid. This ensures unique matched pairs, and higher quality of matches.

### 4.2.2.4 SA-FEMIP timing diagram

During the reconfiguration process, the *Reconfiguration Manager* in the *Reconfigurable Gaussian Filter* must access the external memory to retrieve the RM configuration bitstream. To avoid the stall of the processing chain, this access must be scheduled when no other module requires information from the external memory. As shown in the timing diagram of Figure 4.21, the external memory is accessed by the *Reconfigurable Gaussian Filter* in write mode to store the computed filtered pixel values. During this phase the *Reconfigurable Gaussian Filter* and the *Adaptive Harris Feature Extractor* work in pipeline, while the noise variance is computed (Image Filtering, Features Extraction and Noise Estimation activities in Figure 4.21). At the end of the feature extraction, the *NMS* phase takes place, and, finally, the *Feature Matcher* performs the *matching* phase where it accesses the external memory in read mode to retrieve the data needed to com-

![Figure 4.20: Fake matches on test images ranging different Cross-Correlation window size](image-url)
pute the cross-correlation. It is worth noting that the Image Filtering and the Features Extraction slots are not perfectly aligned due to the latency in loading the internal pipeline of the Reconfigurable Gaussian Filter. Looking at Figure 4.21, the external memory is always idle during the NMS phase (\(t_{idle}\) in Figure 4.21). This time slot can be used to reconfigure the filter (R task in Figure 4.21) without stalling the processing chain. This means that no timing overhead is introduced in the feature extraction and matching task.

![Figure 4.21: Timing diagram of SA-FEMIP](image)

4.2.2.5 Experimental Results

To estimate the hardware resources and the timing performances, the SA-FEMIP architecture has been synthesized on a space-qualified Xilinx Virtex 4-QV VLX200 FPGA device that, together with the Virtex 5-QV VFX130 FPGA, represents the state-of-the-art architecture for space-qualified reprogrammable FPGAs. The reason to select the Virtex 4 architecture instead of the newer Virtex 5 is twofold. First, the SA-FEMIP architecture has been designed to be integrated and tested inside the Thales Alenia Space Avionic Testbench (ATB), i.e., a hardware infrastructure emulating the on-board computing platform of a spacecraft. The ATB is equipped with a Gaisler Research GR-CPCI-XC4V development board [86]. This board integrates a Xilinx Virtex 4 VLX200 FPGA, which provides the same internal logic architecture of the space-qualified version. Second, implementing SA-FEMIP on a Virtex 4 FPGA allowed us to perform fair comparisons with other published architectures, thus highlighting the benefits of the introduced improvements.

Table 4.3 compares the proposed adaptive architecture with the non-adaptive architecture proposed in [54] (FEMIP). Comparison is performed in terms of area overhead by considering internal logic and memory resources (i.e., registers, Look-Up Tables (LUTs), and Block-RAMs (BRAMs) [253]). Percentages in Table 4.3 represent the used portion of the hardware resources available in the Xilinx Virtex 4-QV VLX200 FPGA. It is important to point out that the synthesis of both FEMIP and SA-FEMIP architectures has been forced to avoid the use of DSPs. The reasons for this choice will be better elaborated later in this section. Power consumption is analyzed considering an operating frequency of 60 MHz for both architectures.
Table 4.3: Resources usage and power consumption of FEMIP and SA-FEMIP, implemented on a Xilinx XQR4VLX200 Virtex 4 FPGA device

<table>
<thead>
<tr>
<th>Module</th>
<th>FPGA Area Occupation</th>
<th>Max.Freq.</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Registers</td>
<td>LUTs</td>
<td>BRAMs</td>
</tr>
<tr>
<td>FEMIP[54]</td>
<td>696 (0.30%)</td>
<td>5,896 (3.31%)</td>
<td>7 (2.08%)</td>
</tr>
<tr>
<td>RF</td>
<td>592 (0.33%)</td>
<td>7,448 (4.18%)</td>
<td>10 (2.98%)</td>
</tr>
<tr>
<td>AHFE</td>
<td>1,362 (0.78%)</td>
<td>12,468 (7.00%)</td>
<td>6 (1.79%)</td>
</tr>
<tr>
<td>FM</td>
<td>2,432 (1.36%)</td>
<td>656 (0.37%)</td>
<td>19 (5.65%)</td>
</tr>
<tr>
<td>Total</td>
<td>4,234 (2.38%)</td>
<td>17,633 (9.89%)</td>
<td>32 (9.52%)</td>
</tr>
<tr>
<td>Proposed</td>
<td>939 (0.53%)</td>
<td>7,448 (4.18%)</td>
<td>10 (2.98%)</td>
</tr>
<tr>
<td>AHFE</td>
<td>1,362 (0.78%)</td>
<td>12,468 (7.00%)</td>
<td>6 (1.79%)</td>
</tr>
<tr>
<td>FM</td>
<td>2,432 (1.36%)</td>
<td>656 (0.37%)</td>
<td>19 (5.65%)</td>
</tr>
<tr>
<td>Total</td>
<td>4,733 (2.66%)</td>
<td>20,576 (11.55%)</td>
<td>35 (10.42%)</td>
</tr>
<tr>
<td>Overhead Total</td>
<td>499 (0.28%)</td>
<td>2,943 (1.66%)</td>
<td>3 (0.99%)</td>
</tr>
</tbody>
</table>

Table 4.3 shows that SA-FEMIP FPGA occupation is around 10% for logic and memory resources, and the overhead w.r.t. FEMIP is less than 2%. This overhead is due to the additional modules required to perform adaptation in the Reconfigurable Gaussian Filter (RF) and the additional hardware required to implement the Adaptive Harris Features Extractor (AHFE). In particular, in the RF, the increased occupation is due to the NVE and the Reconfiguration Manager modules. Instead, in the AHFE, the area overhead is introduced by the usage of a more complex thresholding approach, with respect to the simple one adopted in FEMIP. It is worth to highlight here that an effort has been placed to limit the registers overhead. The AHFE architecture strongly relies on shift registers structures to implement the required vectors and matrices included in Alg. 2. This kind of component can be efficiently implemented in Xilinx FPGAs, exploiting the Xilinx SRL capability of the Look-Up Tables (LUTs) [253].

The maximum operating frequencies of each module reported in Table 4.3 demonstrate that no timing penalty is introduced in SA-FEMIP by the introduction of the adaptivity features.

The power consumption of each module reported in Table 4.3 does not take into account the contribution of the clock circuitry and the leakage. These contributions are included in the overall power consumption. By comparing the power consumption of SA-FEMIP with the one of FEMIP a very limited overhead equal to 4.75% is observed. It is worth noting that the power consumption of the RF module does not include the power used during the partial reconfiguration process. However, according to [25] the reconfiguration process consumes few tens of mW, only.

Eventually, the throughput, in terms of frames-per-second (fps), is the same (i.e., 33 fps) for both FEMIP and SA-FEMIP.

In Table 4.4, the performances and the area occupation of SA-FEMIP have been compared with FEIC [68] [69]. FEIC is a Feature Extraction and matching Integrated Circuit, based on the Harris algorithm, that University of Dundee developed for the European Space Agency (ESA) in the framework of the Navigation for Planetary Approach and Landing (NPAL) project. LUTs and BRAMs used by FEIC are reported for a Virtex II device (as in [69]), but the internal logic and
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Memory architecture is the same as in Virtex 4 family devices. The reported data confirm the great improvements of the proposed architecture, both in terms of resources usage and throughput.

Table 4.4: Resource usage and throughput of FEIC and SA-FEMIP for a Xilinx XQR4VLX200 Virtex 4 FPGA device

<table>
<thead>
<tr>
<th>Resource Usage</th>
<th>Max. Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LUTs</td>
</tr>
<tr>
<td>Proposed</td>
<td>20,576</td>
</tr>
<tr>
<td>FEIC [69]</td>
<td>50,688</td>
</tr>
<tr>
<td>Improvements</td>
<td>-59.4%</td>
</tr>
</tbody>
</table>

The low area occupation of SA-FEMIP allow designers to exploit the free hardware resources to apply fault mitigation strategies to increase the reliability of the design, a key requirement in space applications. Several fault-mitigation strategy against Single Event Upset (SEU) can be applied on FPGA devices. Following [205], these techniques can be classified as (1) netlist level techniques or (2) register transfer level techniques.

Netlist level techniques include different types of Triple Modular Redundancy (TMR) techniques [205]. Triplication can be limited to the sequential elements of the circuit (i.e., Sequential logic TMR) introducing for each register of the design two additional registers and a 3-input voter. Otherwise, the full design can be triplicated (i.e., Global TMR) introducing a hardware overhead equal to the 200% of the original design.

Register transfer level techniques aim at protecting the Finite State Machines (FSMs) of the design (e.g., Safe FSM Coding, and 3-Hamming distance enhancement in FSMs). Usually, the overhead introduced by these techniques is one order of magnitude lower than the one associated with the TMR techniques.

In general, the total hardware overhead, even if a combination of the aforementioned techniques is exploited, can vary from 60% up to 200% of the original design [205]. It is clear that, given the low amount of resources required by SA-FEMIP, fault tolerance techniques can be freely implemented within the selected device. Moreover, even after the implementation of fault tolerance techniques, space is also available to integrate in the same device additional FPGA-based IP-cores useful to accelerate other computational intensive tasks performed during the descending phase (e.g., Hazard map computation [210]). This is very important considering the limited resources available in space applications.

As mentioned at the beginning of this section SA-FEMIP has been synthesized avoiding the use of DSPs. This decision can now be better motivated. DSPs have the advantage of further reducing the area occupation of FEMIP especially when multipliers are implemented. With the use of DSPs the SA-FEMIP occupation would be reduced to 9,029 (5.06%) LUTs, 66 (68.75%) DSPs, while the occupation of registers and BRAMs remains the same. Nevertheless, DSPs are limited...
resources. With 66 DSPs required out of the 96 available in the Virtex 4 VLX200 FPGA, TMR techniques for this portion of the design would not be possible. Moreover, the intensive use of DSPs increase the routing complexity.

SA-FEMIP has not been compared to [31], since [31] implements the multi-scale Harris detector (i.e., a rotation-invariant version of the Harris detector). [31] consumes a lot of hardware resources, and implements a feature that is not actually required in EDL applications since rotations between two consecutive images are limited [70].

The proposed architecture has been evaluated in terms of accuracy and robustness, exploiting an image dataset, provided by Thales Alenia Space Italia s.p.a. company, that covers different landing zones (i.e., portions of the Mars surface), environmental conditions (i.e., image quality), and camera movement types, in a synthesized Mars environment. Camera movement types include displacements, up to 30 meters, at different altitudes (from 1,000 meters to 5,000 meters), and angular speed (up to 2.5°/s, in accordance to [70]), while image quality types include the injection of different levels of Gaussian noise, blur, brightness and contrast variations.

According to [70], the robustness has been evaluated exploiting two parameters: (i) Number of Extracted Matches (NEM), that identifies the number of matching points, and (ii) Spatial Distribution of Points (SDP), that measures how much the extracted matching points are uniformly spread in the image, defined as:

\[
SDP = \frac{\sum_{i=1}^{N} -p_i \log p_i}{\log N}
\]

where \( p_i \) is computed as the number of matching points within an image cell (see Section 4.2.2.2) over the total number of extracted matching points in the frame, and \( N \) is the number of image cells (i.e., 64).

Figure 4.22 shows the SDP results obtained from FEMIP [54] and SA-FEMIP by providing in input the images composing the aforementioned dataset. Thanks to the adaptive cell-based thresholding approach, the proposed architecture outperforms FEMIP results in every test case (i.e., Test Index). In particular, the improvements are very high (from Test Index 0 to 76) when the input images represent a landing zone characterized by few small rugged regions. This is visually highlighted in Figure 4.23 that depicts the matching points extracted by FEMIP (Figure 4.23(a)) and SA-FEMIP (Figure 4.23(b)). Each figure shows two consecutive input images with lines connecting the features that match in the two images.

Figure 4.24 shows the NEM versus different levels of injected Gaussian noise variance \( \sigma_f^2 \) (since FEMIP has a fixed \( \sigma_f^2 = 2 \), its NEM is represented by the dashed line).

A fixed \( \sigma_f^2 \) does not allow to reach the highest NEM for every noise level. Thus, exploiting the reconfigurable filter architecture it is possible to highly increase the number of extracted matches, as shown by the **Optimal** line in Figure 4.24. In order to follow the trend of this line,
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Figure 4.22: SDP results for FEMIP and the proposed architecture

In the proposed architecture 5 configurations for the RF module have been chosen. In particular, these configurations are associated to $\sigma^2_f$ equal to 0.5, 0.75, 1, 1.5 and 2, for the noise level ranges [0,100], [100,200], [200,300], [300,600], [600,1600], respectively. As can be seen in Figure 4.24, the usage of a reconfigurable filter increases the NEM value w.r.t. FEMIP up to 2 times, especially for a $\sigma^2_n$ lower than 600.

Moreover, as described in Section 4.2.2.1, the usage of the DPR enables to save resources with respect to use a static hardware architecture including 49 multipliers, each one with a multiplexer to select the right Gaussian kernel value. In the proposed architecture, using the same fixed-point data representation adopted in [54], the RM and the Reconfiguration Controller (Figure 4.12) require 5,320 LUTs and few registers. Instead, a static hardware architecture (as the one reported in [56]), with the same data parallelism, would require about 19,000 LUTs, leading to a save of 72% of hardware resources.

Since each bitstream for the RM module is 166 KB (for the selected FPGA device), to store the 5 configurations 830 KB are required in the external memory. Since the throughput of the Reconfiguration Controller is 400 MB/s (i.e., this value is limited by the maximum throughput of the ICAP [238]), the time required to reconfigure the RM is equal to 0.42 ms. This time fits the idle time of the external memory (i.e., $t_{idle}$ in Figure 4.21) that is equal to 1.2 ms (i.e., the time required by the Matcher to perform the NMS phase). For the sake of completeness, considering an operating frequency of SA-FEMIP chain equal to 60 MHz, the time required to perform the filtering and the matching tasks (i.e., $t_{filtering}$ and $t_{matching}$ in Figure 4.21) is 21.5 ms and 7.6 ms, respectively.

Eventually, Figure 4.25 shows the percentages of Correct Matches (CM) for the different filter configurations and injected noise levels. CM has been computed exploiting the knowledge about the camera movement between two consecutive images of the dataset. Starting from the
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![Figure 4.23: Example of extracted matches](image)

(a) FEMIP

(b) Proposed architecture

Figure 4.23: Example of extracted matches
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![Figure 4.24: NEM results for different levels of injected Gaussian noise, varying the Gaussian Filter variance](image)

Figure 4.24: NEM results for different levels of injected Gaussian noise, varying the Gaussian Filter variance

![Figure 4.25: Correct Matches (CM) results for different levels of injected Gaussian noise, varying the Gaussian Filter variance](image)

Figure 4.25: Correct Matches (CM) results for different levels of injected Gaussian noise, varying the Gaussian Filter variance

It is worth noting that, the CM values are not computed for every $\sigma_f^2$ since, as shown in Figure 4.24, with a filter characterized by a low variance it is not possible to extract matching points for very high noise levels.

As can be seen in Figure 4.25, the accuracy of the different filter configurations is higher than 85% for every noise level, and it is almost equal for a fixed noise level. These data demonstrate that the proposed filter is able to maximize the NEM, while preserving the correctness of its outputs.
ON ENHANCING DEPENDABILITY OF DYNAMIC PARTIAL RECONFIGURATION

In literature, DPR has been adopted in heterogeneous contexts, opening new scenarios on hardware/software co-design. It represents a promising solution to increase the overall SoC fault-tolerance [193] [55] [57], to enable on-demand hardware acceleration [180] [15] or, as also demonstrated in Chapter 4, to build self-adaptive systems [60]. Nevertheless, as discussed in Section 3.4, DPR comes at a cost of dependability issues related to the dynamic reconfiguration process itself.

This chapter discusses the proposed solutions for enhancing dynamic reconfiguration process dependability. In particular, it briefly recaps the issues related to run-time dynamic reconfiguration and the effect of mis-reconfigurations. Then, it presents two alternative ways to safely enhance reconfiguration process dependability. The former is essentially based on a set of rules to be applied at design-time, while the latter relies on the usage of a configurable hardware self-reconfiguration manager that must be instantiated within the target system. Both approaches can be employed to safely enable self-adaptivity mechanisms in the designed systems without decreasing the dependability levels required by the target applications.

5.1 Dependability issues in DPR

As mentioned in Section 3.4, Xilinx’s EDA tools generate a separate configuration file (called partial bitstream or partial bit-file) for each module to be mapped into a specific reconfigurable region. The partial reconfiguration process can be then activated at run-time by loading a partial bitstream inside the FPGA through a dedicated configuration port, that can be either external (e.g., SelectMAP or internal (i.e., ICAP) [238]. ICAP is usually preferred when building self-adaptive systems because it does not require external hardware controllers in charge of managing
configuration. However, if the design does not include a soft/hard-core microprocessor embedded in the FPGA, such as the Microblaze [223] or PowerPC [224], a user-designed reconfiguration manager, placed in the static portion of the design, is required to load the partial bitstream through the internal configuration port.

As mentioned in Section 3.4, in general, the routing resources inside a reconfigurable area can be also exploited for the intercommunication among static modules. In the DPR user guide [231], Xilinx reports that, when a partial reconfiguration design is placed and routed, “the static routes can route through reconfigurable areas”. Instead, “routes within reconfigurable modules cannot route outside the boundaries of the user-defined reconfigurable partition”.

Let us suppose that the partial bitstream is stored in an off-chip memory (RAM or Flash), in addition to the hypothesis of fault-free internal logic. If a corrupted bitstream is loaded into the FPGA, errors can be localized in the header section or the data section of the bitstream. If the header is corrupted, the static portion of the design could be damaged, thus requiring an overall FPGA reconfiguration. The time overhead caused by the full reconfiguration may be unacceptable in time-critical applications such as hard real-time scenarios. The full reprogramming may also impact high-dependable applications due to the disruptive consequences on the static portion of the design.

On the contrary, if errors are localized in the data part of the bitstream, a faulty reconfigured module will be instantiated. To restore a correct FPGA configuration, a DPR in the same reconfigurable area is sufficient. However, if links between static modules are routed through the reconfigurable area, a global reset of the FPGA could be required. For instance, if interconnections between the Reconfiguration Manager (RM) and the Memory Controller (MC) cross the reconfigurable area, a faulty DPR could damage these links, isolating the RM. The RM would therefore be unable to communicate with MC to read the partial bitstreams, therefore preventing any repair mechanism.

5.2 Dependable DPR with minimal area and time overheads

This section discusses a methodology aimed at providing a dependable DPR flow, minimizing both area occupation and reconfiguration time. Exploiting data provided by Xilinx manuals, a tool has been developed to isolate and protect the most critical sections of a partial bitstream. In addition, design rules are also provided in order to protect the most critical modules in the static portion of the FPGA. A System-on-Chip (SoC) use case will be analyzed to demonstrate the feasibility and effectiveness of such methodologies on complex designs.

The problem of dependable partial reconfiguration has been addressed by Xilinx in the Partial Reconfiguration User Guide [231], where a partial bitstream Cyclic Redundancy Code (CRC) checking is suggested.
5.2. Dependable DPR with minimal area and time overheads

The main idea is to split the original partial bit file into blocks, and for each block to calculate a single word CRC signature. Finally, the partial bit file is reassembled, combining the blocks and their corresponding CRC signatures (Figure 5.1).

![Figure 5.1: Bitstream generation](image)

At reconfiguration time, whenever a new block is loaded from the external memory, the CRC signature is recalculated by a dedicated hardware component, and the block is stored into a BRAM inside the FPGA.

When the whole block has been transferred from the external memory, the reconfiguration manager compares the received CRC signature with the calculated one (Fig. 5.2).

![Figure 5.2: Bitstream Loading process](image)

If the CRC comparison is successful, the block can be sent to the ICAP and the related portion of the frame reconfigured. Otherwise, the reconfiguration manager must reload the block from the external memory.

This implementation requires a CRC evaluator, a Finite State Machine (FSM) for the control of the reconfiguration process (i.e., a Reconfiguration Manager) and a set of embedded memories to buffer the data.

Depending on the available FPGA resources, the designer needs to choose the best block size, that impacts on both reconfiguration time and internal memory occupation.

On the one hand, when increasing the number $N$ of blocks (i.e., when decreasing the number of words per block), a higher number of CRC signatures must be stored, leading to an increase
of bitstream size. At the same time, the memory occupation becomes smaller, since the required buffering capability equals the block dimension.

On the other hand, when decreasing the number of blocks, fewer CRC signatures must be stored in the bitstream, thus decreasing the total amount of words in the external memory. However, during the CRC checking process, more words must be stored in the memory embedded in the FPGA, thus increasing the area occupation.

The total reconfiguration time is due to two contributions:

\[ T_{X-CRC} = T_{read} + T_{block} \]  

where:

- \( T_{read} \) is the time required to load the bit file from the external memory:

\[ T_{read} = \frac{K + N}{\min(f_{ICAP}, f_{Mem})} \]  

where \( K \) is the bitstream dimension in terms of 32 bit words; \( N \) is the number of CRC signatures in terms of 32 bit words; \( f_{ICAP} \) is the working frequency of the ICAP; \( f_{Mem} \) is the memory working frequency.

- \( T_{block} \) is the time spent loading the buffered block from BRAM to the ICAP:

\[ T_{block} = \frac{K/N}{f_{ICAP}} \]  

where \( K/N \) is the block dimension in terms of 32 bit words.

Using this model, it is possible to evaluate how the reconfiguration time is influenced by the block dimension. Fig. 5.3 plots the reconfiguration time as a function of the block dimension \( K/N \). This evaluation has been performed with different bitstream file dimensions (# frames involved in the reconfiguration).

Fig. 5.3 shows the reconfiguration time considering a 100 MHz working frequency for both ICAP and external memory. Note that, with a block dimension of a single word (\( N=K \)), one CRC signature for every word is required. In this case, \( T_{read} \) becomes the most relevant term, but no memory is required for buffering.

The same time overhead occurs when a block is as long as the bitstream (\( N=1 \)). While there is just one CRC signature, the whole bitstream must be buffered before being sent to the ICAP, resulting in high embedded memory occupation. This significantly increases \( T_{block} \).

5.2.1 Proposed Methodology and Design Rules

Despite the discussed solution is fairly comprehensive, it may implies significant time and area overheads. In the sequel an alternative methodology will be presented and analyzed. The pro-
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The proposed methodology tries to reduce these overheads by protecting just the critical part of the partial bitstream. Some ad-hoc design rules are also introduced.

5.2.1.1 Partial bitstream file splitting

As mentioned and explained in Sec. 3.4.1, the partial bit-file is composed of three main parts. The first part contains frame addressing and control information. The second includes the data for the reconfiguration in the selected frames. The last part includes the built-in ICAP CRC checksum.

It is straightforward that, in terms of dependability, the most critical part is the first one, since it defines the portion of the FPGA to reconfigure. In fact, if an error occurs in an address or control information, a static portion of the FPGA could be unintentionally reconfigured and the system could become inoperative.

The proposed approach deeply protects, with CRC signatures, this portion of the partial bitstream that contains the most critical words, letting the rest unprotected (see Figure 5.4).

At reconfiguration time, whenever a critical word is read from the external memory, it is fol-
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![Diagram](image)

**Figure 5.4:** Bitstream generation with the proposed solution.

Followed by the relative CRC signature. The critical word will be temporarily stored and the relative CRC signature is calculated on-the-fly. The next word read out from external memory will be the software-calculated CRC: it will be compared with the hardware computed and, if they are equal, the critical word will be sent to the ICAP. The non-critical words are loaded from the external memory and directly sent to the ICAP, without any time overhead or buffering (see Figure 5.5).

![Diagram](image)

**Figure 5.5:** Bitstream loading process with the proposed solution.

Analyzing more in detail the proposed solution, it requires, on the software side, a script that is able to split the bitstream depending on the semantic and to generate CRC signatures for critical words. In hardware a CRC calculator and a FSM for the control of the reconfiguration process have to be implemented, while no FPGA embedded memory block is required.

The reconfiguration time with the proposed CRC checking is

\[ T_{OUR-CRC} = \frac{K + C}{\min(f_{ICAP}, f_{Mem})} \]  

(5.4)

where \( K \) is the bitstream dimension in terms of 32 bit words; \( C \) is the number of critical words; \( f_{ICAP} \) is the working frequency of the ICAP; \( f_{Mem} \) is the memory working frequency.

Fig. 5.6 plots the ratio \( T_{X-CRC}/T_{OUR-CRC} \), which proved to be always >1.
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Despite the proved time and area occupation advantages of the proposed solution, to assure a high dependability of the reconfiguration process, we have to guarantee that an error in the non-checked part of the bitstream file will not lead to a fault in the system. The jeopardy is that some static connections are routed in the reconfigurable area, and, due to a faulty reconfiguration process, the link between two points could be broken. This goal is achieved by fulfilling the following rules:

1. potential critical links must not cross any reconfigurable area

2. connection inside critical modules must not cross (i.e., be routed through) reconfigurable areas.

### 5.2.1.2 Critical links protection

To ensure a dependable reconfiguration process, critical connections must be protected. These include:

- External-Memory to Memory Controller links;
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- Memory Controller to Reconfiguration Manager links;
- Reconfiguration Manager to ICAP links.

In order to guarantee that these links do not cross the reconfigurable area, after the automatic routing performed by the synthesis tool, the layout must be checked and some links manually re-routed, if required.

5.2.1.3 Critical modules protection

The second rule imposes that all critical modules must be protected. In systems which use partial reconfiguration, since bitstreams are loaded from the external memory, all modules involved in the communication between the external memory and the ICAP must be considered critical (see Fig. 5.7). In addition, also design specific modules could be considered critical. Their integrity can be preserved by constraining critical modules in predefined physical region called partitions. Electronic Design Automation (EDA) tools enables the user to manually place a module in a specific area, guaranteeing that all the specified hardware and the related connections are inside the physical regions.

![Figure 5.7: Critical connections and cores](image)

5.2.2 Experimental results

This section reports a set of experiments performed to validate the proposed methodology and to compare its performance with the reference solution (Figures 5.1 and 5.2).

The experimental setup includes a Leon3 processor-based SoC [45, 83], implemented on a Xilinx ML403 demo board, equipped with a Xilinx Virtex 4 FPGA device and 64 MB of DDR SDRAM [218]. The SoC design includes a reconfigurable area and an ad-hoc reconfiguration manager connected to the AMBA bus and an internal timer able to measure the partial reconfiguration time. The reconfiguration manager is able to:
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- address the external memory, loading bitstream files without any CPU intervention (Direct-Memory-Access);
- perform DPR through ICAP;
- perform the CRC check;
- automatically manage the whole reconfiguration process, even in presence of errors.

The Leon3 processor works at 66 MHz, the ICAP controller and, the DDR SDRAM at 100 MHz.

5.2.2.1 Reference solution implementation

The reference solution has been implemented employing a parallel CRC-32 computation module to minimize the CRC latency. The selected polynomial is \(0x90022004\) which guarantees Hamming distance equal to 6 [113].

For each considered reconfigurable module a partial bit-file of 1,969 32-bit words has been generated.

We evaluated the reconfiguration time and the required area considering the following block sizes: 4, 16, 32, 44, 64, 128, 256, 512 32-bit words. Fig. 5.8 shows the relation between the reconfiguration time and the block size. The solid line plots the reconfiguration time calculated using Equation 5.1 while the dots report the measured reconfiguration time for the 8 considered block sizes. The graph confirms that the considered mathematical model provides a good estimate of the configuration time and can be used to identify the best block size for a given design.

5.2.2.2 Proposed approach implementation

Differently from the previous solution, the proposed approach is designed to protect 16-bit critical words. A smaller CRC can therefore be adopted. We implemented a parallel CRC-16 with polynomial equal to \(0x968B\) which guarantees Hamming distance equal to 7 [115].

The presented design rules have been applied to the proposed design. Partitions have been created using Xilinx EDA tools to protect the SoC critical modules (i.e., Reconfiguration Manager (RM) and Memory Controller (MC)). To ensure that the processor keeps running also after a faulty reconfiguration, the Leon3 has been constrained in a specific region, also (see Figure 5.9). This introduces a minimal degradation (1.2%) in the maximum working frequency.

Finally, all critical connections have been checked, in order to assure that they do not cross the reconfigurable area, and only 2 links were manually re-routed.

5.2.2.3 Comparison

Table 5.1 compares the two analyzed solutions, in terms of area occupation and fault free reconfiguration time. The assets of the proposed solution are no BRAM occupation and a shorter
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![Reconfiguration time with 2 Frames](image)

**Table 5.1: Area occupation and reconfiguration time of different implementations**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o CRC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>197 (3.60%)</td>
<td>61.04</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>1x16</td>
<td>42</td>
<td>0</td>
<td>295 (5.39%)</td>
<td>61.78</td>
</tr>
<tr>
<td>Ref. Solution</td>
<td>64 x 32</td>
<td>31</td>
<td>1</td>
<td>290 (5.30%)</td>
<td>63.72</td>
</tr>
<tr>
<td>Ref. Solution</td>
<td>1 x 32</td>
<td>1,969</td>
<td>0</td>
<td>290 (5.30%)</td>
<td>77.88</td>
</tr>
<tr>
<td>Ref. Solution</td>
<td>1,969 x 32</td>
<td>1</td>
<td>8</td>
<td>290 (5.30%)</td>
<td>73.49</td>
</tr>
</tbody>
</table>

reconfiguration time compared to the Xilinx solution, with a very small overhead in the configuration manager (increase of 1.7% of slices) due to a more complex FSM. For sake of completeness, Table 5.1 also provides information about the worst and best cases for the reference solution, and a CRC free DPR system.

So far the performance comparison has considered the fault free DPR time, only. The rest of this section will compare DPR performance in case of faults in the bitstream, which have been injected in the words of the data portion, only. This condition is conservative, since it represents
the worst-case condition for the proposed solution. In fact, when applying the reference solution, if a faulty block is loaded, the error is detected as soon as the CRC of the block is checked. The block can be immediately reloaded, thus introducing a time overhead equal to the block loading time. In the proposed solution, if an error occurs in a critical word, it is immediately detected.
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enabling the system to reload the corrupted word. On the other hand, if the error occurs in the
data portion, it will be detected only at the end of the reconfiguration process, during the ICAP
CRC check. In this case the full DPR process must be restarted since the reconfigurable area has
been corrupted, thus introducing a higher overall reconfiguration time overhead.

The time overhead introduced by errors in the loaded blocks for the two considered solutions
is therefore influenced by the DPR rate, and by the word error probability observed when loading
bitstream blocks. Figure 5.10 and Figure 5.11 analyze the difference in system activity time spent
for DPR in the two solutions over a one day observation period for different DPR rates and word
error probabilities.

Figure 5.10 analyzes the case of a partial bit file composed of 1,969 32-bit words.

Figure 5.10: Difference of DPRs time in 1 day - Bitstream size equal to 1,969 32-bit words.

Figure 5.11 performs a similar analysis, but considering a larger reconfigurable area com-
posed of 8 frames, i.e., a partial bit file of 11,040 32-bit words.

In last case, when the word error probability increases over $10^{-6}$, the reference solution should
be preferred. This is due to the additional reconfiguration process required in the proposed so-


5.3. A portable open-source controller for safe Dynamic Partial Reconfiguration

Although DPR can be used to increase reliability figures of a system, its adoption in applications demanding high reliability is actually very limited for two main reasons. The first one concerns the additional complexity introduced during the system design phase. In fact, to efficiently enable and manage run-time DPR, designers are often required to develop ad-hoc external or embedded hardware controllers. The latter, instead, is related to the dependability of the reconfiguration process itself (see Sections 3.5.1 and 5.1). DPR exposes the system to errors affecting both the hardware controller and the bitstreams that are used to overwrite portions of the FPGA configuration memory content at run-time. These errors are very critical since a mis-reconfiguration can lead, in the worst case, to a permanent disruption of the entire system functionality. Recovering from such errors could require a full device reconfiguration and/or reset of system operations.
To tackle the aforementioned issues this section presents a portable open-source embedded controller for safe dynamic and partial reconfiguration of systems implemented on Xilinx FPGAs. The main novelties with respect to the state-of-the-art solutions mainly concern its high configurability and the possibility to introduce embedded error detection and correction circuitry, which monitors for bitstreams data errors during reconfigurations. Schemes for increasing the reliability of the proposed controller with respect to errors affecting the FPGA device are also discussed. Its flexibility allows designers (i) to instantiate the controller as a peripheral in processor-based systems or in conjunction with custom FSMs, and (ii) to tune its hardware and reconfiguration timing overheads based on the requirements of the target application.

It is worth to mention that the HDL source code has been made available through the open source Cobham Gaisler GRLIB GPL IP-cores library [45].

5.3.1 Related Works

Xilinx provides several IP-cores for enabling DPR and interfacing user designs with the ICAP. XPS HWICAP [227] and AXI HWICAP [235] represent two DPR controllers equipped with PLB and AXI4-Lite slave bus interfaces, respectively. Their main limitations concern the restricted applicability to processor-based systems and the inefficiency of data transfers due to the slave interface, that leads to reconfiguration throughputs far below the ICAP theoretical limit (i.e., 3.2Gbps). A slightly more flexible solution is represented by the PRC/EPRC controller [232], which provides a FIFO user interface that allows its usage with custom user logic. However, its source code is not provided and netlists are available only for Virtex-5 and Virtex-6 devices.

Several works have been proposed in literature to overcome the limitations of the IP-cores provided by Xilinx. They mainly focus on maximizing reconfiguration throughput by designing DPR controllers that best fit the target system and use model [43, 48, 85, 131, 168]. Recent examples can be found in [212] and [74]. In [212], authors improve AXI HWICAP by adding an AXI4 DMA interface to reconfigure a Zynq device. Their solution reaches a throughput of 382 MBytes/sec. In [74], an hardware manager with FAT16 file system support is proposed, reaching 398.6 MBytes/sec while imposing a bitstream size limit.

In some cases, the approaches proposed in literature rely on ICAP overclocking in order to accelerate the reconfiguration throughput beyond the Xilinx specifications [25, 98, 103, 171]. Although these methods provide a dramatically improved reconfiguration speed, they are not suitable when targeting a safe DPR, since process, voltage, or temperature variations may lead to malfunctions if ICAP specifications are not fulfilled [103].

Recently, generic DPR controllers have been proposed in [211] and [199]. In particular, in [211] authors present a reconfiguration manager, implemented on a Virtex-6 device, which approaches the maximum reconfiguration throughput when the bitstream is read from a DDR3 memory, while [199] proposes a controller that achieves roughly 253 MB/sec when directly inter-
faced to an external SD Flash memory.

None of the aforementioned solutions takes into account DPR dependability issues. Few works can be found in literature targeting the development of reliable DPR controllers aimed at increasing overall reconfiguration process reliability. On one hand [101] proposes a reliable ICAP controller targeting only FPGA configuration memory scrubbing while, on the other hand, in [72] and [71] authors propose and discuss several alternatives for increasing reliability of embedded DPR controllers (e.g., by applying Triple or Dual Modular Redundancy). Although the proposed solutions provide DPR controllers that are robust w.r.t. faults affecting the FPGA device, they do not tackle bitstream integrity issues.

The proposed portable and open-source controller, instead, tries to provide a comprehensive solution for enabling safe dynamic and partial reconfiguration. The flexibility of the proposed controller allows designers to adopt it in applications requiring, as example, reconfigurable module relocation [67] or blind FPGA configuration memory scrubbing [102].

5.3.2 Proposed architecture

The proposed DPR controller has been designed in order to provide portability and configurability on different FPGA families. In particular, it can be configured at design-time through VHDL generics that allow to select the target device and define the operation performed by the controller at run-time. Depending on the target system and application requirements it can be configured to operate in four different modes:

- Synchronous DPR;
- Asynchronous DPR;
- Dependable DPR with Cyclic Redundancy Check ($D^2$ PR-CRC);
- Dependable DPR with Error Detection and Correction ($D^2$ PR-EDAC);

The following subsections detail the architectures of the proposed controller for each operating mode, discussing when a particular configuration should be preferred to implement a safe DPR.

5.3.2.1 Synchronous/Asynchronous DPR

Figure 5.12 shows the architecture of the proposed controller in its basic configuration, i.e., Synchronous mode.

It mainly consists of a FSM that drives and monitor the ICAP, supported by a Direct Memory Access (DMA) engine and a control and status registers block. All modules, including the ICAP, operate synchronously with respect to the input system clock.

The control and status registers block includes several registers that can be read and written to setup, trigger, and monitor the reconfiguration process at run-time. The DMA is in charge of
retrieving 32-bit bitstream data words from an embedded or external memory, starting from the address specified by the user through a 32-bit register in the Control and Status registers block. Obviously, depending on the actual system implementation, a custom wrapper may be needed to adapt the interface of the DMA engine to the user requirements (e.g., to connect the controller to a bus infrastructure or directly to a memory controller. An interrupt signal is asserted whenever an error is encountered or to report the end of the reconfiguration process.

An additional functionality is provided by the 32-bit RM Reset output signal. At run-time, whenever a reconfigurable module is replaced, the logic inside that module must be reset before being activated with the new reconfigured functionality [250]. Each bit of the RM Reset signal acts as synchronous reset for each reconfigurable module in the design. It is automatically asserted by the DPR controller at the end of the reconfiguration process in order to initialize only the actually reconfigured logic. This functionality can be enabled or disabled through a 32-bit register for up to 32 different reconfigurable regions of the FPGA.

If the system clock frequency is greater than the one sustainable by the ICAP (i.e., 100MHz), the proposed controller can be configured in Asynchronous DPR mode. As shown in Figure 5.13, the Synchronous architecture (see Fig. 5.12) is extended by adding two control units, a FIFO buffer, and clock generation circuitry.

The FIFO buffer is implemented using one or more FPGA embedded Block-RAMs configured in 512x36 or 1024x36 bit mode depending on the target device [244], and its depth can be configured through VHDL generics. This buffer is used to transfer data across two different clock domains, i.e., System clock and ICAP clock. ICAP clock is generated exploiting a clock manager hard macro [244] sourced by the System clock. The FSM READ module is in charge of managing the bitstream data retrieval through the DMA. Contrary to the Synchronous mode, data are written into the FIFO buffer and not directly into the ICAP. As soon as data are available in the buffer, the FSM WRITE controller reads-out and deliver them to the ICAP.
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Figure 5.13: DPR controller architecture for Asynchronous DPR mode.

The registers block, interrupt and DMA engine make the proposed architecture suitable to be employed in systems with custom user interfaces and also in processor-based bus infrastructures, allowing the processor to control and manage the reconfiguration process through software drivers. In this last case, the advantage deriving from the adoption of DMA and interrupt is twofold: on one hand it frees the processor from directly managing the data transfer and repeatedly polling the status of the reconfiguration, while, on the other hand it accelerates bitstream data retrieval operations [131].

The maximum reconfiguration throughput in both operating modes can be estimated by the following equation:

\[
Max_{-}TP = \frac{BS}{\max\{T_{sys}, T_{ICAP}\} \cdot \frac{BS}{32}} \leq 400\text{MB}ytes/s \tag{5.5}
\]

where BS represents the bitstream size in bits, while \( T_{sys} \) and \( T_{ICAP} \) are the system and ICAP clock periods, respectively. In Equation 5.5 the denominator represents the time required to write BS bits of data to the 32-bit interface of the ICAP.

Practically, the reconfiguration throughput depends on the actual system implementation. When retrieving bitstream data, communication overheads due to the adopted bus protocol or memory latencies must be taken into account. Therefore, the actual throughput that can be achieved when instantiating the proposed controller in the target system can be roughly estimated by the following equation:

\[
TP = \min\{Max_{-}TP, BW_{BUS}, BW_{memory}\} \tag{5.6}
\]

where \( BW_{BUS} \) represents the actual bandwidth of the bus infrastructure, while \( BW_{memory} \) is the bandwidth provided by the memory controller used to interface the embedded or external memory storing bitstream data.

Both Synchronous and Asynchronous configurations do not natively provide any bitstream error detection and/or correction functionality. They represent two alternative solutions to en-
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able DPR with very low hardware overheads. These configurations can be used when reliability is not a major concern, or if the user logic or memory controller used to retrieve bitstream data embed error detection and correction capabilities. Unless a radiation hardened FPGA (e.g, Virtex5-QV [247]) is employed, the proposed controller can be effectively protected against faults affecting the FPGA device by implementing Dual or Triple Modular Redundancy (TMR), or one of the schemes proposed in [71]. However, when used in Asynchronous mode, the controller includes one or more embedded Block-RAMs used to implement the FIFO buffer. Applying dual or triple modular redundancy will also double or triple the memory resources needed to implement the proposed DPR controller. Embedded memories often represent a critical resource when designing complex systems. To limit this overhead an alternative scheme is proposed and depicted in Figure 5.14, where TMR is applied to all the modules composing the DPR controller, while the FIFO buffer is not replicated.

Taking into account that the bitstream data word length is 32-bits and embedded Block-RAMs are configured to host 36 bit words, each memory line presents 4 unused bits. These additional bits can be employed to implement error detection through an even or odd parity scheme [82], providing very low hardware overhead. In particular, FSM READ and FSM WRITE include additional logic for encoding and decoding bitstream data. Parity bits are computed on the input data before being written by the FSM READ into the FIFO. The incoming 32-bit bitstream word is split in 4 8-bits sub-words. A even or odd parity bit is computed for each sub-word, leading to an encoded 36-bit word written in the FIFO. During buffer read-out, performed by FSM WRITE, parity bits are checked and if no errors are detected the extracted 32-bit word is written into the ICAP. This simple parity scheme provides detection of single or an odd number of errors within each 8-bits sub-word stored in the FIFO buffer. It represents a realistic countermeasure since usually physical memory layout methodologies are employed to interleave memory cells, thus minimizing the occurrences of multiple errors in a single memory word [219]. As will be demonstrated

![Figure 5.14: Proposed TMR approach applied to the Asynchronous DPR mode architecture.](image-url)
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in Section 5.3.3, since both encoder and parity checker mainly consists of simple xor trees [82], the proposed methodology provides low hardware overhead, in terms of logic resources, while reducing memory requirements with respect to a full TMR approach.

5.3.2.2 Dependable DPR (D²PR)

As mentioned in Section 5.1, monitoring for partial bitstream data errors is essential to avoid FPGA mis-reconfigurations due to a corrupted partial bitstream. Two alternative methods and DPR controller architectures are presented. Both methodologies are based on introducing information redundancy at design-time in the partial bitstream data files generated by the EDA tools.

5.3.2.3 Dependable DPR with Cyclic Redundancy Check (D²PR-CRC)

The first approach aims at detecting partial bitstream data errors by performing periodic on-line CRC checks. As shown in figure 5.15, at design-time the partial bitstream is parsed and processed by a software routine in order to compute and embed CRC signatures, similarly to what done in Section 5.2.

![Figure 5.15: Protected bitstream generation.](image)

In particular, the partial bitstream is split in blocks of 32-bit words. A signature is then computed for each data block and embedded in the Protected Bitstream.

Figure 5.16 shows the architecture of the DPR controller when configured in D²PR-CRC mode. With respect to the Asynchronous mode, the FSM READ is assisted by an on-line CRC Generator and a CRC checker. Basically, whenever a Protected Bitstream word is read from the memory through the DMA, it is directly written in the FIFO buffer. In addition, it is sent to the CRC gener-
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Figure 5.16: DPR controller architecture for D²PR-CRC mode.

ator, implemented as a parallel 32-bit Linear Feedback Shift Register (LFSR) [13], that computes at run-time a 32-bit signature in a single clock cycle.

Whenever a data block is completely received, the associated pre-computed signature is read through the DMA and compared with the one extracted at run-time by the CRC generator. If no errors are detected, the currently received data block is validated and the FSM WRITE can start reading it from the FIFO in order to deliver bitstream data to the ICAP. While the buffer is being emptied, FSM READ instructs the DMA engine to retrieve the following data block.

Obviously, the FIFO buffer must be sized in order to store at least one full data block. The data block size can be configured by the user at design-time. This parameter has a direct impact on (i) bitstream storage memory requirements, (ii) actual reconfiguration throughput, and (iii) error detection capabilities.

Equation 5.7 shows the relationship between the total Protected Bitstream Size (PBS) and the user-defined data block size (Blk).

\[
PBS = BS + 32 \cdot \left\lceil \frac{BS}{Blk} \right\rceil
\]  

The second term of Equation 5.7 represents the additional contribution given by the 32-bit signatures interleaved in the partial bitstream.

The maximum effective reconfiguration throughput that can be achieved by the proposed architecture can be estimated by the following equation:

\[
Max_{\_}\_TP = \frac{BS}{\max(T_{sys} + T_{ICAP} \cdot \frac{PBS}{32} + T_{ICAP} \cdot \frac{Blk}{32})}
\]  

In Equation 5.8, the first term of the denominator represents the overall time needed to read the protected bitstream through the DMA, while the second term consider the additional latency,
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introduced by the adopted buffering approach, for delivering the last data block to the ICAP after its validation.

The actual reconfiguration throughput depends also on bus and memory bandwidths, as reported by Equation 5.5.

The 32-bit CRC error detection approach provides detection of all burst errors, up to 32 bits in a single data block, and a tunable coverage on random errors depending on the chosen CRC polynomial and data block size \[114\] (see Section 5.3.3).

The same protection strategy discussed for the Asynchronous mode can be employed to protect the proposed architecture against faults affecting the device. In particular, since CRC checks are performed before writing data in the FIFO, the additional parity checks (see Section 5.3.2.1) are needed to detect errors affecting data stored in the Block-RAMs used to implement the buffer.

Finally, it is worth noting that, with respect to the PerFrameCRC functionality offered only by 7Series FPGAs \[238\], the proposed approach represents a more flexible solution, allowing designer to tune memory requirements, error detection capabilities and timing overhead depending on the constraints imposed by the target application.

5.3.2.4 Dependable DPR (\(D^2\) PR) with Error Correcting Code (\(D^2\) PR-EDAC)

In \(D^2\) PR-EDAC mode, the proposed controller provides partial bitstream error detection and correction capabilities through an Error Correcting Code (ECC). In particular, a Single Error Correction Double Error Detection (SECDED) Error Correcting Code (ECC) has been chosen due to its representative target error model and its limited code and hardware overheads \[82\].

Partial bitstreams must be first processed at design-time by a software routine in order to produce a Protected bitstream composed of SECDED encoded words packets, that will be subsequently decoded by the DPR controller at run-time.

As shown in Figure 5.17, each Protected bitstream packet is composed of 5 32-bit words, where Encoded\(i(x:y)\) represents the \((x,y)\) bit range of the encoded word associated to the 32 bit bitstream Word\(i\). It is worth to remember that SECDED encoding process results in 7 bits overhead on a 32 bits input word \[82\].

The architecture of the DPR controller configured in \(D^2\) PR-EDAC mode is depicted in Figure 5.18.

Taking as reference the architecture presented for the Asynchronous mode (see Section 5.3.2.1), the FSM WRITE module is assisted by an on-line SECDED decoder, that checks and decode the received words and, if a single error is found, correct them.

Protected bitstream data packets are continuously read through the DMA and 32-bit encoded data words are written in the FIFO, only needed if system clock differs from the chosen ICAP clock. FSM WRITE continuously reads out data from the buffer until an entire 5-words packet is reconstructed. Whenever the fifth word of a packet is read out, the decoding phase starts. It
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Partial Bitstream

| Word 0: | 010001010010100100100100100100 |
| Word 1: | 010101010101010100010100100100 |
| Word 2: | 001010101010101010001001001010 |
| Word 3: | 010001010010100100100100100100 |
| Word 4: | 010001010010010010010010010100 |
| Word 5: | 010101010101000101001001001010 |
| Word 6: | 010001010010010010010010010100 |
| Word 7: | 010001010010010010010010010100 |

Protected Bitstream

| Encoded0[31:0] |
| Encoded1[31:0] |
| Encoded2[31:0] |
| Encoded3[31:0] |


| EncodedN-4[31:0] |
| EncodedN-3[31:0] |
| EncodedN-2[31:0] |
| EncodedN-1[31:0] |


**Figure 5.17**: Protected bitstream generation.

**Figure 5.18**: DPR controller architecture for D²PR-EDAC mode.

consists lasts four clock cycles, needed to decode four bitstream data words. At each clock cycle a data word is decoded and delivered to the ICAP. If present, any single error is corrected before writing the data word in the configuration port. On the other hand, the reconfiguration process is terminated if double errors are found during the decoding process. At the end of this phase, FSM WRITE restarts the process by reading the following 5-words packet from the FIFO.

Similarly to the DPR controller operating in (D²PR-CRC) mode, the SECDED Protected Bitstream Size and the maximum throughput achievable by the proposed controller can be estimated using Equations 5.5-5.8. However, in this operating mode, data block size (BlkS) is fixed and equal to 128 bits.

Integrating error correction in the DPR controller allows to avoid interruptions during re-
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configuration processes due to bitstream data errors, therefore preserving overall system performances.

A protection strategy similar to the one discussed for the Asynchronous mode can be adopted to protect the proposed architecture against faults affecting the device. In particular, since bit-stream data words are checked just before being delivered to the ICAP, the additional parity encoder and decoder embedded in FSM READ and FSM WRITE (see Section 5.3.2.1) are not needed. In fact, under the assumption of single or double occurrences, errors affecting data stored in the Block-RAMs used to implement the FIFO buffer are also detected by the SECDED logic.

5.3.3 Experimental Results

To demonstrate the flexibility of the proposed controller and evaluate its hardware overheads and reconfiguration throughput, two different test cases have been implemented. In the first scenario, the proposed DPR controller has been instantiated in a LEON3 processor-based system implemented on a Virtex4-VLX100 FPGA. As shown in Figure 5.19, the controller is connected to the on-chip AMBA AHB bus, acting as a master peripheral.

A small wrapper is needed to adapt the interface of the DMA module to the signals required by the AMBA AHB protocol. On the other hand, the registers included in the Control and Status registers block have been mapped in the bus memory space, allowing the LEON3 processor to read and write them through simple software drivers. The DPR controller is used to reconfigure a FIR filter peripheral physically mapped to an FPGA location requiring 28.7 KBytes of bitstream data in order to be reconfigured. Bitstream data are stored in an external SDRAM memory, accessible by the DMA engine through a memory controller mapped on the bus. Reconfigurations are triggered and monitored by the processor.

Reconfiguration time and throughput have been measured using an hardware timer embedded in the DPR controller. Table 5.2 reports the obtained results, in terms of hardware resources and effective reconfiguration throughput, when implementing the proposed controller in the
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four different configurations presented in Section 5.3.2. System and ICAP frequencies are set to 60 MHz and 100 MHz, respectively. In Table 5.2, percentages denote resources consumption with respect to the ones available in the target device. In all configurations, the proposed controller provides very low hardware overhead. This is an important aspect when adopting DPR for reducing overall system resource requirements by time-multiplexing hardware modules. In fact, FPGA logic used by the DPR controller must reside in the static portion of the design, thus representing a hardware overhead of the system. Obviously, a digital clock manager is also required to generate the 100 MHz ICAP clock needed in Asynchronous, D$^2$PR-CRC and D$^2$PR-EDAC operating modes.

The measured throughput values are compliant with the ones estimated (reported between parentheses in Table 5.2) exploiting Equations 5.5 and 5.8. AMBA AHB bus and memory controller latencies cause low overhead during data transfers and the main parameter that limits the reconfiguration throughput is represented by the system clock frequency (i.e., 60 MHz).

When configured in D$^2$PR-CRC mode, the CRC polynomial implemented by the CRC generator is $x^{32} + x^{18} + x^{14} + x^3 + 1$. This particular polynomial provides detection of all burst errors up to 32 bits in a data block and detection of all 5 random errors for data blocks smaller than 31 Kib [114]. For the chosen implementation, the data block size has been set to 108 32-bits words (i.e., 3.37Kib), allowing the usage of a single Block-RAM to implement the FIFO buffer.

In general, when operating in D$^2$PR-CRC mode, the actual effective throughput depends on the chosen data block size, as reported by Equation 5.8. Figure 5.20 reports the trend of the reconfiguration throughput with respect to the block size, considering $BS = 28.7KiBytes$, $T_{sys} = 16.66\, ns$ and $T_{ICAP} = 10\, ns$.

As shown in Figure 5.20, the reconfiguration throughput can be maximized if properly selecting the data block size (in the considered test case the optimal block size is equal to 108 partial bitstream words). By looking at Equation 5.8, it can be also demonstrated that the block size that maximizes the throughput depends on the size of the original unprotected bitstream (i.e.

Table 5.2: Hardware resources and throughput for the proposed controller operating in a LEON3-based system implemented on a Virtex4-VLX100 FPGA.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>LUTs</th>
<th>FFs</th>
<th>BRAMs</th>
<th>Throughput [MBytes/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronous</td>
<td>307</td>
<td>118</td>
<td>-</td>
<td>235 (0.3%) (0.1%)</td>
</tr>
<tr>
<td>Asynchronous</td>
<td>471</td>
<td>235</td>
<td>1</td>
<td>235 (0.5%) (0.2%) (0.4%)</td>
</tr>
<tr>
<td>$D^2$PR-CRC</td>
<td>811</td>
<td>318</td>
<td>1</td>
<td>229.7 (0.8%) (0.3%) (0.4%)</td>
</tr>
<tr>
<td>$D^2$PR-EDAC</td>
<td>815</td>
<td>352</td>
<td>1</td>
<td>186 (0.8%) (0.5%) (0.4%)</td>
</tr>
</tbody>
</table>
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Figure 5.20: Reconfiguration throughput w.r.t. data block size for the proposed DPR controller configured in $D^2 PR-CRC$ mode.

This is also shown in Figure 5.20, where the red line represents the trend of the reconfiguration throughput w.r.t. the chosen block size when $BS = 125 KiBytes$. Results shown in Table 5.2 highlight that it is possible to monitor bitstream data errors incurring in limited reconfiguration timing overheads if the optimal bitstream data block size is selected at design-time when the proposed DPR controller is configured in $D^2 PR-CRC$ mode. The reconfiguration time overhead in $D^2 PR-EDAC$ mode is caused by the additional bits needed after the bitstream encoding process. However, as discussed in Section 5.3.2.2, the DPR controller configured in $D^2 PR-CRC$ mode provides the same performances of $D^2 PR-EDAC$ mode if data block size is set to 128 bits (i.e., 4 bitstream words).

The second scenario is represented by a system in which the DPR controller is directly interfaced to an on-chip memory, implemented using Block-RAMs, storing the partial bitstream. In this case the user logic must trigger and monitor the reconfiguration process by reading/writing the values in the Control and Status registers block.

The system has been implemented on an Artix7- xc7a100t FPGA. Table 5.3 reports the hardware resources and throughput of the proposed controller implemented in its four possible configurations. In this case, System frequency is set to 200 MHz, ICAP frequency is fixed to 100 MHz, and the size of the bitstream needed to change the functionality of the selected reconfigurable FPGA portion is equal to 119.4 KiBytes. In $D^2 PR-CRC$ mode $BS = 5.5 KiB$ to maximize the reconfiguration throughput.

The measured values match the ones estimated using Equations 5.5 and 5.8, since the DPR controller is directly interfaced to a fast on-chip memory, and the throughput bottleneck is represented by the maximum ICAP clock frequency (i.e., 100 MHz).
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Table 5.3: Hardware resources and throughput for the proposed controller implemented on an Artix7-xf7a100t FPGA.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>LUTs</th>
<th>FFs</th>
<th>BRAMs</th>
<th>Throughput [MB/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronous</td>
<td>249 (0.4%)</td>
<td>112 (0.1%)</td>
<td>-</td>
<td>400</td>
</tr>
<tr>
<td>Asynchronous</td>
<td>443 (0.7%)</td>
<td>226 (0.2%)</td>
<td>1 (0.7%)</td>
<td>400</td>
</tr>
<tr>
<td>$D^2$ PR-CRC</td>
<td>588 (0.9%)</td>
<td>278 (0.2%)</td>
<td>1 (0.7%)</td>
<td>395.4</td>
</tr>
<tr>
<td>$D^2$ PR-EDAC</td>
<td>589 (0.9%)</td>
<td>310 (0.2%)</td>
<td>1 (0.7%)</td>
<td>319.9</td>
</tr>
</tbody>
</table>

The proposed DPR controller has been also implemented on a Virtex6-xf7a240t FPGA, in order to be compared with other portable state-of-the-art and vendor solutions. Results are reported in Table 5.4, adopting the same input parameters of the previous scenario.

With respect to state-of-the-art and vendor solutions, the proposed controller provides similar hardware overheads while being able to monitor and eventually correct bitstream data errors. At the same time it is able to sustain high reconfiguration throughputs. It is worth noting that both XPS_HWICAP and AXI_HWICAP can be used only in conjunction with processor-based systems, since they show an OPB or AXI bus slave interface. The processor or an external master in the bus is directly in charge of managing bitstream data transfer, thus leading to increased timing overheads. The proposed controller improves also vendor solutions by providing portability on different FPGA device families and high configurability, while being able to achieve the maximum possible reconfiguration throughput.

Its robustness with respect to faults affecting the device can be improved by applying dual or triple modular redundancy or one the approaches proposed in [71]. When targeting standard

Table 5.4: Comparison of the proposed DPR controller with state of the art and vendor solutions. The target device is a Virtex6-xf7a240t FPGA.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>LUTs</th>
<th>FFs</th>
<th>BRAMs</th>
<th>Throughput [MB/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[211]</td>
<td>586</td>
<td>672</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>[199]</td>
<td>673</td>
<td>254</td>
<td>5</td>
</tr>
<tr>
<td>XPS-HWICAP</td>
<td>799</td>
<td>746</td>
<td>1</td>
<td>8.5</td>
</tr>
<tr>
<td>AXI-HWICAP</td>
<td>502</td>
<td>477</td>
<td>1</td>
<td>9.1</td>
</tr>
<tr>
<td>Synchronous</td>
<td>249</td>
<td>112</td>
<td>-</td>
<td>400</td>
</tr>
<tr>
<td>Asynchronous</td>
<td>443</td>
<td>226</td>
<td>1</td>
<td>400</td>
</tr>
<tr>
<td>$D^2$ PR-CRC</td>
<td>588</td>
<td>278</td>
<td>1</td>
<td>395.4</td>
</tr>
<tr>
<td>$D^2$ PR-EDAC</td>
<td>592</td>
<td>310</td>
<td>1</td>
<td>319.9</td>
</tr>
</tbody>
</table>
replication approaches, the method proposed in Section 5.3.2 can be applied to avoid any memory resources overhead. In this case, additional hardware overheads due to the introduction of parity encoders and decoders must be taken into account. Moreover, with respect to a full replication approach (e.g., TMR replicating the entire DPR controller, including memory buffer), an additional intermediate voter is needed at the input of the FIFO (as shown in Figure 5.14). Due to the very low complexity of the adopted parity scheme, these additional components lead to a negligible hardware overhead with respect to the resources needed to accommodate all the DPR controller replicas. Moreover, as discussed in Section 5.3.2.2, when the proposed controller is configured in $D^2PR-SECDED$ mode, parity logic is not needed since bitstream data are checked by the SECDED logic just before being delivered to the ICAP. On the other hand, the proposed approach does not cause an increment of required FIFO resources, consuming the 50% or 33% of memory resources if compared to standard dual or triple modular redundancy schemes, respectively.
How mentioned in Chapter 3, evaluating system performances and robustness is mandatory when targeting safety and or mission critical systems. When employing FPGAs in such systems particular attention must be taken. Radiation induced SEUs can affect both the memory elements embedded in the design, and the configuration memory that stores the related FPGA configuration. In the former case, SEUs may alter the content of the FPGA internal memory resources employed in the design (e.g., flip-flops, distributed RAMs, or Block-RAMs), modifying processed data and/or the application control flow, thus leading to problem similar to the ones occurring in ASICs. In such cases fault injection techniques similar to the ones used when dealing with ASICs can be employed to assess the reliability of the design (e.g., scan-chains [42], or saboteurs [138]). Instead, the latter case is much more critical, since a bit-flip in an FPGA configuration memory cell may permanently alter the functionality of the implemented circuit. In particular, it can cause changes in the configuration of Look-Up Tables (LUTs), Configurable Logic Blocks (CLBs), internal hard macros (e.g., Digital Signal Processors or Block-RAMs), or routing matrices, leading to completely different circuits from the initially configured ones [37]. Furthermore, the configuration memory is very large compared to all the other elements in the device. Therefore, the probability that SEUs affect the FPGA configuration memory is high, making it a major concern when designing high reliable FPGA-based systems. Nevertheless, it has been demonstrated that, in most cases, SEUs affecting the configuration memory do not influence the design functionality [126, 226, 246]. Consequently, fault injection techniques are needed to deeply analyze the effect that SEUs in the configuration memory have on the implemented design functionality. Fault injection can help designers to discover the weaknesses of the circuit and to take the proper countermeasures by applying the most suitable fault detection and/or fault tolerance techniques to selectively and efficiently harden the design.
To accurately assess the reliability of FPGA-based systems, designers must rely on very expensive neutrons or heavy ions beam radiation tests on actual circuit prototypes [81, 192]. Preliminary, even less accurate, fault injection experiments in the early design stages can potentially reduce the number of design iterations, speeding up the entire design process of complex Systems on a Programmable Chip (SoPC).

In literature, several solutions tackling this problem have been proposed and developed, spanning from simulation-based methods [37] to hardware approaches [18, 105, 166]. The latter approaches guarantee the maximum fault injection speed when the circuit under test and the fault injection infrastructure are implemented in the same FPGA. To achieve high fault injection rates they usually exploit DPR feature of modern SRAM-based FPGA devices (i.e., the ability to dynamically change selected portions of a circuit, while the rest of the design is left unchanged and fully functional [238]). Nonetheless, faults injected using this approach can affect the operations of the fault injection infrastructure itself, or they can cause faults accumulation effects. In fact, in some unpredictable conditions, the reference gold circuit state, i.e., the circuit state in which the next fault should be injected, cannot be properly restored [116, 166]. This can lead to the stall of the fault injection process, or to unknown erroneous faults classification results.

This chapter illustrates a Dynamic Partial Reconfiguration-based fault injection infrastructure for SEUs emulation in the configuration memory of Xilinx SRAM-based FPGAs. The proposed infrastructure is integrated in the same device as the system under test, and exploits the Xilinx Essential Bits technology [237] to:

1. extremely speed-up the fault injection process, as demonstrated by experiments carried out on designs of different complexity;

2. ensure the correct behavior of the fault injection infrastructure itself and avoid undesired faults accumulation effects during the whole fault injection process, as it occurs on other single-FPGA fault injection platforms [18, 116, 166].

### 6.1 Related Works

The approaches for performing fault injection in the configuration memory of FPGA devices can be grouped into three main categories (Fig. 6.1).

The first group includes techniques that exploit the availability of radiation test environments, in which neutrons or heavy ions beams are used to emulate the radiation conditions in which the device will operate [81, 192]. Since radiation sessions are very expensive, their use is limited to the validation of a system in the final design stages. Moreover, these experiments provide low controllability, since the memory cell to be flipped cannot be chosen, and the injection rate is lower with respect to other fault injection techniques [81].
The second group includes simulation-based approaches, that do not require the physical FPGA device. Simulations are performed relying on models that link each bit of the FPGA configuration memory to the associated functionality at logic level. However, since this information is not disclosed by FPGA vendors, models must be indirectly retrieved by reverse-engineering experiments [37]. Furthermore, simulation-based fault injection techniques incur in huge simulation time to obtain statistically valid results [21, 108].

The third, and biggest, category includes those methods that use extra hardware, or software, to inject SEUs in the configuration memory of the FPGA. Basically, the device under test is configured with a corrupted bitstream configuration file, in which a bit-flip is randomly inserted to emulate an SEU. To dramatically reduce the injection time, Dynamic Partial Reconfiguration is used to reconfigure the minimum possible portion of the configuration memory, called frame, instead of the entire device. This category includes Software-Implemented Fault Injection (SWIFI) methods, that exploit a host PC, running a program managing the reconfiguration of the device under test and the entire fault injection process [22, 89, 106, 112, 194], and Hardware-Implemented Fault Injection (HWIFI) methods, that instead use extra-hardware (external or integrated in the same FPGA of the system under test) to further accelerate the fault injection process [3, 18, 105, 116, 125, 151, 166].

Due to the increased density and capacity, in terms of logic cells, of modern FPGAs, HWIFI methods integrated in the same FPGA of the system under test are nowadays the preferred solutions. In fact, they do not require external hardware and provide the maximum possible fault injection speed. They enable to gain several orders of magnitude in the injection speed, with
respect to SWIFI and external HWIFI techniques.

 Basically, for each fault injection run, the infrastructure reads a frame of the configuration memory, composed of several 32-bit words [233]. Then it modifies the frame according to the chosen fault model, and reconfigure the configuration memory with the faulty frame. The internal fault injection infrastructure also provides the input vectors and reads the outputs of the system under test to verify their correctness. Finally, the faulty frame is restored and another bit in the same or in another frame is flipped [18, 166]. To accomplish the reconfiguration task, the ICAP is employed [238].

 Nonetheless, to properly operate, these approaches require an in-depth knowledge of the structure and the frames addressing order of the considered FPGA. In fact, the designer must know the addresses of the configuration frames associated with the FPGA resources implementing the system under test. This information is not explicitly provided by vendors and depends on the specific FPGA model. Moreover, in some unpredictable conditions, since a bit-flip in a frame can affect also the information in the other frames, the fault-free configuration cannot be restored after fault injection [166]. In this case, a reconfiguration of the entire device is therefore needed to avoid fault accumulation effects [116]. Furthermore, extra care must be taken since faults injected using the integrated HWIFI approaches can affect the operations of the fault injection infrastructure itself. This unintended effect can lead to the stall of the fault injection process, or to unknown erroneous faults classification results [116].

 The proposed integrated HWIFI infrastructure overcomes these limitations by exploiting the Xilinx Essential Bits technology [237], and Dynamic Partial Reconfiguration, to ensure the correct behavior of the fault injection infrastructure itself, and to dramatically speed-up the fault injection process reducing the set of fault locations. Moreover, it avoids any undesired fault accumulation effect during the whole fault injection process, still providing high fault injection rates.

 6.2 Proposed Methodology and Infrastructure

 The architecture of the proposed fault injection infrastructure is depicted in Figure 6.2. It is mainly composed of: (i) the Fault Generator, (ii) the System Clock Controller, (iii) the System Input Controller, (iv) the System Output Collector, and (v) the Fault Classifier. Moreover, a Main Control Unit manages, synchronizes and coordinates the activities of all the aforementioned modules.

 The infrastructure takes in input the bitstream configuration file of the Circuit Under Test (CUT), the Input Vectors needed to exercise the CUT, and the Golden Outputs of the fault-free CUT run. According to the SEU fault model, a single bit-flip is introduced in the configuration memory for each execution run. At the end of the fault injection process, the infrastructure pro-
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vides in output the results in terms of percentages of faults that caused an observable functional error in the CUT.

The next subsections detail the operation of each module composing the proposed infrastructure.

### 6.2.1 Fault Generator

According to the FARM model [11], when designing a fault injection environment, one must take into account the adopted Fault Models, the Activation patterns used to stimulate the system under test, the Readouts values collected during the experiment, and the extracted Measures.

As aforementioned, the fault model adopted by the proposed infrastructure is the SEU in the configuration memory of the FPGA device. The choice of which configuration bit must be flipped is randomly made on-line, during each fault injection run, choosing from a set of possible locations, generated off-line.

The set of possible locations in which the SEUs will be injected is generated in two steps (Figure 6.3).

To ensure the correct operations of the fault injection infrastructure during the whole fault injection process, the basic idea of the proposed approach is to implement the CUT in a reconfigurable region of the FPGA, and to extract, from the bitstream, only the locations of the bits associated to the CUT. Differently from the CUT, the fault injection infrastructure is instead implemented in a non-reconfigurable, or static, portion of the device.

During the first phase (Figure 6.3(a)), the HDL description of both the fault injection infrastructure and the CUT are merged and implemented to obtain the Initial bitstream configuration.
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(a) Step 1: CUT and blank partial bitstream generation.

(b) Step 2: essential faults location generation.

Figure 6.3: Fault locations generation flow

file, used to configure at startup the entire FPGA.

In order to implement the CUT in a reconfigurable partition, before the actual implementation, some placement constraints must be provided (i.e., the designer allocates a defined area of the FPGA to the CUT). In this case the CUT is called Reconfigurable Module. After that, the implementation process generates also the CUT partial bitstream file, that contains the information needed to configure the Reconfigurable Module.

The same process is repeated to implement an empty, or blank, reconfigurable module instead of the CUT, in the same previously defined reconfigurable area. The Blank partial bitstream
file associated with this module contains only the information regarding the input/output interfaces of the CUT (called *partition pins*), and the routing associated to the static part of the design that passes through the reconfigurable partition. As stated in [238], only routing, and not logic, associated with the static part of the design can use hardware resources contained in a reconfigurable partition.

Consequently, since this static routing information cannot be prevented to pass through reconfigurable partitions, an SEU injected in the configuration bits associated to this area can cause errors or failures also in the fault injection infrastructure itself (i.e., the static part of the design) [238]. This can make the fault injection infrastructure unusable, or behaving incorrectly.

To ensure that no faults are injected in a configuration memory cell associated with the fault injection infrastructure, a further step is needed. This second step (Figure 6.3(b)) represents the main difference with respect to existing state-of-the-art approaches that do not tackle the aforementioned static routing problem.

Starting from the partial bitstreams associated to the CUT and to the blank reconfigurable modules, the *Xilinx Essential Bits* technology is used to restrict the set of potential fault injection locations[237]. This technology offers a functionality, embedded in the Xilinx *BitGen* tool [234], that allows to identify and to extract, from the bitstream files, the configuration bits that are essential to the design functionality (i.e., the so called *essential bits*). In fact, only a small fraction of the bits are essential to the proper operation of any specific design loaded into the FPGA device [237]. As shown in Figure 6.4(a), the *Essential Bits* functionality provides a mask in which if a bit is set, the associated bit in the bitstream file is essential, and thus, if flipped, it modifies the circuit functionality (Figure 6.4(b)).

Since the objective of a fault injection infrastructure is to flip those bits associated with the CUT, resorting to the essential bits mask of the blank partial bitstream it is possible to localize the locations of the bits associated with the static routing passing through the reconfigurable module. The mask containing the position of the essential bits of the CUT (*essential faults locations* in Figure 6.3(b)) is obtained by bit-wise subtracting the masks associated to both the CUT and the Blank partial bitstreams. It is worth to remember here that, as aforementioned, some bits in the Blank bitstream carry information about the I/O interfaces of the CUT. By applying this method, these bits will be not flipped during the fault injection process, thus their contribution represents an error on the final computed fault injection metrics. However, as will be demonstrated in Section 6.3, this contribution is very small, thus can be assumed negligible if the fault injection experiments are made in the early design stages, where highly accurate results are not required.

This means that the fault injection infrastructure will always inject an SEU in a position associated with a bit that has no impact on the infrastructure itself, thus ensuring correct operations during the whole injection process.

The second main advantage of using the *Essential Bits* technology for fault injection is that
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The injection time is dramatically reduced, with respect to inject faults in every possible memory location. In fact, in general, the essential bits of an implemented module are lower than 20% of the total configuration bits [237]. Thus, it is useless to inject SEUs in the remaining 80% of the bits composing the bitstream, since it is known a-priori that those faults will not cause any observable functional error. Obviously, these not injected faults are counted as if they have been injected to compute the final output statistics results.

The Essential faults location mask is used at run-time by the Fault Generator to choose a possible fault injection location. Using a LFSR, a pseudo-random injection time and location (among the possible given by the Essential faults location mask) are generated. When the execution time reaches the selected injection time, the Fault Generator reads the fault-free CUT partial bitstream (Figure 6.2) and flips a bit according to the selected position. Afterwards, the execution can be resumed. At the end of the execution, the CUT reconfigurable module is restored with the fault-free partial bitstream. This last reconfiguration overwrites all the configuration frames associated with the CUT, avoiding any fault accumulation effect.

It is worth noting that the proposed fault generation method can be easily adapted to emulate also MBUs. This fault model is expected to become a more realistic model, with respect to SEUs,
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for modern and future technology nodes [88].

6.2.2 System Input Controller

Referring to the FARM model [11], the Activation patterns, or Input Vectors, are provided to the CUT through the System Input Controller. The Input Vectors can be stored either internally to the FPGA device or in an external memory, depending on their size and on the CUT nature (e.g., processor, datapath, control unit). They can be generated off-line through simulations or other techniques. Thus, the System Input Controller consists of a control unit, acting as a memory controller, that reads the vectors from an internal or external memory, and feeds the inputs of the CUT. When the CUT needs pseudo-random input vectors, the System Input Controller simply consists of a LFSR [21].

6.2.3 System Clock Controller

The System Clock Controller is mainly composed of one or more FPGA Digital Clock Managers (DCMs) [240], able to synthesize and manage the clocks needed by the CUT.

It works in conjunction with the System Input Controller to synchronize the CUT clock to the Input Vectors, and to stop it during the reconfiguration process. In particular, at a random time, during the execution of a run, the CUT clock is stopped and the configuration memory is reconfigured using the faulty CUT partial bitstream, generated as explained in Subsection 6.2.1. Afterwards, the CUT clock is re-activated, resuming the execution of the actual run until the fault is detected, or until the end of the run, if the injected fault does not generate an observable error.

6.2.4 System Output Collector and Fault Classifier

Referring to the FARM model [11], the Readouts and the Measures are performed through the System Output Collector and Fault Classifier modules.

The System Output Collector monitors the outputs of the CUT after each fault injection. Depending on the number of outputs and number of responses to observe, the designer can choose the output comparison technique that best fit the considered CUT and test case (e.g., outputs compression and signatures comparison, clock-by-clock comparison [21], etc).

If a difference is encountered during the outputs comparison process, the fault in the configuration memory of the FPGA device is targeted as critical. In the opposite case, the fault is considered non-critical since, even if at the end of the run it can be still present in the configuration memory, it does not generate erroneous results or system failures. If the CUT is equipped with a fault detection mechanism, the error detection signal can be used by the Fault Classifier to classify the faults detected by the CUT detection mechanisms, labeling them as hardware detected.
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This functionality can be very useful when, in the early design stages, the designer is interested in evaluating different fault detection techniques.

Eventually, the Fault Classifier can record both the position of the flipped bit in the CUT partial bitstream and the injection time. This enables a further post-processing, since this information can be merged with the FPGA Logic Allocation File. This file can be generated by the Xilinx BitGen tool, and it provides information (not including routing) related to which design module is associated with a set of bits in the bitstream [234].

6.3 Experimental Results

This section presents the experimental results gathered by implementing the proposed fault injection infrastructure on a Xilinx ML605 evaluation board, equipped with a Virtex-6 LX240T FPGA [228].

Three case studies have been considered:

- **LEON3** processor [84], running several applications extracted from the MiBench benchmark suite [94]. The applications have been selected in order to stimulate different units of the processor. In particular, the selected applications are: the Susan Edge detector, that extensively exploits the arithmetic operations of the Integer Unit and the Load/Store Unit, the CRC32, that makes large use of the boolean operations of the Integer Unit, and the Inverse Fourier Transform (IFFT), that mainly uses the floating-point Unit.

- two-dimensional convolution datapath, as the one reported in [36], composed of 49 8x8 multipliers and a balanced adder tree including 48 adders. This architecture is often employed when dealing with two-dimensional images filtering;

- the same aforementioned two-dimensional convolution datapath, with Triple Modular Redundancy (TMR) error correction and detection mechanism, applied as shown in Fig. 6.5 (the majority voter sets the Error detected signal when it recognizes a mismatch between the three module outputs).

Tables 6.1, 6.2, and 6.3 report the hardware resources, in terms of Look-Up Tables (LUTs), Flip-Flops (FFs), Block-RAMs (BRAMs), and Digital Clock Managers (DCMs), needed to implement the CUTs and the associated infrastructures in the three considered test cases, respectively.

For the LEON3 case study, the processor runs at 80 MHz, reading the application and the data from an external memory through the System Input Controller. The System Output Controller, at the end of the execution, reads from the external memory the results produced by the processor, and compares them with the golden ones stored in an internal Block-RAM. The comparison results are sent to the Fault Classifier which computes the fault injection metrics.
6.3. Experimental Results

Figure 6.5: Two-dimensional convolution datapath, with Triple Modular Redundancy

Table 6.1: LEON3 CUT + associated fault injection infrastructure

<table>
<thead>
<tr>
<th>Module</th>
<th>LUTs</th>
<th>FFs</th>
<th>BRAMs</th>
<th>DCMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUT (LEON3)</td>
<td>13,794</td>
<td>4,134</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>Fault Generator</td>
<td>499</td>
<td>359</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sys. Input Contr.</td>
<td>2,292</td>
<td>1,430</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sys. Clock Contr.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Sys. Output Contr.</td>
<td>1,251</td>
<td>315</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>Fault Classifier</td>
<td>403</td>
<td>92</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Main Control Unit</td>
<td>1,094</td>
<td>67</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>19,333 (12.8%)</strong></td>
<td><strong>6,397 (2.1%)</strong></td>
<td><strong>6 (1.4%)</strong></td>
<td><strong>2 (16.7%)</strong></td>
</tr>
</tbody>
</table>

Table 6.2: 2D convolution datapath CUT + associated fault injection infrastructure

<table>
<thead>
<tr>
<th>Module</th>
<th>LUTs</th>
<th>FFs</th>
<th>BRAMs</th>
<th>DCMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUT (datapath)</td>
<td>4,412</td>
<td>425</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fault Generator</td>
<td>499</td>
<td>359</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sys. Input Contr.</td>
<td>3,332</td>
<td>784</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sys. Clock Contr.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Sys. Output Contr.</td>
<td>166</td>
<td>24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fault Classifier</td>
<td>403</td>
<td>92</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Main Control Unit</td>
<td>1,094</td>
<td>67</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>9,906 (6.6%)</strong></td>
<td><strong>1,751 (0.6%)</strong></td>
<td>-</td>
<td><strong>2 (16.7%)</strong></td>
</tr>
</tbody>
</table>

Instead, in the second test case (i.e., 2D convolution datapath), the System Input Controller consists of an LFSR that pseudo-randomly generates 98 8-bit inputs for the 49 multipliers. The inputs generation process is repeated for 307,200 clock cycles in order to emulate the processing of an image composed of 640x480 pixels. The System Output Controller compresses the output values using a Multiple-Input Shift-Register (MISR), and compares the output signature with the golden one stored internally [21].

In the last considered test case, the Error detected signal of the TMR Voter (Figure 6.5) is con-
connected to the Fault Classifier to notify if a fault is detected by the TMR mechanism.

The System Clock Controller and the Fault Generator are the same among the three case studies. The System Clock Controller is composed of a single Digital Clock Manager (DCM) [240], necessary to synthesize the clock for the CUT. The Fault Generator consists of: a memory controller, that reads from the external memory a look-up table storing the positions of each essential bit in the bitstream, two LFSRs, that pseudo-randomly select the injection time and the essential bit position to flip, and a DPR controller which writes the CUT bitstreams in the configuration memory through the Internal Configuration Access Port (ICAP) of the FPGA device. The ICAP is driven by the Fault Generator using the maximum possible clock frequency (i.e., 100 MHz), providing a reconfiguration bandwidth of 3.2 Gbps [238].

Table 6.4 shows the partial bitstream sizes (BS) associated with the CUTs, the percentage of essential bits %EB, the time needed to run the application (T\text{run}), and the total injection time (T\text{inj}), performing a number of runs equal to the number of extracted essential bits.

In general, the total injection time can be estimated as:

\[ T_{inj} = \#EB \cdot (T_{run} + T_{DPR}) \]  

\( T_{DPR} \) is the sum of two contributions: the first is the time needed to configure, with the faulty bitstream, the reconfigurable partition in which the CUT is implemented, while the second represents the time needed to restore it, with the golden bitstream, at the end of each run.

Table 6.3: 2D convolution datapath with TMR CUT + associated fault injection infrastructure

<table>
<thead>
<tr>
<th>Module</th>
<th>LUTs</th>
<th>FFs</th>
<th>BRAMs</th>
<th>DCMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUT (datapath + TMR)</td>
<td>13,339</td>
<td>1,275</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fault Generator</td>
<td>499</td>
<td>359</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sys. Input Contr.</td>
<td>3,332</td>
<td>784</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sys. Clock Contr.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Sys. Output Contr.</td>
<td>166</td>
<td>24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fault Classifier</td>
<td>436</td>
<td>118</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Main Control Unit</td>
<td>1,094</td>
<td>67</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>18,866</td>
<td>2,627</td>
<td>-</td>
<td>2 (16.7%)</td>
</tr>
</tbody>
</table>

Table 6.4: CUTs Bitstream size, percentage of Essential Bits, application execution time, and total injection time

<table>
<thead>
<tr>
<th>CUT</th>
<th>BS[KB]</th>
<th>%EB</th>
<th>T\text{run}[ms]</th>
<th>T\text{inj}[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3 Susan</td>
<td>755.6</td>
<td>16.2</td>
<td>37.91</td>
<td>41,415</td>
</tr>
<tr>
<td>L3 CRC32</td>
<td>755.6</td>
<td>16.2</td>
<td>20.94</td>
<td>24,552</td>
</tr>
<tr>
<td>L3 IFFT</td>
<td>755.6</td>
<td>16.2</td>
<td>395.65</td>
<td>395,514</td>
</tr>
<tr>
<td>2D conv.</td>
<td>170,9</td>
<td>13.6</td>
<td>6.14</td>
<td>4,573</td>
</tr>
<tr>
<td>2D conv TMR</td>
<td>478,4</td>
<td>13.6</td>
<td>6.14</td>
<td>4,573</td>
</tr>
</tbody>
</table>
faulty and the golden CUT bitstreams have the same size, $T_{DPR}$ can be computed as:

$$T_{DPR} = 2 \cdot \frac{BS}{f_{ICAP}}$$  \hspace{1cm} (6.2)

where $BS$ is the bitstream size, and $f_{ICAP}$ represents the ICAP operating frequency (i.e., 100 MHz in our experiments).

It is worth mentioning that in all the considered test cases, the percentage of essential bits associated with the static part of the design (i.e., the fault injection infrastructure and the I/O interface of the CUT) in the CUT bitstream is less than the 0.7%. As explained in Section 6.2, these bits are not included in the fault injection process. This contribution can be treated as an error on the final computed metrics, since the fault injection infrastructure will not be present in the final circuit implementation. However, this error can be considered negligible if this kind of evaluation is made in the early design phases, where a very accurate measure is not required.

Table 6.5 shows the Fault Classifier results in terms of percentages of faults that caused an observable error (Critical), and those that have not caused any error (Non-Critical). The number of Equivalent Injected Faults (EIF) and the percentages are computed taking into account also the number of non-essential bits. Each non-essential bit composing the bitstream can be flipped without any effect on the circuit functionality, thus a fault in those bits can be considered as Non-Critical.

As can be seen from Table 6.5, in the third test case (i.e., LEON3 running IFFT) the percentage of faults that cause an error is higher than the percentage in the first two test cases, since the application uses the floating point unit, which represents about 40% of the CUT area. In the last test case the number of Critical faults is greatly reduced with respect to the fourth test case, since all the faults detected by the TMR mechanism that do not lead to a Voter output error are considered Non-critical.

The proposed methodology and infrastructure has been compared, in terms of fault injection execution time, with the integrated HWIFI methods presented in [116], [18], and [166]. The fault injection platforms presented in [18, 116, 166] require a fixed $T_{DPR}$ of about 10µs, since they reconfigure a single frame of the configuration memory, instead of the overall CUT reconfigurable

<table>
<thead>
<tr>
<th>CUT</th>
<th>EIF</th>
<th>% Critical</th>
<th>% Non-Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3 Susan</td>
<td>6.18 M</td>
<td>9.8</td>
<td>90.2</td>
</tr>
<tr>
<td>L3 CRC32</td>
<td>6.18 M</td>
<td>7.3</td>
<td>92.7</td>
</tr>
<tr>
<td>L3 IFFT</td>
<td>6.18 M</td>
<td>13.6</td>
<td>82.4</td>
</tr>
<tr>
<td>2D conv.</td>
<td>1.39 M</td>
<td>12.4</td>
<td>87.6</td>
</tr>
<tr>
<td>2D conv TMR</td>
<td>1.39 M</td>
<td>1.3</td>
<td>98.7</td>
</tr>
</tbody>
</table>
Figure 6.6: Fault injection time vs number of equivalent injected SEUs trends comparison, in the case of the LEON3 running CRC32

partition. Nonetheless, they incur in the problems described in Section 6.1.

Fig. 6.6 compares, in terms of total fault injection time ($T_{inj}$), the proposed method, with the ones proposed in [18, 116, 166], varying the number of equivalent injected faults (EIF). The reference case is the LEON3 processor running the CRC32 application.

As can be seen from Fig. 6.6, the proposed fault injection infrastructure extremely speed-up the fault injection process, especially when the number of SEUs to be injected is high. Moreover, it ensures the correct operations during the whole fault injection process, guaranteeing always reliable fault injection results, contrary to the platforms presented in [18, 116, 166].
The presented research work have introduced and discussed methodologies and approaches for enhancing embedded real-time processing in mission-critical contexts.

After introducing the reasons why digital image processing is becoming a key technology to enable innovative and more efficient approaches in mission critical applications (see Chapter 2), the thesis discusses modern reconfigurable FPGA devices (see Chapter 3), focusing on Dynamic Partial Reconfiguration features and their increasing popularity. Both Chapter 2 and Chapter 3 highlight the issues that can affect embedded real-time image processing systems, in terms of unwanted effects on acquired digital images and dependability of the adopted technology.

Chapter 4 provides details on proposed approaches to enhance image processing algorithm robustness. In particular, self-adaptivity features have been introduced in selected hardware accelerators, in order to maintain constant, or improve, the quality of the algorithm results for a wide range of input conditions, that are not always fully predictable at design-time (e.g., noise level variations). This has been accomplished by measuring at runtime some characteristics of the input images, and then tuning the algorithm parameters based on such estimations. Dynamic reconfiguration features of modern reconfigurable FPGAs have been used in order to integrate run-time adaptivity features into the proposed hardware accelerators.

Chapter 5 discusses the proposed solutions for enhancing dynamic reconfiguration process dependability. In particular, it presents two alternative ways to safely enhance reconfiguration process dependability, and consequently provide safe adaptivity mechanisms. The former is essentially based on a set of rules to be applied at design-time, while the latter relies on the usage of a configurable hardware self-reconfiguration manager that must be instantiated within the target system.

Finally, Chapter 6 introduces the problem of evaluating system’s robustness with respect to target fault models, proposing a methodology, along with an associated hardware platform, for emulating the effects of soft errors on modern dynamically reconfigurable FPGAs.

The entire work relied on a strong collaboration with the industry. This allowed to test and demonstrate the proposed approaches and solutions using realistic test cases and actual relevant technologies in the field. Thanks to these collaborations, the proposed solutions have improved the state-of-the-art, as demonstrated by the obtained results.

The final aim of the presented research work has been to demonstrate the suitability of the proposed solutions and approaches in mission-critical contexts.
Due to the large number of symbols used in this thesis to support the description of covered material, this appendix provides the following list of abbreviations. This list is intended to help the reader identify the meaning of a given acronym in a fast and easy way.

ADAS  Advanced Driver Assistance Systems
ADC   Analog-to-Digital Converter
ALM   Adaptive Logic Module
ASICs Application Specific Integrated Circuits
ATE   Automated Test Equipment
BIST  Built-In Self-Test
CAD   Computer-Aided Design
CCD   Charge-Coupled Device
CLB   Configurable Logic Block
CRC   Cyclic Redundancy Code
COTS  Commercial-Off-the-Shelf
CPLDs Complex Programmable Logic Devices
CUT   Circuit Under Test
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DfT</td>
<td>Design-for-Testability</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DMA</td>
<td>Direct Memory Access</td>
</tr>
<tr>
<td>DPR</td>
<td>Dynamic Partial Reconfiguration</td>
</tr>
<tr>
<td>DIMES</td>
<td>Descent Image Motion Estimation System</td>
</tr>
<tr>
<td>DSPs</td>
<td>Digital Signal Processors</td>
</tr>
<tr>
<td>ECC</td>
<td>Error Correcting Code</td>
</tr>
<tr>
<td>EDA</td>
<td>Electronic Design Automation</td>
</tr>
<tr>
<td>EDL</td>
<td>Entry, Descent and Landing</td>
</tr>
<tr>
<td>FEM</td>
<td>Features Extraction and Matching</td>
</tr>
<tr>
<td>FFs</td>
<td>Flip-Flops</td>
</tr>
<tr>
<td>FIFO</td>
<td>First-In First-Out</td>
</tr>
<tr>
<td>FPGAs</td>
<td>Field Programmable Gate Arrays</td>
</tr>
<tr>
<td>FSM</td>
<td>Finite State Machine</td>
</tr>
<tr>
<td>GNC</td>
<td>Guidance Navigation and Control</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics Processing Unit</td>
</tr>
<tr>
<td>HCPLDs</td>
<td>High Capacity Programmable Logic Devices</td>
</tr>
<tr>
<td>HDL</td>
<td>Hardware Description Language</td>
</tr>
<tr>
<td>HLS</td>
<td>High-Level Synthesis</td>
</tr>
<tr>
<td>HWIFI</td>
<td>Hardware-Implemented Fault Injection</td>
</tr>
<tr>
<td>IC</td>
<td>Integrated Circuit</td>
</tr>
<tr>
<td>ICAP</td>
<td>Internal Configuration Access Port</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>LFSR</td>
<td>Linear Feedback Shift Register</td>
</tr>
<tr>
<td>LUTs</td>
<td>Look-Up Tables</td>
</tr>
<tr>
<td>MBU</td>
<td>Multiple Bit Upset</td>
</tr>
<tr>
<td>MOS</td>
<td>Metal-Oxide-Semiconductor</td>
</tr>
<tr>
<td>Symbol</td>
<td>Acronym</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>NRE</td>
<td>Non-Recurrent Engineering</td>
</tr>
<tr>
<td>OTF</td>
<td>Optical Transfer Function</td>
</tr>
<tr>
<td>PAL</td>
<td>Programmable Array Logic</td>
</tr>
<tr>
<td>PLAs</td>
<td>Programmable Logic Arrays</td>
</tr>
<tr>
<td>PLDs</td>
<td>Programmable Logic Devices</td>
</tr>
<tr>
<td>PROM</td>
<td>Programmable Read Only Memory</td>
</tr>
<tr>
<td>PSF</td>
<td>Point Spread Function</td>
</tr>
<tr>
<td>RTL</td>
<td>Register-Transfer Level</td>
</tr>
<tr>
<td>SBU</td>
<td>Single Bit Upset</td>
</tr>
<tr>
<td>SEB</td>
<td>Single Event Burnout</td>
</tr>
<tr>
<td>SECDED</td>
<td>Single Error Correction Double Error Detection</td>
</tr>
<tr>
<td>SEEs</td>
<td>Single Event Effects</td>
</tr>
<tr>
<td>SEFI</td>
<td>Single Event Functional Interrupt</td>
</tr>
<tr>
<td>SET</td>
<td>Single Event Transient</td>
</tr>
<tr>
<td>SEU</td>
<td>Single Event Upset</td>
</tr>
<tr>
<td>SEGR</td>
<td>Single Event Gate Rupture</td>
</tr>
<tr>
<td>SEL</td>
<td>Single Event Latch-Up</td>
</tr>
<tr>
<td>SERDES</td>
<td>Serializer/Deserializer</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale Invariant Feature Transform</td>
</tr>
<tr>
<td>SoC</td>
<td>System-on-Chip</td>
</tr>
<tr>
<td>SoPC</td>
<td>Systems-on-Programmable-Chip</td>
</tr>
<tr>
<td>SPLDs</td>
<td>Simple Programmable Logic Devices</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static Random Access Memory</td>
</tr>
<tr>
<td>SURF</td>
<td>Speeded-Up Robust Features</td>
</tr>
<tr>
<td>SWIFI</td>
<td>Software-Implemented Fault Injection</td>
</tr>
<tr>
<td>TID</td>
<td>Total Ionizing Dose</td>
</tr>
<tr>
<td>TMR</td>
<td>Triple Modular Redundancy</td>
</tr>
<tr>
<td>Symbol</td>
<td>Acronym</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>TTM</td>
<td>Time-To-Market</td>
</tr>
<tr>
<td>UAVs</td>
<td>Unmanned Aerial Vehicles</td>
</tr>
<tr>
<td>VBN</td>
<td>Video-based Navigation</td>
</tr>
<tr>
<td>VHDL</td>
<td>Very High-Speed Integrated Circuits HDL</td>
</tr>
</tbody>
</table>
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