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A Non-conformal Domain Decomposition Scheme

for the Analysis of Multi-scale Structures
M. A. Echeverri Bautista, Student member, IEEE, F. Vipiana, Senior Member, IEEE,

M. A. Francavilla, Member, IEEE, J. A. Tobon Vasquez, G. Vecchi, Fellow, IEEE

Abstract—We present a Domain Decomposition (DD) frame-
work for the analysis of impenetrable structures; it allows for
the EFIE and CFIE, and for open, closed, and open-closed
structures. The DD results in an effective preconditioner for
large and complex problems exploiting iterative solution and fast
factorizations. The domain decomposition employs specialized
transmission conditions among the domains, and the use of
discontinuous Galerkin (DG) allows conformal as well as non-
conformal discretizations of domain boundaries; the nonconfor-
mal nature of the decomposition gives considerable flexibility
in the meshing. The strategy is highly parallelizable, as all the
operations involving the sub-domains can performed in parallel.
The proposed scheme is implementation independent and can be
easily merged with existing electromagnetic codes.

Index Terms—Integral equations, Domain-Decomposition,
Tear-and-Interconnect, Preconditioning, Fast solvers, Moment
methods

I. INTRODUCTION

Due to its high accuracy the Electric Field Integral Equation

(EFIE) [1] is one of the most used formulation for the analysis

of complex structures, and it allows open surfaces; when

closed portions of the body are at, or above the resonant length,

it needs to be used together with the Magnetic Field Integral

Equation (MFIE) into the Combined Field Integral Equation

(CFIE) that is resonance-free (e.g. [2]).

The use of fast solvers is mandatory to solve any real-life

large problem (e.g. [3]–[7]). All fast factorization store near

field interactions, which can then be used by preconditioner

without affecting memory scaling of the overall method.

The incomplete LU (ILU) [8] approach is the most em-

ployed general-purpose preconditioner in electromagnetics [9],

[10]; it is well known though that multiscale problems are not

effectively addressed by ILU (e.g. [11]), and the precondi-

tioning of large multi-scale problems has received significant

attentions in the past years. For example, multiresolution-based

approaches [11]–[14] have been successful in addressing the

multi-scale issue for problems up to a few tens of wavelengths.

For electrically large problems, the only ”physics based”

approaches are apparently those based on the domain decom-

position (DD) paradigm at-large [15]–[21]. When adopted in

an iterative scheme, the general idea is to extend the block-

diagonal preconditioning for a collection of separated scatter-

ers to a large body. In this endeavor, Tear-and-Interconnect DD

methods based on transmission conditions are relatively recent

in Integral-Equation approaches; they are directly oriented

to iterative, fast-factorization based solution, and – as their

earlier FEM counterpart – they aim at reducing the iteration

count for electrically large problems [22], [23]. They aimed at

curing both the (weak) iteration count growth due to increasing

electrical size, and (strong) slowdown due to the presence

of multiple scales. Convergence properties in DD depend on

the transmission conditions between sub-domains [24]; in [22]

these are implemented by adding an artificial perfect electric

conductor (PEC) surface to close each of the subdomains

upon tearing; surface current cancellation within each pair

of artificial inter-domain surfaces is then enforced in the

solution scheme. A recent work [25] proposes an overlapping

DD method in which the transmission conditions among the

overlapped sub-domains are enforced in each inner solver by

using the global near field matrix; a suitably reduced version

of the whole near field matrix is used in the inner solvers for

each sub-problem.

The DD approach can also significantly reduce the meshing

burden if independent meshing of the different sub-domains

is allowed without requiring adjacent meshes to be conform-

ings; achieving this important result without compromising

accuracy and conditioning properties is the task of so-called

non-conformal DD methods [22], [23]. Allowance for non-

conformal meshing plays a key role in applications such as

design and optimization analyzes; e.g., in antenna siting when

attaching an independently meshed antenna to a large platform

(e.g. airframe) without having to re-mesh the entire structure,

and further allowing reduced-order modeling schemes that are

crucial to optimization.

In this paper we propose an innovative domain decompo-

sition scheme that does not require artificial closing surfaces

between adjacent (torn) domains; as such, it is applicable to

open structures as well as to closed and closed-open structures,

and suitable for the EFIE alone as well as for the CFIE. As

in all approaches of this class, the scheme effectively works

as a preconditioner for large and multi-scale problems.

The proposed scheme is non-conformal in nature, allowing

the above-mentioned meshing flexibility. Ability to allow for

non-conformal meshes in neighboring domains is obtained

via a Discontinuous-Galerkin scheme, and we propose a new

way of accelerating the solution of the inner sub-problems by

using a modified version of the dual threshold Incomplete LU

factorization ILUTP [10] in order to cope with perturbations

introduced in the near field matrix by the presence of discon-

tinuous Galerkin terms.

Finally, while intrinsically based on Discontinuous-Galerkin

(for both non-conformal and conformal cases), we propose to

extend the separated-domain solutions past the tearing lines;

this guarantees effective convergence of the iteration loop.
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This is especially straightforward thanks to our avoidance of

artificial closing surfaces over adjacent domains. The proposed

DD preconditioning strategy is structured as a general frame-

work, and therefore easily applicable to any existing fast solver

implementation.

Our work presents conceptual similarities to the approach

presented in [25], as well as to the seminal work in [26] (for

2D problems); the work reported in [27] shares some of our

goals. Differences and innovations with respect to these works

and other literature are significant, as detailed next.

In this work the transmission conditions are enforced along

the tearing contours between sub-domains; the work in [22]

requires an artificial surface, over which currents and fields

subsequently are cancelled out performing integrations that

use the so called cement technique [28]. The first, obvious

advantage of our approach is the ability to deal with open

surfaces, thereby extending its applicability. Another very

important advantage is the algorithmic flexibility derived from

enforcing transmission on the tearing contours, without adding

artificial surfaces: the algorithm can be easily embedded into

any existing MoM code and is independent of specific choices

for the fast factorizations, the iterative Krylov subspace itera-

tive solvers, preconditioners for each domain, etc.

At a difference with [27], we employ domain enlargement

for convergence; we enforce transmission conditions via dis-

continuous Galerkin and present a new way of accelerating

the solution of the inner sub-problems by using a modified

version of the ILUTP [10] in order to cope with perturba-

tions introduced to the near field matrix by the presence of

discontinuous Galerkin terms.

The main point of departure of our approach from [25] and

[26] is in the ability to work with both conformal and non-

conformal meshes; we enforce the transmission conditions on

the tearing contour, while in [25] the transmission conditions

come from the use of a truncated version of the global near

field matrix for each sub-domain plus a buffer zone (with a

constant number of cells) between the sub-domains. While

of subtler nature, the difference in algorithmic structure is

also an important difference between our work and that in

[25]. In [25] the far field blocks of the sub-domains are the

same as used in the outer iterations, while in our scheme

each extended sub-domain matrix is built independently (with

a much lower accuracy, and cost, with respect to the outer

matrix); this allows the use of different fast factorizations in

different domains, that can thus be tailored to domain proper-

ties (e.g. one can use FFT-based techniques for nearly-planar

sub-domains, while using Multi-Level Matrix Decomposition

Algortim MLMDA [5] or the Adaptive Cross Approximation

ACA [6] for the whole problem). Also, in [25] the multi-scale

problem is reduced by generating smaller sub-domains; the

associated increase of the number of sub-domains potentially

increases the necessary communication among nodes in a

parallel implementation. Our framework deals with the multi-

scale issue by preconditioning each sub-domain independently

with a preconditioner tailored on multi-scale characteristics of

each sub-domain; therefore, our decomposition depends only

on the users needs. Finally, a minor advantage with respect to

[25] arises in the size of the buffer region; in [25] the buffer

zone (overlap zone) is formed by a constant number of cells

that varies between 8 to 12 cells (0.8 to 1.2λ for a standard

λ/10 discretization); with our scheme we need only a λ/4
(0.25λ) near field extension.

Summarizing, the inner-outer scheme in our approach

aims to solve multi-scale realistic structures where each sub-

problem, though possibly electrically small, can be complex

and ill conditioned; furthermore, the algorithmic structure of

our scheme ensures that each sub-problem be solvable by

means of any fast solver and preconditioner independently

from others. Therefore, our framework is highly adaptable

as it allows the use of different preconditioning strategies

within each sub-domain, giving great versatility in complex

geometries analysis.

The paper is organized as follows: section II presents some

background on integral equations formulations. In section

III the new domain decomposition framework is explained.

Numerical tests are presented in section IV in order to show

the advantages of the developed method. Finally in section V

some conclusions and future work perspectives are drawn.

II. BACKGROUND

We consider a PEC body on which the unknown current

density J is approximated as a linear combination of basis

functions

J(r) ≃
N
∑

n=1

Infn(r) (1)

where In corresponds to the current expansion coefficients and

fn(r) to the Rao-Wilton-Glisson (RWG) basis functions [29];

applying the Method of Moments (MoM) and Galerkin testing

to the EFIE, the problem is transformed into the linear system:

[ZEFIE][I] = [ZA
EFIE

+ Zφ
EFIE

][I] = [VEFIE] (2)

where

ZA
mnEFIE

=
jωµ0

4π

∫∫

Sm

dS fm(r) ·
∫∫

Sn

dS′ G(r, r′)fn(r
′) (3)

Zφ
mnEFIE

=
1

j4πωǫ0

∫∫

Sm

dS ∇s · fm(r)

∫∫

Sn

dS′G(r, r′)∇s · fn(r
′) (4)

VmEFIE =

∫∫

Sm

dS fm(r) · Ei(r) (5)

with G(r, r′) = e−jk0|r−r′|/|r − r′|, k0 = ω
√
ǫ0µ0, Sm and

Sn correspond to the supports of the functions fm and fn
respectively, and Ei to the incident electric field. In (2) we have

explicitly denoted the contributions of the scalar (φ) and vector

(A) potentials. The same discretization strategy is applied to

the MFIE, yielding:

ZmnMFIE =
1

2

∫∫

Sm

dS fm(r) · fn(r) +

1

4π

∫∫

Sm

dS fm(r)× n̂ ·
∫∫

Sn

dS′ fn(r
′)×∇G(r, r′) (6)
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VmMFIE =

∫∫

Sm

dS fm(r) · n̂× Hi(r) (7)

where n̂ is the outward unit normal to the surface., and Hi

is the incident magnetic field. The Combined Field Integral

Equation (CFIE) is then expressed as a linear combination of

EFIE and MFIE as follows:

(α[ZEFIE] + (1− α)[ZMFIE])[I] =

(α[VEFIE] + (1 − α)[VMFIE]) (8)

where 0 < α < 1 is the weight controlling the contribution of

the EFIE and MFIE operators.

III. DOMAIN DECOMPOSITION ALGORITHM

A. Strategy

The general tear-and-interconnect strategy can be seen as

the extension of the block-diagonal preconditioning for a col-

lection of separated scatterers; therefore, the overall geometry

is torn into a collection of non-overlapping domains (figure 1).

The overall matrix equation in (2) is solved iteratively using

a (standard) Krylov subspace iterative solver (e.g. GMRES

[30]); preconditioning is obtained via individual sub-domains

solutions. Formally, this is done via the inverses of the sub-

systems for the standalone terminated domains. In order to

achieve this preconditioning, it is essential to terminate the

domains enforcing the so-called transmission conditions, a cru-

cial ingredient of tear-and-interconnect approaches. Because

one usually does not want to compute and store the (fully

populated) inverses of the problem for each domain, this

operation is done via a separate (and independent) iterative

solver (possibly different on each domain). This induces an

“outer” iteration loop over the entire structure - which is the

usual iterative solver that one would use, and “inner” iteration

loops over the individual domains.

An important remark has to be made about the tearing of

closed portion when using the CFIE formulation: although the

subdomains resulting from tearing are individually open, they

belong to a closed body; therefore the formulation used in the

subdomains is the same CFIE as for the their closed union.

Finally, one observes that the solutions on the individual

domains (inner solvers and inner loops) are all independent,

and thus inherently parallel.

The rest of this section is devoted to describe the key

ingredients of the proposed DD scheme. Because of its im-

portant role in allowing conformal, non-conformal meshes, we

begin with a brief description of the discontinuous Galerkin

formulation, as specifically applied in our approach; section

III-C, explains the proposed method for the improvement of

the transmission conditions. Section III-D describes the setup

phase to build all the necessary blocks that act as inputs

for the Krylov subspace solver. Section III-E illustrates the

solution phase, which takes all the pieces computed in the

setup phase and use them to solve the linear system (2).

Finally the approach proposed as a preconditioner for the inner

problems is explained in section III-F.

B. Discontinuous Galerkin

The general framework to deal with structures with non-

conformity of meshes is called the Discontinuous Galerkin

approach (see [31] for its application to Integral Equation

formulations). A generic PEC structure is decomposed in two

connected structures (sub-domains or sub-problems) as shown

in figure 1 where S refers to the PEC surface being discretized,

Fig. 1. Geometry decomposition for discontinuous Galerkin approach

Ei and Es are the incident and scattered fields respectively and

n̂ is the unit normal vector to the S surface. In the decomposed

problem, the previous attributes are discriminated by the num-

ber assigned to each subdomain. Two new attributes appear:

Γij , the common interface contours between subdomains i and

j, and n̂ij for the unit normal vector to Γij pointing outwards

domain i.

We do not define RWGs across the contour Γij ; instead

we define linear basis functions on single mesh cells indepen-

dently on the two sides of the contour. These basis functions,

depicted in figure 2 and referred to as half-RWG (h-RWG in

the following), are not div-conforming by construction. As a

consequence, charge may accumulate along the artificial cut

identified by Γij ; the so called interior penalty concept [31] is

used to penalize the potential produced by the charges accumu-

lated along the artificial cut. The interior penalty terms are then

added to the usual reaction integrals of the EFIE operator. It is

remarked that equation 4 is obtained upon applying a vector

calculus identity as done in [29] to move the gradient operator

from the scalar potential to the testing function. However, for

non div-conforming functions, additional contour contributions

are necessary (not shown in equation 4 which assumes div-
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conforming functions):

ZIP
mnEFIE

=

1

j4πωǫ0

∫

Γm

dΓ n̂m · fm(r)

∫∫

Sn

dS′G(r, r′)∇s · fn(r
′)−

1

j4πωǫ0

∫∫

Sm

dS∇s · fm(r)

∫

Γn

dΓ′ G(r, r′)n̂n · fn(r
′) (9)

where Γm is the “free” edge associated to the h-RWG; n̂m

refers to the normal to the m-th edge Γm; Am is the area

of the triangle where the m-th function is defined. In the

above, the contour integrals relating potential produced by the

normal components and tested onto the normal components

have been dropped for consistency with the DG formulation

[31]. The stabilization term in [31] was intended for the case

dealt with there, i.e. when the DG is used on significant surface

portions of the structure; it was shown there that it improves

the effectiveness of a NF-based preconditioner when the mesh

density is increased. At a difference with [31], our use of DG

is limited to the cut contours only, resulting in a significantly

smaller perturbation of the overall linear system; hence, we

did not find it necessary to add such a term in our case.

The elements ZIP
mnEFIE

are added to the usual ZEFIE terms

when computing interactions relating h-RWG. The inclusion

of the DG terms (wherever an interaction with a h-RWG

is defined) modifies the diagonal dominance of the matrix,

creating undesired effects on the conditioning of the matrix

[27]. Different approaches to deal with the ill-conditioning

arising from the use of DG have been proposed [31], [32];

in this work a different strategy is proposed and explained in

section III-F.

C. Tear-line and interconnect

As explained in Sec. III-A the linear system in (2) is left-

preconditioned via the solutions of individual domains; this is

algebraically expressed as:

[M ]−1[Z][I] = [M ]−1[V ] (10)

where the matrix [M ]−1 is the preconditioner; the block

diagonal (BD) preconditioner is a suitable option for parallel

preconditioning. In a two domains case, [M ] has a block

structure as the following:

[M ] =





[M1] 0

0 [M2]



 (11)

where the [Mi] block refers to the MoM matrix of domain i;
this MoM matrix is built with a much lower precision (i.e., the

fast solver tolerance) than the overall system matrix [Z]. This

is done to minimize the cost for generating and storing the

preconditioner [M ], as well as its application (i.e., the cost of

the inner loop). The block diagonal preconditioner in (11) al-

though inherently parallelizable, neglects the continuity of the

solutions along the contours separating the domains. Effective

transmission conditions between connected sub-problems are

the corner stone of any DD scheme to improve the convergence

of a Krylov subspace iterative solver [22], [24].

Discontinuous Galerkin (DG) is used to establish continuity

along the contours dividing the structure; it is in fact the

key to reach the conformal and non-conformal capabilities

of the scheme. The continuity is enforced by using h-RWG,

where the interior penalty concept [31] is used to take into

account and penalize the potentials produced by the charges

accumulated in the contour. Figure 2 explains the definition

of a generic h-RWG. where fm stands for the vector function

Fig. 2. Definition of a half-RWG (h-RWG).

defining the basis that expands the current in the triangle; the

associated edge m is the one where charge accumulates (as

opposed to the RWG, which is pair-wise defined, and has an

implicit charge cancellation). h-RWGs are employed to expand

the current along the contours connecting different domains;

figure 3 exemplifies the location of a set of h-RWGs (on the

triangles), providing continuity at the interface X between

domains A and B.

Fig. 3. h-RWGs (on the triangles) are placed along the interface contour X

connecting domains A and B, to provide continuity of the solution.

The transmission conditions given by the DG in the cutting

contours are not so appealing, as the iterative solver will have

to deal with the cancellation of the electric potentials produced

by the charges accumulated along the contours; the key to

improve the outer convergence is to pass this burden from

the outer domain to the inner sub-domains. As the charges

are mapped to potentials by means of a convolution with the

Green’s function of the problem, it is recognized that the near

field of the sources (charges) contains enough information to

properly account for the cancellation of the potential (in a

weak sense). Using this rationale the transmission conditions

are established in this work enlarging the sub-domains, by

including the “near field” of the adjacent (connected in the

original problem) sub-domains, where near field is intended as
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usual in fast solvers jargon (e.g. λ/4). In figure 4 two domains

are used, and the transmission conditions are to be enforced.

In figure 4 “Dom 1” and “Dom 2” are connected domains

Fig. 4. “Dom 1” 1 is “augmented” by including an overlap region belonging
to an adjacent domain (“Dom 2”).

interacting, and “Dom 1 augmented” is the enlarged domain

solved in the inner loop for preconditioning “Dom 1”. It is

remarked that the tear lines (contours) are included within the

enlarged domains.

D. Setup Phase

First, all domains are “augmented” (as explained in sec-

tion III-C); next, the MoM matrices [M ′
i ] of the augmented

domains are built (using any fast solver available), for i =
1, . . .ND where ND is the number of domains. The matrices

[M ′
i ] are “thin” in the sense that they are built with a lower

precision than the matrix [Z]. The setup phase is summarized

in figure 5. The MoM matrices ([Z] and [M ′
i ]) are built in

Fig. 5. Setup phase of the proposed scheme: first each domain is “augmented”,
then the corresponding system matrices and preconditioners for each domain
are generated and stored.

parallel; after each [M ′
i ] is assembled, the preconditioner to

accelerate the convergence of the inner solvers are created

(section III-F). Here it is noted that any strategy can be used

to parallelize the construction of [Z] (which carries the higher

computational burden).

E. Solution Phase

After all matrices [M ′
i ] and [Z] are built, we resort to a

Krylov subspace iterative solver, in our case GMRES [30] for

the outer iterative solver. The inner solver is preconditioned

using an ILUTP applied to the “augmented” domains as

described in section III-F; in fact, as the scheme is general,

ILUTP can be replaced by a different preconditioner for the in-

ner problems (possibly different and tailored to each domain).

It is remarked here that both construction and application of

the preconditioner (e.g. matrices [M ′
i ]) is entirely parallel. The

solution phase is schematically outlined (and simplified for the

sake of clarity) in figure 6, where primed quantities refer to

Fig. 6. Flow-chart representation of the solution phase for the proposed
scheme.

augmented domains, while non-primed quantities refer to the

non conformal, non-overlapping domains. The generic vector

r is partitioned into portions relating to individual (augmented)

domains: [r′i] is the portion from r defined on the augmented

domain “DOM i”. The linear systems [M ′
i ][v

′
i] = [r′i] are

iteratively solved (inner solver); the solution [v′i] is then

restricted to the domain “DOM i” (i.e., the elements belonging

to the augmented portion of the domain are dropped) to

yield Ri[v
′
i] = vi, with v = v1 ⊕ ... ⊕ vi ⊕ ... ⊕ vND and

vi
⋂

vj = ∅, ∀i 6= j. Once the restrictions of the solution

vectors vi are obtained, the preconditioned outer vector is

assembled as the union of the restrictions. The couplings of

single domain solutions are then “coupled” by means of a

matrix-vector (MV) product.
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F. Inner solver preconditioning

For the [M ]−1 application in figure 6, we first need to solve

the inner linear systems [M ′
i ][v

′
i] = [r′i] and then restrict the

solutions [v′i]. For the inner linear systems solutions an iterative

solver is used; in order to improve the convergence properties

when DG is used (in the inner solvers), we propose here to use

the ILUTP [8] preconditioner. The idea is to include the matrix

elements involving contour h-RWG (and thus interior penalty

terms) into the near field matrix (explained in more detail

ahead); figure 7 shows a schematic representation of the MoM

matrix and its “fast” representation. where, ZRWG indicates

Fig. 7. h-RWG inclusion in the near field matrix; the ILUTP preconditioners
for the inner systems are generated with the matrix ZNF +ZhRWG, which
includes h-RWG contributions, and thus interior penalty terms.

the part of the full MoM matrix that stores the interactions

between RWG functions, ZhRWG corresponds to the part of

the matrix storing the interactions including the DG terms;

ZNF and ZFF are the usual near field and far field matrices of

a fast algorithm. In practice what is done is to flag the groups

in the near field level (e.g. the smaller groups), to indicate

whether or not they contain h-RWG. Then when evaluating

if two groups are far or near this flag is observed; if both

source and test groups contain h-RWG this block of matrix

is included into the NF matrix (even if the two groups could

be far from each other). An increase in the memory for the

near field matrix is expected; however the number of elements

in the contour is typically very small compared to the rest of

the problem, and grows as the boundaries (not surfaces) of the

domains. As a consequence, this should not pose any limitation

to the application of the scheme for practical problems. Then

the ILUTP preconditioner is straight-forwardly generated and

applied [9], [10]. Here it is observed that a similar strategy has

been proposed in [32]; there however the used preconditioner

is based on block Jacobi and the only interactions included in

the near field are h-RWG vs h-RWG interactions.

IV. NUMERICAL RESULTS

In this section different performed tests are described. The

fast solver used is the Adaptive Cross Approximation (ACA),

with compression tolerance 10−3 (for matrix Z in figure

5) unless otherwise specified; the sub-problems matrices for

the DD preconditioner are instead compressed with tolerance

of only 10−1 (matrices [M ′
i ] in figure 5). The inner and

outer iterative solver used is the GMRES [30]; the residual

required to the outer GMRES is 10−6 (residual of the outer

solver in decision rhombus in figure 6), while for the inner

GMRES the residual is only 10−3 (residual for iteratively

solving inner systems [M ′
i ][v

′
i] = [r′i] in figure 6). The

outer residual has been chosen for testing the stability of

the outer iterations, for most applications 10−4 would suffice;

the values for inner residual and inner compression tolerance

give a good trade-off between inner computational burden

and outer convergence. Single-domain results refer to the

case where neither decomposition nor discontinuous Galerkin

are used; multi-domain refer to the case where the structure

has been decomposed and discontinuous Galerkin is used in

the contours between connected sub-domains; in both cases

ILUTP preconditioner has been used (as described in section

III-F when discontinuous Galerkin is used). For open/closed

structures the EFIE operator is applied to the open parts,

while CFIE (with α = 0.5) is applied on the closed ones.

Section IV-A is devoted to the assessment of the inner solver

acceleration scheme explained in section III-F, while the rest

of the numerical results are associated to the proposed DD

algorithm. All the simulations are performed with an Intel

Xeon ES-2670 (2.6 GHz), 64-bit server with 256 GB of RAM.

A. Inner Subdomain Solver Acceleration

In this part the preconditioning scheme proposed in section

III-F for the inner solvers is tested. A plane wave impinges

axially on a PEC cylinder (2 m height, 0.5 m radius, figure 8);

both the single domain cylinder and the decomposed domain

(4 domains using DG at the discontinuities) are simulated

using the CFIE formulation. Figure 8 shows both single and

4-domain meshes (conformal mesh). The simulation frequency

is 600 MHz; the mesh discretization is kept the same for

both cases (h ≈ 0.05 m); the number of unknowns for single

domain is 12906 unknowns (RWG), while the 4-domain case

have 12420 (12042 RWG + 378 h-RWG). Table I shows the

computational statistics for this simulation; In table I FF refers

to far field memory, NF stands for near field; ILU is the

memory occupied by the incomplete LU factorization made

using the near field matrix. TOT = FF +NF + ILU is the

total memory used by the schemes. Solv. Time is the time it

takes to achieve the required residual (iterative solver) and

Iter refers to the number of iterations performed by each

scheme. Both approaches are preconditinoned using the ILU

preconditioner; in the DG case the inclusion of the h-RWG

and neighbors interactions have been included in the near field

matrix as described in section III-F. Figure 9 shows the results

obtained for both single domain and 4 domains; both current

density and bistatic RCS are presented. The results obtained

with the strategy proposed in section III-F have excellent

agreement with those for the single domain (which obviously

has no h-RWG).

B. Convergence behaviour with frequency

In this section the convergence of the proposed scheme is

assessed against frequency, leaving the number of sub-domains
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TABLE I
INNER PRECONDITIONER PERFORMANCES WHEN USING DG IN CONTOURS, PEC CYLINDER CASE

Case FF. Mem. (MB) NF. (MB) ILU (MB) TOT. (MB) Solv. Time (s) Iter

FULL+ILU 682.35 62.27 118.7 863.32 1.961 13

DG+ILU 620.9 71.29 135.9 828 2.215 14

Fig. 8. Full and domain decomposed PEC cylinder

Fig. 9. Full and domain decomposed PEC cylinder, current density and
bistatic RCS

unchanged. The number of iterations is accounted for three

different frequencies (300, 600 and 1200 MHz) using the CFIE

formulation. The test case is a plane wave impinging axially

a PEC cylinder divided in 4 domains (conformal mesh); an

average discretization of h ≈ 0.025 m is used. The cylinder

is 2 m height and has radius of 0.5 m; The total number of

unknowns is 51117. The results of this test are shown in figure

10. where the height of the cylinder has been specified in λ.

Fig. 10. Scaling of number of iterations

As expected, the computational load is translated from the

outer to the inner solvers (for a constant residual). In this

case, the number of iterations of the inner solver increases

(on average) from 15 to 25 to achieve the specified residual;

however, we observe that this is the part that is performed in

parallel (solution phase in figure 6).

C. Convergence Behavior with Number of Domains

We now investigate on the effect of the number of sub-

domains, keeping the frequency constant. The test structure

is a PEC sphere with radius 0.5 m impinged by a 3 GHz

plane wave (the sphere is 10λ in extent); the CFIE formulation

is used. The comparison is performed between the single

domain sphere, and three different decomposition analyzed

with our approach. The decomposed geometries are three: 2

sub-domains, 4 sub-domains and 8 sub-domains (figure 11);

meshes are conformal. The ILU preconditioner is used to

precondition the inner problems but any other preconditioning

technique can be used here. The number of unknowns for the

single domain sphere is 132 468 RWG, while the two domains

decomposition uses 131 328 RWG + 1 248 h-RWG, the four

domains decomposition uses 130 704 RWG + 2 496 h-RWG

and the eight domains decomposition uses 126 672 RWG + 5

088 h-RWG. In figure 12 the imaginary part of the equivalent

Fig. 11. Geometry decomposition

current densities for all test cases are presented. From figure

12 an excellent agreement between the solutions of the single

domain problem and the different geometrical decomposition

is noted. The convergences for the different cases are presented

in figure 13. The increase in the number of iterations was
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Fig. 12. Imaginary part of the equivalent current densitiy

Fig. 13. Iterations count for the different test test cases

to be expected, and has been explained in a detailed way in

[33], and briefly summarized here. The eigenvalues related

to evanescent modes are the most problematic to be clustered;

these evanescent modes decay within a zone depending on the

simulation frequency; for a fixed frequency, by increasing the

number of domains the domains become smaller, giving rise to

reflections of the evanescent modes (as they no longer decay

within the domain), and this is what ultimately causes the

increase in the iterations count of the outer solver. A trade-off

between number of domains and the time for solving the outer

problem arises; this trade-off is also affected by the complexity

of the structure, as will be seen in the next section.

D. Non-conformal Mesh

In this section the ability to handle non-conformal meshes

is demonstrated. A PEC cone (height = 2 m, base radius =

0.8 m, figure 14) is divided in four sections, meshed with

different densities (the same test case has been proposed in

[31]); here the EFIE formulation alone is used. The simulation

frequency is 300 MHz and the mesh densities used are λ/40,

λ/20, λ/10 and λ/5; the relative residual is set to 10−5 (outer

GMRES). The reference single domain cone is discretized with

λ/12 density (to obtain a similar number of unknowns). The

test cases are presented in figure 14 (single and decomposed

cases); the bistatic RCS for a vertically polarized plane wave

impinging from the tip-to-base direction are shown in figure

15, that validates the correctness of the proposed DD-DG.

Finally the convergence of the compared schemes are pre-

sented in figure 16; for this case the required residual for the

outer GMRES is 10−5 while the inner one is 10−2; these

results show that the convergence acceleration remains also in

the non-conformal case with the proposed DD-DG.

Fig. 14. Non-conformal mesh test case; single and decomposed domains
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Fig. 15. Non-conformal mesh handling

Fig. 16. Non-conformal mesh handling, iterations

E. Complex Multi-scale Test Case

In this section a multi-scale structure is analyzed. The test

case is a 600 MHz plane wave impinging a morphed version

of the Rafale aircraft (figure 17). The Rafale has been de-

composed in thirteen, independently meshed parts (figure 18),
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thus resulting in non-conformal meshes, as shown in Fig. 19;

two blade antennas are placed on the airplane (one below the

cockpit, one in the back of the cockpit), while each rocket has

a small fin with the same dimensions as the blade antennas;

the antennas (and fins) have been meshed with a discretization

size of λ/1000; the wings and tail-wing have been discretized

at λ/10; the central body is discretized at λ/11; the cockpit

has been discretized at λ/12, with the exception of the lower

part around the blade antenna; the domains surrounding the

blade antennas and the rockets have been discretized at λ/17.

Details of some of the non-conformal characteristics of the

mesh are shown in figure 19; this test case combines both

conformal and non-conformal characteristics in the different

interfaces among the sub-domains. The CFIE is used in the

closed parts (the entire aircraft is closed) and the EFIE is

used in the blade antennas, rocket wings and attachment bays

(open structures); the blade antennas and rocket fins are about

λ/4 at the simulation frequency. Discretization size varies

as 5 × 10−4 < h/λ < 5 × 10−2, the length (tail to tip)

of the aircraft is 28 λ and the number of unknowns is 301

295 (297 310 RWG + 3985 h-RWG). The current density

Fig. 17. Plane wave impinging on morphed Rafale

Fig. 18. Decomposition of the morphed Rafale; note that no artificial internal
surfaces are used

is obtained for the simulation case both for the decomposed

case (using the proposed method) and for the single domain

case (using only RWGs in the discretization); the fast solver

used is an ACA with the same compression tolerance of

1 × 10−3 for both the (reference) single-domain and the DD

case. The ILU is used as preconditioner for the single domain

reference and the inner sub-domains of the decomposed case;

note that in the decomposed case the ILU parameters such as

Fig. 19. Non-conformal nature of the mesh

fill-in and droptol (see [8] for details), are set independently

for each sub-domain, giving great versatility for multi-scale

structures. For multi-scale structures, the droptol depends on

the smaller elements of the matrix; while the fill-in depends

on the different scales in the problem (e.g. the larger the

differences, the larger the fill-in needed to obtain an stable

decomposition). It is remarked again that the use of the inner

preconditioner for the DD proposed is up to the users need, and

the ILU is used here for illustrative purposes and widespread

use in electromagnetics. The single domain mesh contains

294 645 RWGs, and the same CFIE-EFIE formulation for the

closed-open parts have been used. The computational statistics

of the test cases are presented in table II.

The statistics presented in table II can be summarized as

follows; for the single domain case the “fill-in” parameter was

set to 1, 2 and 3, obtaining in all cases unstable results, where

the stability is measure using the Condest [10], [11]; for the

unstable cases the Condest is higher than 1e+10; for the single

domain - ILU scheme, the “fill-in” of 4 results in a stable

decomposition; for the DD case most of the Condest estimated

are lower than 1000 (except for the domains where the blade

antennas are included, where the Condest do not go over

1e+9); the Condest are not reported for the sake of space and

clarity. In the DD case (“This work”) each domain is treated

independently, so the “fill-in” parameter is set individually for

each domain, according to the requirements; the numbers are

presented in the same order as the domains (domain 1 being

the tip of the aircraft, domain 3, 11, 12 and 13 where the

blade antennas are located). The “peak memory” column states
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TABLE II
COMPUTATIONAL STATISTICS COMPARISON BETWEEN SINGLE AND DECOMPOSED DOMAIN PEC RAFALE

Solver ILU fill-in Iterations Peak memory (GB) Precond. time (h:m:s) Sol. time (h:m:s)

Single Dom. ILU 4 39 31.5 4:08:57 0:11:19

This work 1/1/2/1...2/2/2 19 5.7 0:32:51 0:06:32

Single Dom. MR-ILU 4* 463 2.7 0:15:00 1:24:0

the memory needed for the preconditioner; in the DD case

it takes into account the ILU memory plus the inner solver

compressed matrix. “Precond. time” stands for the time spent

building the preconditioner (in the DD case the ILU’s are built

in parallel); “Solv. time” stands for the iterative solution of the

linear system.

We remark here that obviously the number of iterations

is only a very partial indicator of efficiency: the cost of

the preconditioner has of course to be factored in as well.

In the given example, the ILU provides a fast convergence

but at the cost of significant memory requirement, and the

preconditioning overhead largely overcomes the solution time.

The use of ILU on the sub-domains intrinsically requires a

much smaller time overhead and memory occupation; this is

also due to the flexibility in tailoring the (ILU) preconditioning

parameters to the need of each sub-domain. In this sense, the

comparison with the ILU on the single-domain may appear

a debatable benchmark, since the latter is known to have

poor performance on multi-scale problems. Therefore, we have

also benchmarked our DD results with the hybrid MR-ILU

approach proposed in [11] and successfully used to solve

multi-scale structures (the hybrid MR-ILU has been applied

the single domain reference). In the MR-ILU scheme, the

ILU preconditions only a portion of the overall matrix, the

rest being preconditioned by the MR (see [11] for details);

therefore, to avoid confusion, the ILU parameter is flagged

by a ”*”. The MR-ILU hybrid results the most memory- and

generation time efficient; the proposed DD scheme however

provides an even better overall convergence speed, which

therefore appears very remarkable.

The presented statistics show the capability of the proposed

approach to deal with multi-scale ill conditioning, while pre-

serving great versatility in terms of sub-domains treatment

(independent meshing, individually precondition each prob-

lem, use of a desired fast solver, etc.). The obtained results

(equivalent current density) for the test cases are shown in

figure 20 where the imaginary part of the equivalent current

density in dB/m is compared; figure 21 shows equivalent

current density (real part in dB/m) on one rocket; in the DD

case it can be note the non-conformity between the rocket

body and the rocket bay under the wing. Figures 22 and

23 presents the equivalent current density in A/m for single

and DD analysis respectively, with a detail of the current

distribution in the λ/4 monopole. As expected from the

test case, the higher coupling to the structure is on the λ/4
monopole antennas (only the on in the back of the cockpit

shown for the sake of space).

Fig. 20. Imaginary part of the current density in dB/m; single (up) and
decomposed (down)

Fig. 21. Real part of the current density in dB/m; single (up) and decomposed
(down)

F. Complex Test Case at Higher Frequency

Once the effectiveness of the proposed DD has been demon-

strated in section IV-E, the same morphed version of the

Rafale aircraft is simulated at the higher frequency of 1.2

GHz; the whole structure is discretized at λ/10 except the

large planar surfaces (wings and tail-wing) discretized at λ/8.

A port excitation is used in this case to excite one of the

λ/4 monopoles (which have the same discretization size as

before, but have been scaled accordingly to keep the same
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Fig. 22. Imaginary part of the current density in A/m for the single domain
case (ACA+ILU); a zoom in is made on the antenna in order to confirm the
higher coupling of the impinging wave

Fig. 23. Imaginary part of the current density in A/m for the decomposed
domains case (This work scheme); a zoom in is made on the antenna in order
to confirm the higher coupling of the impinging wave

λ/4 length). The structure is 56λ from tip to tail, the same

decomposition was maintained as in the previous example; the

test case has now 742 157 RWGs + 6 822 h-RWGs for a total

of 748 979 unknowns. The discretization for this test case is

mostly conformal due to the small wavelength. The current

distribution (imaginary part dB/m) is shown in figure 24.

Fig. 24. Imaginary part of the current density distribution for a feed blade
antenna @ 1.2 GHz

For this test case, the inner preconditioner parameters were

kept unchanged respect to the section IV-E; the preconditioner

generation time is 5 minutes for this case, as the near field

matrices used to generate the ILU are sparser (the near field

is halved respect to the 600 MHz case, even if the number

of unknowns are roughly the double). The 1e-6 residual is

reached in 10 iterations and the solution time is 10 minutes.

Interesting facts are to be remarked here; the number of itera-

tions is lowered respect to the case in section IV-E for various

reasons, one is the fact that due to the small wavelength, the

discretization is quite homogeneous in the whole structure; the

second reason are the evanescent modes decay, whose effects

were studied in sections IV-C and IV-B. The final reason is

that with the port excitation, the DD matches the solutions

of the different sub-domains using the natural propagation of

the different modes (waves start propagating from the excited

sub-domains and are coupled to the rest of the sub-domains

through the outer iterations), while in the plane wave, every

sub-domain has a given excitation which is independent from

each other and must be matched.

G. Hybrid Open/Closed Multi-scale Test Case

In this section the capabilities to perform the decomposition

on hybrid closed/open structures are demonstrated; a simpli-

fied version of the aircraft in the previous section is used

(with the same impinging 600 MHz plane wave). The aircraft

wings have been intentionally shrunk to single open surfaces,

where the EFIE use is mandatory; the decomposition cuts the

wings as shown in figure 25. The discretization in this test

case combines conformal and non-conformal characteristics.

Fig. 25. Decomposition of the hybrid open/closed morphed Rafale

The imaginary and real parts of the current density are

shown in figures 26 and 27 respectively.

The agreement with respect to the entirely closed test case

is quite good (letting apart the fact that the wings are now

open surfaces and the rockets are no longer present); this test

case uses 200 800 RWG + 2380 h-RWG, which signifies a

reduction of 1/4 of the number of unknowns with respect to

the completely closed case; this test case takes 20 iterations to

converge to the same residual (1×10−6), as the EFIE operator

is not as well conditioned as the CFIE.

V. CONCLUSIONS

We have presented a Domain-Decomposition (DD), Tear-

and-Interconnect approach for the EFIE and CFIE, for open,

closed, and open-closed structures. It employs transmission
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Fig. 26. Imaginary part of the current density (dBA/m) for the hybrid
open/closed morphed Rafale

Fig. 27. Real part of the current density (dBA/m) for the hybrid open/closed
morphed Rafale

conditions exploiting a Discontinuous Galerkin scheme, which

allows non-conformal meshes in adjacent domains. The DD

allows flexible inner-outer iteration loops that provide fast

convergence and are applicable to any fast factorization. Do-

main augmentation is proposed to expedite convergence, and

effected employing only a portion of the near-field interactions

matrix. Numerical examples have demonstrated the effective-

ness of the proposed approach. The presented approach is self-

contained and easy to apply to existing fast codes.

Several upgrades can be made to the proposed scheme,

as for example: testing different inner-outer Krylov subspace

solvers combinations; use of direct solvers for the inner

subdomains solutions, in order to accelerate the solving phase;

and the inclusion of the MR-ILU preconditioning in the inner

solvers.
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