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Motivation

Reconstruction of jointly sparse signals with innovations

v

Sensing applications where information is acquired by a
geographically distributed set of nodes

v

v

No need for a fusion center — In-network processing

Focus on efficient ADMM techniques with low signalling
overhead

v
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Signal Model

» Consider N sensor nodes

» Observed signal at the ith sensor node

yi=Aixi+mn ; teN

» x; € R™ : Signal of interest
» A; € RM*E with M < L : Measurement matrix
» n; € RY : Acquisition noise
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Signal Model

» Consider N sensor nodes

» Observed signal at the ith sensor node

yi=Aixi+mn ; teN

» x; € R™ : Signal of interest
» A; € RM*E with M < L : Measurement matrix
» n; € RY : Acquisition noise

» Assumption: JSM-1 model [Duarte06]

=Wz, +WVz ; €N
» z. € R™ : Common signal with k. non-zero components
» z; € R™ : Innovation with k; non-zero components
» U, Q; € RE*E . Sparsity basis (w.l.g. ¥ =Q; = 1I1)
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Centralized ADMM

Optimization problem

» Lasso formulation...

N

o1
min 53 (I~ il + Cmllaly o+ el )

{wizi}ze2 =

st. xi=z.+2z; 1=1,...,N

» Promotes sparsity in the innovation component
» Promotes sparsity in the common component
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Centralized ADMM

Review
» Augmented cost function
N

1 2
min — i — Azi|ls + 7 ||z + T2 ||z
it 530 (= A+l el

+ g”ﬂfi — 2 — zc|l3 )

st. ;=242 i=1,...,N
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Centralized ADMM

Review
» Augmented cost function
N

1 2
min — i — Azi|ls + 7 ||z + T2 ||z
it 530 (= A+l el

+ g“ﬂfi — 2 — zc|l3 )

st. ;=242 i=1,...,N

> Augmented Lagrangian

N N
1
L= 5 Z Hyz — AlaczHg + ZTI H%Hl + N7y Hchl
i=1 i=1

N N
+ 3 Ll — 2= zel3 4+ AT (@i — 2 — )
i=1 i=1
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Centralized ADMM

Algorithm
» ADMM iterates

zi(t +1) = (pI + AT A) " (Al yi + p(2i(t) + ze(t)) — Ni(t))
ze(t+1),{zi(t+ 1)} = arg min L(t+ 1)

Zc, Zi}

ANi(t4+1) = N(t) +p(zi(t+1) — zi(t + 1) — 2.(t + 1))
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Centralized ADMM

Algorithm
» ADMM iterates

zi(t+1) = (oI + AT A) (A i + plait) + ze(t) = Ai(1))
ze(t+1),{z(t+1)} = arg er%{izr}}ﬁ(t +1)

ANt +1) = XN(t) + p(xi(t+1) — 2z (t + 1) — ze(D+ 1))

» Difficult to compute (Algorithm 1 in the paper)
» Centralized solution!
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Distributed ADMM

Distributed scenario

Y <— > W2

e
Yo 7(\%
L

Ya
Ys —

» Nodes only communicate with their neighbors (no fusion
center)

» Goal: In-network reconstruction of {x;}.
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Distributed ADMM

Distributed formulation

» New formulation...

o zmglc}QZHyz Ailly + 7zl + 72lGilly

st. xyj=2+(; 1€N

G=c¢ ; jeNuU{i}

» Forces consensus on the local guesses
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Distributed ADMM

Distributed formulation

» Augmented cost function

o IZHICHCQZH% Aselld+ 71l + 721Gl

2
+§ i = zi = Gilly + Z 16 — 5l

]EN
st. z;=2z+¢G;, 1E€N
G=c;; jeNU{i}

» Difficult to solve by means of classical ADMM (i.e. with 2
primal iteration blocks)
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Distributed ADMM

Distributed formulation

» Augmented cost function

o IZHICHCQZH% Aselld+ 71l + 721Gl

2
+35 2 llws — = — Gl + Z 16 — 5l

]EN
st. z;=2z+¢G;, 1E€N
G=c;; jeNU{i}

» Difficult to solve by means of classical ADMM (i.e. with 2
primal iteration blocks)

> Instead, we propose to minimize the primal variables in a
sequential fashion
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Distributed ADMM

Algorithm
» Primal iterates

zi(t + 1) = (pI + AT A) (A yi + p(z:(t) + Gi(1) = AT)

Zi(t+1)=8n |:($z'(t T 1) = G(t) + )‘Z’Et)]

Glt+1) = Sﬁgi‘zjw [P-F;V\” (p(zi(t+1) — z(t + 1))
+0 “”(t) + Ni(t)
3 (s0-257) +20)
1,6 (0) '\
ci(t+1)= |N|”€ZN (Cjt+ 1)+ 0 )’

» Dual iterates
Ait+1) =Nt +p(zi(t+1) —zi(t+1) = G(t+ 1))
pig(t+1) = pi () + 0 (Gt +1) —¢j(t+1)); jEN;
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Distributed ADMM (cont'd)

Algorithm

» Compute {x;(t+ 1),z (t+1),¢(t + 1)} at each node
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Distributed ADMM (cont'd)

Algorithm
1 B 2
5 N
% \7\
o8
6

$6 (2

‘/*/)
S 3

S,
w

» Compute {x;(t+ 1),z (t+1),¢(t + 1)} at each node
» Broadcast {(;(t+ 1)} to your neighbors
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Distributed ADMM (cont'd)
Algorithm

[gd QD
7 X\/
X x
N
3(@\]
ﬁ
=
=
X
\o

5

» Compute {x;(t+ 1),z (t+1),¢(t + 1)} at each node
» Broadcast {(;(t + 1)} to your neighbors

» Compute {¢;(t + 1)} at each node
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Distributed ADMM (cont'd)

Algorithm

» Compute {x;(t+ 1),z (t+1),¢(t + 1)} at each node
» Broadcast {(;(t + 1)} to your neighbors

» Compute {¢;(t + 1)} at each node

» Broadcast {c;(t + 1)} to your neighbors
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Distributed ADMM (cont'd)

Algorithm

v

Compute {x;(t +1),z;(t+1),G(t+1)}
Broadcast {(;(t + 1)} to your neighbors
Compute {c;(t+ 1)} at each node

Broadcast {c¢;(t + 1)} to your neighbors
Compute {\;(t + 1), p1;,i(t + 1)} at each node

EUCNC 2015, June 29- July 2, Paris (France) 11/16

v

v

v

v



Distributed ADMM with 1 bit

» DADMM requires the exchange of analog values
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Distributed ADMM with 1 bit

» DADMM requires the exchange of analog values

» We propose to modify the updates of {¢;(¢t + 1)} and
{ci(t + 1)} as follows:

CG(t+1)=¢i(t) —e sign (gg)

ct+1) =ci(t) —e  sign (gc§>
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Distributed ADMM with 1 bit
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» We propose to modify the updates of {¢;(¢t + 1)} and
{ci(t + 1)} as follows:

CG(t+1)=¢i(t) —e sign (gg)
ct+1) =ci(t) —e  sign (gc§>

> {g¢t, 9.} stand for the subgradients with respect to {¢;} and
{¢;} at time ¢

EUCNC 2015, June 29- July 2, Paris (France) 12/16



Distributed ADMM with 1 bit

» DADMM requires the exchange of analog values

» We propose to modify the updates of {¢;(¢t + 1)} and
{ci(t + 1)} as follows:

CG(t+1)=¢i(t) —e sign (gg)
ct+1) =ci(t) —e  sign (gc§>

> {g¢t, 9.} stand for the subgradients with respect to {c|} and
{¢;} at time ¢
» Only requires the exchange of 1-bit per variable!!!!
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Numerical results
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Numerical results
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Numerical results
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Numerical results
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Numerical results
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Numerical results (cont'd)
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Numerical results (cont'd)
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Numerical results (cont'd)
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Conclusions

» We have addressed the problem of reconstruction of jointly
sparse signals with innovations

» 1 Centralized ADMM solution and 2 distributed ADMM
solution for in-network reconstruction have been proposed

» Distributed versions are shown to converge to the centralized
ADMM

» The 1 bit version is shown to reduce the number of
transmitted bits significantly
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Thank you!
Questions?
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