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Abstract

Nonlinear Aeroelastic Control has been a research topic of great interest for
the past few decades. Different approaches has been attempted aiming to ob-
tain better accuracy in the model dynamics description and better control
performance. As far as the aeroelastic mathematical model is concerned,
the scientific world converged in the use of a bi-dimension, two degree of
freedom, plunging and pitching, wing section model, of which the bigger
advantages are to be reproducible experimentally with an appropriate wind
tunnel apparatus and to allow LCO (Limit Cycle Oscillation) exhibition
at low values of wind speed, facilitating parametric studies of the nonlin-
ear aeroelastic system and its control architecture. A parametric analysis
of the linearized system, typical of aircraft flight dynamic studies, is em-
ployed to verify and validate the model dynamic properties dependency,
focusing in particular to the effect of stiffness reduction as means of fail-
ure simulation. In fact, despite of the recent years flourishing literature
on aeroelastic adaptive controls, there is a noted lack of robustness and
sensitivity analysis with respect to structural proprieties degradation which
might be associated with a structural failure. Structural mode frequencies
and aeroelastic response, including Limit Cycle Oscillations (LCOs) char-
acteristics, are significantly affected by changes in stiffness. This leads to
a great interest in evaluating and comparing the adaptation capabilities
of different control architectures subjected to large plant uncertainties and
unmodeled dynamics. Motivated by the constantly increasing diffusion of
the new L1 adaptive control theory, developed for the control of uncertain
non-autonomous nonlinear systems, and by the fact that its application to
aeroelasticity is in its infancy, a deep investigation of this control scheme
properties and performance drew our attention. The new control theory
is conceptually similar to the Model Reference Adaptive Control (MRAC)
theory to which has often been compared indeed for performance evaluation
purpose. In this dissertation, a comprehensive analysis of the new control
theory is obtained by performance evaluation and comparison of four differ-
ent control schemes, two MRAC and two L1, focusing the attention on the
states and control input time response, adaptive law parameters’ conver-
gence, transient evolution and fastness, and robustness in terms of tolerance
of uncertainties in off-design conditions. The objective is pursued by re-
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LIST OF TABLES 1

writing the aeroelastic model nonlinear equations of motion in an amenable
form to the development of the four different control laws. The control laws
are then derived for the appropriate class of plant which the system belongs
to, and design parameter obtained, when necessary, following the mathe-
matical formulation of the control theories developers. A simulation model
is employed to carry out the numerical analysis and to outline pros and cons
of each architecture, to obtain as final result the architecture that better fits
the nonlinear aeroelastic problem proposed. This methodology is used to
guarantee a certain robustness in controlling a novel actuation architecture,
developed for flutter suppression of slender/highly flexible wing, based on
a coordinated multiple spoiler stripe, located at fifteen percent of the mean
aerodynamic chord. The control actuation system design, manufacturing
and experimental wind tunnel test is part of the dissertation. Two different
experimental setup are developed for two different purpose. First, a six-axis
force balance test is carried out to validate the numerical aerodynamic re-
sults obtained during the validation process, and to collect the aerodynamic
coefficient date base useful for the development of the simulation model of
the novel architecture. The second experimental apparatus, is a two degree
of freedom, plunging/pitching, system on which the prototyped wing section
is mounted to obtain LCO aeroelastic response during wind tunnel exper-
iment. The nonlinear aeroelastic mathematical formulation is modified to
take into account of the novel actuation architecture and, coupled with the
more robust MRAC control laws derived for the previous model, serves as
benchmark for properties assessment of the overall architecture, for flutter
suppression. The novel control actuation architecture proposed, is success-
fully tested in wind tunnel experimentation confirming the validity of the
proposed solution. This dissertation provides a step forward to the defini-
tion of certain MRAC control schemes properties, and together provides a
novel actuation solution for flutter suppression which demonstrates to be a
viable alternative to classical leading and/or trailing-edge flap architecture
or to be used as redundancy to them.



Chapter 1

Introduction

1.1 Motivation

Analysis and control of aeroelastic phenomena affecting different type of
slender structure has been a flourishing research topic for the past few
decades. Of great interest, because of its criticality, flutter and adaptive
control strategies to suppress nonlinear dynamic aeroelastic instabilities are
investigated. Although flutter boundaries in most cases can be theoretically
and experimentally determined, significant decays in flutter speed can sud-
denly occur with dramatic implications for the system structural integrity.
Several passive methods used to address this problem include added struc-
tural stiffness, mass balancing, and speed restrictions [1]. However, the at-
tempt to enlarge the operational range of any high flexible lifting structures
and to enhance the aeroelastic response following these traditional methods
result in significant weight penalties or in unavoidable reduction of nomi-
nal performances [2, 3]. All of these factors fully underline the necessity
of the implementation of an active control capability enabling one to fulfill
the two basic objectives of 1) enhanced subcritical aeroelastic response, in
the sense of suppressing or even alleviating the severity of the wing oscil-
lations in the shortest possible time, and 2) expanded flight envelope by
suppressing flutter instability, thereby contributing to a significant increase
in the allowable operational speed [4]. In this respect both supercritical
and subcritical nonlinear response in the proximity of the flutter boundary
can be controlled with beneficial results. The interest in the development
and implementation of active control technology was prompted by the new
and sometimes contradictory requirements imposed on the design of the new
generation of the flight vehicle that mandated increasing structural flexibil-
ities; high maneuverability; and, at the same time, the ability to operate
safely in severe environmental conditions. Recently, a new L1 adaptive con-
trol theory has been developed for the control of uncertain non-autonomous
nonlinear systems [5, 6, 7, 8]. The controller is based on a state predictor

3



4 CHAPTER 1. INTRODUCTION

similar to indirect adaptive systems and the control input is obtained by a
low-pass filtering of the estimated control signal. This should decouple ro-
bustness from fastness of adaptation and, so forth, allowing to increase the
adaptive gain of the adaptive law to very high values to improve transient
performance. The application of L1 adaptive theory to aeroelasticity is in
his infancy, [9, 10], and investigations of the performances for several flight
conditions are of great interest. In addiction, the development of L1 adap-
tive flutter controllers and their results comparison with other model refer-
ence adaptive control (MRAC) schemes [11], are an important benchmark
to assess the properties of some important modifications that L1 control
theory introduces with respect to the standard MRAC. The type of aeroe-
lastic model selected for the implementation and verification of the different
control strategies bi-dimensional, two degree of freedom, plunging/pitching,
structurally nonlinear lifting surface in a quasi-steady flow, which has been
traditionally used for the theoretical as well as experimental analysis of flut-
ter and post-flutter dynamics. The model has pitch polynomial type struc-
tural nonlinearities and uses a single moving surface, a trailing-edge flap,
for the purpose of control. It is assumed that all of the system parameters,
except the sign of a single control input coefficient, are unknown. It was
assumed a quasi-steady linear aerodynamic, a relatively acceptable assump-
tions for the purpose of comparison; needless to say, it is possible to extend
this approach to account for linear/nonlinear unsteady aerodynamic models
more suitable for reduced frequencies sufficiently large, k = ωb/U > 0.04,
where ω is the oscillatory frequency, b is the semi-chord, and U is the flow
speed, and in the presence of dynamic stall and flow separation. Below 0.04,
a quasi-steady approximation is usually sufficient to predict accurate loads
on thin airfoils. However, it is worth mentioning, although the mechanism
of flutter is usually correctly identified, a quasi-steady approximation might
not always provide the correct flutter speed. The proposed aeroelastic model
exhibits a supercritical Hopf-bifurcation behavior, that is at free-stream ve-
locity exceeding the critical flutter value, a stable Limit Cycle Oscillations
(LCO) occurs. The investigation proposed is moreover intended to be used
to critically select a robust adaptive control scheme to be applied to a novel
control actuation architecture for flutter suppression. The amount of uncer-
tainties, unknowns and unmodeled dynamics of the novel aeroservoelastic
system dynamics jointly with the future, real-world, hardware-in-the-loop
application of the system itself justify the need to research for the Model
Reference Adaptive Control scheme that demonstrates better performance
in terms of robustness and adaptation capabilities.
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1.2 Preliminaries

The dictionary definition of “to adapt” is: to change (oneself) so that one’s
behavior will conform to new or changed circumstances. [12, 13] testify that
the words “adaptive systems” and “adaptive control” have been used as early
as 1950. The main motivation, that pushed the scientist to design control law
with adaptive capabilities, was the need of autopilots for high-performance
aircraft in the early 1950s. The nonlinear, time varying dynamics of the
aircraft and the fact that the boundaries of the flight envelope started to
become really wide, represented criticality very difficult to overtake with
classical linear control system. The most common solution, that has been
widely used in aircraft control design, from the 70’s [14] to nowadays [15],
consists of linearizing the aircraft mathematical model for a given flight
condition, defined by flight speed (Mach number), altitude, weight, center of
gravity position and external body configuration (flap and gear extraction).
State-space formulation very well suits the linearization problem control
designer had to face. In general:

ẋ = Aix+Biu, x(0) = x0

y = CTi x+Diu
(1.1)

where Ai, Bi, Ci and Di are functions of the operating point i. This
means that, as the aircraft changes flight condition, the operating point
changes as well, leading to different system matrices. An extensive aircraft
dynamic analysis of a B747-100, containing state-space LTI approximation
of the aircraft model for the entire flight envelope can be found in [16]. This
kind of analysis have been used, as in the past and current aircraft era,
to design gain scheduling based control law able to guarantee robustness
and required performances. However, the amount of work that is behind
an aircraft controller optimization process, and the possibility to encounter
unpredicted flight condition lead to the idea that a sophisticated feedback
controller should be able to learn about parameter changes by processing
the system output y(t) and use the appropriate gains to accommodate them.
This approach led to the control structure, on which adaptive control is
based, that consists of a feedback loop where a block-set is dedicated to dy-
namically adjust the control loop gains. The internal mathematical formula-
tion, and consequently the algorithm, of the adjustable mechanism classifies
the adaptive control scheme. Finally, an adaptive controller is defined as an
algorithm able to alter or modify the dynamic response of an unknown plant
to meet certain performance requirements. Where, by plant is intended any
dynamic process characterized by a certain number of inputs, usually de-
fined as u, and outputs, referred to as y. The control objective is so to
choose the input u so that the outputy satisfies certain given performance
requirements (e.g. tracking error, regulation error, time rise, boundedness).
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1.2.1 Direct and Indirect Adaptive Control

In general there are two main categories of adaptive controllers, based on
the loop features. They are both formed by combining an on-line param-
eter estimator, which provides estimates of unknown parameters at each
instant, with a control law that is motivated from the known parameter
case. The way the parameter estimator, also referred to as adaptive law, is
combined with the control law defines the to two main approaches. In the
first approach, referred to as indirect adaptive control, the plant parameters
are estimated on-line and used to calculate the controller parameters. This
approach has also been referred to as explicit adaptive control, because the
design is based on an explicit plant model. The second approach, referred
to as direct adaptive control, the plant model is parameterized in terms of
the controller parameters that are estimated directly without intermediate
calculations involving plant parameter estimates. This approach has also
been referred to as implicit adaptive control because the design is based
on the estimation of an implicit plant model. In indirect adaptive control,
the plant model is parameterized with respect to some unknown parameter
vector. For example, for a linear time invariant (LTI) single-input single-
output (SISO) plant model, may represent the unknown coefficients of the
numerator and denominator of the plant model transfer function. An on-line
parameter estimator generates an estimate at each time t by processing the
plant input u(t) and output y(t). The unknown parameter estimate specifies
an estimated plant model, that for control design purposes is treated as the
“true” plant model and is used to calculate the controller parameter or gain
vector by solving a certain algebraic equation at each time t. It is, there-
fore, clear that with this approach, the control law is designed at each time
t to satisfy the performance requirements for the estimated plant model,
which may differ from the unknown plant model. Therefore, the principal
problem in indirect adaptive control is to choose the class of control laws
and the class of parameter estimators as well as the algebraic equation that
relates the unknown parameter estimation to the control law parameter so
to meet the performance requirements for the plant model with unknowns.
In direct adaptive control, the plant model itself is parameterized in terms
of the unknown controller parameter vector estimation, for which the con-
troller meets the performance requirements, to obtain the plant model with
unknowns to behave exactly with the same input/output characteristics of
the nominal plant. The on-line parameter estimator is designed based on
the desired plant dynamics to provide the estimation of the unknown pa-
rameters at each time t by processing the plant input u(t) and output y(t).
The estimate of the unknowns is then used to update the controller parame-
ter vector without intermediate calculations. The properties of the nominal
plant model are crucial in obtaining the parameterized plant model that is
convenient for on-line estimation. As a result, direct adaptive control is re-
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stricted to a certain class of plant models, in particular as it will be proven
in Chapter 2, the class of plant suitable for direct adaptive control consists
of SISO LTI plant models that is minimum-phase, i.e., the zeros are located
in Re[s] < 0. The principle behind the design of direct and indirect adap-
tive control is conceptually simple. The design of the control law treats the
estimates of the plant unknown parameters (in the case of direct adaptive
control) or the estimates of certain parameters from which the unknown are
computed after (in the case of indirect adaptive control) as if they were the
true parameters. This design approach is called certainty equivalence and
can be used to generate a wide class of adaptive control schemes by combin-
ing different on-line parameter estimators with different control laws. The
idea behind the certainty equivalence approach is that as the variable/ un-
known parameter estimates converge to the true ones the performance of
the adaptive controller tends to that achieved in the case of known param-
eters. The distinction between direct and indirect adaptive control may be
confusing for the following reasons: the direct adaptive control structure
can be made identical to that of the indirect adaptive control by including a
block for calculations with an identity transformation between updated pa-
rameters and controller parameters. In general, for a given plant model the
distinction between the direct and indirect approach becomes clear if we go
into the details of design and analysis. For example, direct adaptive control
can be shown to meet the performance requirements, which involve stability
and asymptotic tracking, for a minimum-phase plant. It is still not clear
how to design direct schemes for nonminimum-phase plants. The difficulty
arises from the fact that, in general, a convenient (for the purpose of estima-
tion) parameterization of the plant model in terms of the desired controller
parameters is not possible for nonminimum-phase plant models. Indirect
adaptive control, on the other hand, is applicable to both minimum- and
nonminimum-phase plants. In general, however, the mapping between the
updated parameters and the controller parameters cannot be guaranteed
to exist at each time t giving rise to the so-called stabilizability problem.
Solutions to the stabilizability problem are possible at the expense of addi-
tional complexity. Efforts to relax the minimum-phase assumption in direct
adaptive control and resolve the stabilizability problem in indirect adap-
tive control led to adaptive control schemes where both the controller and
plant parameters are estimated on-line, leading to combined direct/indirect
schemes that are usually more complex.

1.2.2 Model Reference Adaptive Control

Model reference adaptive control (MRAC) is derived from the model follow-
ing problem or model reference control (MRC) problem, where the idea is
to let the plant behave as a desired model by properly closing the loop. The
objective of MRC is to find the feedback control law, so that the closed-loop
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dynamics of the plant, that is its I/O properties, are exactly the same as
those of a reference model. Where the reference model is a dynamic system,
with prescribed characteristics, that the designer wants the plant to follow.
In MRC, the plant parameters and its dynamic properties must be known,
so to allow the design a proper reference model. The structure of an MRC
scheme for a LTI, SISO plant is shown inFigure 1.1. The transfer function
Wm(s), is the expression of the reference model dynamic in the s domain. It
is designed so that for a given reference input signal r(t) the output ym(t) of
the reference model Wm(s) represents the desired response the plant output
y(t) should follow. The feedback control law, denoted by C(θ∗c , is designed so
that all signals are bounded and the closed-loop plant transfer function from
r to y is equal to Wm(s). Is this transfer function matching is guaranteed,
than for any given reference input r(t), the tracking error e1 , y−ym, which
represents the deviation of the plant output from the desired trajectory ym,
converges to zero with time. The transfer function matching is obtained by
canceling the zeros of the plant transfer function G(s) and replacing them
with those of Wm(s). This goal can be accomplished by using the feedback
controller C(θ∗c to generate a control signal that nullify the effect of the un-
wanted dynamics, or by pole placement which works directly by poles-zeros
superposition, as known as pole placement control (PPC). Hence, in the first
case, the plant needs to be minimum-phase, all the zeros located in the left
hand side of the complex plane, and so stable, counteracting the effect of
unstable zeros may easily lead to unbounded signals. In the PPC, this last
assumption does not stand, because no matter where the zeros are located,
superimposed poles cancel out their effect. Without any adaptation law, the
PPC requires knowledge of the exact location of the plant zeros and poles.
Whereas, in the MRC scheme Figure 1.1, the design of C(θ∗c requires the full
knowledge of the coefficients of the plant transfer function G(s). Defining
θ∗ as a vector containing all the coefficients of G(s) = G(s, θ∗, then the
parameter vector θ∗c may be computed by solving an algebraic equation of
the form

θ∗c = F (θ∗) (1.2)

Unknown θ∗ implies that θ∗c cannot be calculated using (1.2), thus the
MRC scheme cannot be implemented. The adaptive version of MRC, re-
ferred to as model reference adatpive control (MRAC), overtake this prob-
lem by the use of the certainty equivalence approach to replace the unknown
θ∗c in the control law with its estimate θc obtained using the direct or the
indirect approach. The resulting control schemes can be classified as indi-
rect MRAC shown in Figure 1.2 and direct MRAC shown in Figure 1.3.
MRAC scheme are then further classified by the different choices of on-line
parameter estimators.
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Figure 1.1: Model Reference Control

Figure 1.2: Indirect MRAC

In practice, the general problem formulation for a direct MRAC control
law design is expressed in time domain, with a state-space formulation,
where the states dynamic, of the plant G(s), are described as follows, where
the unknowns are separated form the known stable part of the system:

ẋ(t) = Amx(t) +Bθ∗
T
x(t) +Bu(t) (1.3)

where x ∈ Rn is the state vector, assumed to be measurable (n = 2), u ∈
R is the control input, θ∗ ∈ Rn is an unknown parameter vector belonging to
a known compact convex set Ω ∈ Rn, Am ∈ Rn×n is Hurwitz [89] and with
B ∈ Rn are known, and the pair (Am;B) is controllable (if the eigenvalues
of Am are not in desired locations, they can be arbitrarily assigned by a
simple state feedback gain). The objective is to choose u(t) such that all
signals in the closed-loop system are uniformly bounded and x(t) tracks the
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Figure 1.3: Direct MRAC

state vector of the desired reference model

ẋm(t) = Amxm(t) +Bmr(t), xm(0) = x0 (1.4)

both in transient and in steady-state for any bounded reference signal
r(t), where Bm = k0B, for some k0 ∈ R. To this end, it is clear that the
dynamics that has to go to zero is referred to the state tracking error, defined
as

e(t) = x(t)− xm(t) (1.5)

The solution for u(t) and the different adaptive law to compute θ̂(t) the
estimate of θ∗(t) defines the different type of MRAC scheme. The stability
proofs can be found in [87].

1.2.3 Historical Overview

The early 50s, when the design of autopilots for high-performance aircraft
motivated the need for controller able to operate in a wider range of flight
conditions, have seen the development of an intense research activity in
adaptive control. Constant-gain feedback controller were not able any more
to satisfy the more demanding requirements, for the always increasing air-
craft performances. The idea of a sophisticated controller, such as an adap-
tive controller, that could modify its own behavior learning and accommo-
dating environmental and changes in the aircraft dynamics started to be
investigated. Whitaker et al. in [17, 18] suggested Model reference adaptive
control to solve the autopilot control problem. The sensitivity method and
the MIT rule was used to design the adaptive laws of the various proposed
adaptive control schemes. Kalman in [19] proposed an adaptive pole place-
ment scheme based on the optimal linear quadratic problem. The early
age of adaptive flight control was characterized by “a lot of enthusiasm,
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bad hardware and non-existing theory” [20]. However, the lack of stability
proofs and the lack of understanding of the properties of the proposed adap-
tive control schemes, coupled with a disaster in a flight test [21], caused the
interest in adaptive control to diminish.

The most flourishing period, for the adaptive control and the develop-
ment of control theory in general, have been the 60’s. It has been at that
time that new techniques, based for example on the state-space formulation
and the famous Lyapunov stability theory, have been introduced. A key role
in the reformulation and redesign of adaptive control have been played by
the developments in dynamic programming [22, 23], dual control [24] and
stochastic control in general, and in system identification and parameter
estimation [25, 26]. By ‘66 the Lyapunov design approach has been used
by Parks and others to redesigned the MIT rule-based adaptive laws used
in the MRAC schemes of the 50s. Their work, even applicable only to a
special class of LTI plants, pave the way for further rigorous stability proofs
in adaptive control for more general classes of plant models. The improved
understanding of adaptive control architectures, due to the advances in sta-
bility theory and the progress in control theory in the 60s, contributes to a
new impulse of interest in the field in the 70s. This went together with the
rising interest in the applications of adaptive control, made possible by the
simultaneous development and progress in computers and electronics that
made the implementation of complex controllers feasible. Several break-
through results in the design of adaptive control theory have been presented
in the 70s. MRAC schemes using the Lyapunov stability based design ap-
proach were designed and analyzed in [27, 28, 29]. Other mathematical
tools, such as the concepts of positivity and hyperstability were used in [30]
to develop a wide class of MRAC schemes with well-established stability
properties. In the same ages, parallel efforts for discrete-time plants in a
deterministic and stochastic environment lead to the development of several
classes of adaptive control schemes with rigorous stability proofs [31, 32].
The excitement of the 70s and the development of a wide class of adaptive
control schemes with well established stability properties have been also ac-
companied by several successful applications [33, 34, 35]. The successes of
the 70s, however, were soon followed by controversies over the practicality of
adaptive control. Robustness investigations, in 1979, have pointed out that
the adaptive schemes of the 70s could easily go unstable in the presence
of small disturbances [27]. This has been followed by a significant number
of publication about the non-robust behavior of adaptive control schemes,
which has become very controversial in the early 80s when more examples of
instabilities demonstrates lack of robustness in the presence of unmodeled
dynamics or bounded disturbances [36, 37]. This acted as a new stimulus
for the researcher world, where scientist’s objective was to understand the
mechanisms of instabilities and find ways to counteract them. By the mid
80s, other modifications and redesigned architectures have been proposed
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and analyzed, leading to what is known as robust adaptive control. The
robustness definition for an adaptive controller is: “an adaptive controller
is defined to be robust if it guarantees signal boundedness in the presence
of “reasonable” classes of unmodeled dynamics and bounded disturbances
as well as performance error bounds that are of the order of the modeling
error”. Several modification have been introduced later on, during the 80s,
to improve control scheme’s robustness. This implied the understanding
of the various robustness modifications and their unification and classifi-
cation under a more general framework [27, 38, 39]. The solution of the
long-standing problem of controlling a linear plant whose parameters are
unknown and changing with time can be considered achieved by the solu-
tion of the robustness problem in adaptive control. Other breakthrough
results have been published in the area of adaptive control for linear time-
varying plants by the end of the 80s several [40]. At this end, the adaptive
control research has been focused on the performance properties definition
and their improvement as objective, in the late 80s to early 90s, and on
extending the results of the 80s to certain classes of nonlinear plants with
unknown parameters. Consequently, new classes of adaptive schemes have
been derived and implemented in the past decades, such as adaptive con-
trol schemes with improved transient and steady-state performance [43, 44],
and motivated from nonlinear system theory [41, 42]. In the recent year,
one of the most discussed adaptive control law theory, known as L1 adap-
tive control has born and risen very quickly. This novel architecture should
be able of arbitrary tracking error performance and “separation of perfor-
mance improvement from robustness” achieved by filtering the plant input
and boosting the adaptive gain of the estimated parameters to very large
values [7, 45, 46, 8, 6, 5]. Adaptive control has a rich literature full with
different techniques for design, analysis, performance, and applications. Sev-
eral survey papers, and books and monographs have already been published.
Despite the vast literature on the subject, there is still a general feeling that
adaptive control is a collection of unrelated technical tools and tricks.

1.2.4 L1 Adaptive Control

The major issues that have been encountered in the application of MRAC
schemes concerns several aspects among which the high-frequency or large
amplitudes control signals, large transient errors or slow convergence rate of
tracking errors, are cases in point. With L1 adaptive control architectures,
it is stated that fast adaptation appears to be beneficial both for perfor-
mance and robustness, while the trade-off between the two is resolved via
the selection of a filter, referred to as C(s), placed in a particular point of
the control loop, acting on the control law output as shown in Figure 1.4.

The problem formulation consists of considering the plant with following
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Figure 1.4: L1 Adaptive Control Architecture

dynamics:

ẋ(t) = Ax(t) +Bu(t), u(t) = [C(u)](t) (1.6)

where x ∈ Rn is always the system state vector. A ∈ Rn×n may be
unknown or unstable, or even change in time in function of external factors.
The L1 control theory assumes that there exist a known and stable matrix
Am ∈ Rn×n and a vector of ideal parameters θ ∈ Rn, such that the pair
(Am;B) is controllable and A − Am = BθT . The time-varying unknown
parameter vector θ belongs to a given compact convex set Θ. The input
control signal pass through the filter C(s) before acting on the plant. The
architecture is then based on a state predictor which is written as

˙̂x(t) = Amx̂(t) +B(θ̂Tx(t) + u(t)), x̂(0) = x0 (1.7)

where Am is the same Hurwitz matrix of the MRAC achitecture, x̂(t)
are the predicted states, x(t) are the actual sytsem states, u(t) is the fil-
tered control signal and θ̂ is again the estimate of the unknown parameters
computed by the adaptive law. In this case the convergence is obtained for
the tracking error, computed between the state and its prediction, as:

x̃(t) = x(t)− x̂(t). (1.8)

Recent studies,[91], have claimed that none advantages are derived from
the different problem formulation and proposed solution of the L1 control
theory with respect to the MRAC architecture. A deep analysis of different
MRAC and L1 control schemes’ pros and cons is reported in this work, with
numerical proofs to support the several findings.
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1.3 Contribution of the Dissertation

1.3.1 Aeroelastic Nonlinear Adaptive Control: Derivation,
Implementation and Performance Analysis

The emphasis in this dissertation focuses on the derivation, implementation
and performance analysis of four different model reference control schemes:
a Standard MRAC; a MRAC modified for performance improvement both
in transient and steady tracking error, also called in the discussion Mod-
ified MRAC ; a L1 for systems with unknown constant parameters, called
Standard L1; and a L1 for systems with uncertain system input gain, also
called Modified L1. None of this adaptive control schemes has never been
derived or implemented for the bi-dimensional nonlinear aeroelastic model
proposed, to the best of the author knowledge. Moreover, despite of the
recent years flourishing literature on aeroelastic adaptive controls, there is a
noted lack of robustness and sensitivity analysis with respect to structural
proprieties degradation which might be associated with a structural failure.
Structural mode frequencies and aeroelastic response, including Limit Cycle
Oscillations (LCOs) characteristics, are significantly affected by changes in
stiffness. This leads to a great interest in evaluating and comparing the
adaptation capabilities of different control architectures subjected to large
plant uncertainties and unmodeled dynamics. In this way, this investigation
aims to be a starting point, and a benchmark, for the future evaluation
of other additional modifications to the standard model reference adaptive
control laws.

1.3.2 Novel Flutter Suppression Actuation Architecture: De-
sign, Prototyping, Simulation and Testing

Part of the research reported in this dissertation has been spent in the
design and investigation of the effectiveness of an original actuation archi-
tecture, which could represent a possible alternative or redundant system
to support the trailing-edge action. Specifically, a novel coordinated multi-
ple spoiler actuation strategy for flutter suppression, is evaluated. A cross
simulation/experimental approach is used to obtain the final configuration
of the actuation system. The innovative test article consists of a wing sec-
tion equipped with multiple-spoilers installed on a strip, located at the 15%
of the chord length, with a predefined and coordinated actuation strategy.
The proposed architecture, optimized through computational fluid dynam-
ics (CFD) analysis, is fabricated and tested in the wind tunnel to validate
the aerodynamic properties of the wing section. The experimentally ob-
tained nonlinear aerodynamic database is used in conjunction with a clas-
sical nonlinear plunging/pitching structural model, implemented in a sim-
ulation environment, to investigate the dynamic response of the proposed
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wing configuration aeroelastic model. The resulting aeroelastic model ex-
hibits a supercritical Hopf-bifurcation behavior, that is a stable Limit Cycle
Oscillations (LCOs) past the flutter speed. The open and closed loop re-
sponses of the system are investigated and compared to a trailing-edge flap
solution of the same wing section. The regulation problem is obtained for
Modified MRAC scheme, which validates the robustness and the adaptation
capabilities demonstrated in the classic wing configuration, on which it was
previously tested. Proves of the efficacy and solidity of the overall architec-
ture investigated are provided. Experimental test campaign supports the
new concept idea as a viable solution for future light unmanned aircraft
applications that possibly will be patented.

1.4 Organization of the Dissertation

In Chapter 2 a detailed description of the aeroelastic mathematical models
implemented in the simulation environment is provided with particular at-
tention on the wing section properties to ensure correct application of the
several control laws applied. The four different model reference adaptive con-
troller are accurately described in Chapter 3. Controller architecture, math-
ematical formulation and design parameters’ values are provided for com-
pleteness, making the proposed scheme reproducible to the reader. Chapter
4 provides simulation results and discussions, particularly focused on finding
explanations about the correlation between the changes in the closed-loop
dynamic response and the scheme modifications that imply them. In Chap-
ter 5 the novel actuation architecture for flutter suppression is presented. In
particular the discussion is focused on the description of the design process,
the realization of the prototype and the description of the two experimental
setup used respectively to validate the CFD simulation results first, and to
verify the effectiveness of the actuation solution in a closed-loop hardware-
in-the -loop configuration. Chapter 6 provides the experimental tests results
and an exhaustive discussion on the major outcomes of the exploratory cam-
paign. Conclusions are provided in Chapter 7.
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Chapter 2

Aeroelastic Nonlinear
Dynamic Models

Aeroelasticity is the phenomena resulting from the interaction of structural,
inertial, and aerodynamic forces. Initially, the aeroelastic behavior investi-
gation relied on a linear approximation of the flow field and structure govern-
ing equations. Conversely, aerospace systems are inherently nonlinear from
both structural and aerodynamic point of view [1, 47, 48]. Unsteady aerody-
namic, large strain-displacement conditions, or the partial loss of structural
or control integrity, all of them are sources of nonlinearities as far as slender
wing are concerned. The consequent system nonlinear dynamic response
exhibits characteristics such as limit cycle oscillations (LCOs), internal res-
onances, and chaotic motion. Deep analyses about the inaccuracy of the
linearized model are reported in [49, 50], where discrepancy between lin-
ear approximation predictions and real applications are analyzed for a two
degrees-of-freedom spring-pendulum system and a spoiler-wing wind-tunnel
test configuration. All this reasons, brought the scientists to investigate
for decades all the possible causes of nonlinearities and finally, to build ex-
tremely accurate mathematical model to describe the nonlinear dynamic
response [51, 52, 53, 54, 55]. The historical process that lead to write the
aeroelastic model equation as presented in this dissertation is out of the
bound of the proposed research. Nonetheless, an accurate description of the
mathematical models, used as they were or modified to account for novel
actuation system, will be given in this chapter. Sections are organized so to
describe the two actuation solutions investigated separately, as well as the
structural and aerodynamic equation components. A deepening will be done
on the experimental derivation of the aerodynamic model for the novel con-
trol actuation architecture proposed. It is organized as follow: in Section
2.1, the mathematical model for a wing flap configuration is derived, de-
scribed in detail and the equations of motion rewritten in an amenable form
for control law development purpose. An entire Subsection is dedicated to

17
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report the free response properties of the proposed aeroelastic system so to
identify its stability region. A parametric study is carried out, so to define
a new conditions dataset that can serve as benchmark for the verification
and validation of the robustness and performance of adaptive control algo-
rithms applied to aeroelastic plant. In Section 2.2 the mathematical model
for the novel wing-spoiler designed configuration is presented. The different
formulation of the aerodynamic model is obtained and described, leading to
the comprehensive aeroelastic equations of motion by coupling it with the
same structural model of the wing-flap configuration. Also in this case the
free response properties of the dynamic system are analyzed as well as the
parametric study for consistency.

2.1 Wing-Flap Configuration

The bi-dimensional pitching/plunging aeroelastic system configuration used
in this research as benchmark for adaptive control algorithm testing pur-
pose, is a well assessed configuration, the study of which is due to O’Neil
and Strganac at the end of the nineties [56, 57, 58]. After several investi-
gation experimentally examined nonlinear aeroelastic behavior, addressing
the effect of freeplay, deadband, and/or piecewise structural nonlinearities
[59, 60], more analytical studies have examined continuous structural non-
linearities [61],comparing predictions with measurements for a system with
continuous nonlinear stiffness behavior in the pitch mode. Among the out-
comes, it was found that the system was experiencing LCO behavior rather
then aeroelastic flutter. These LCOs were dependent upon freestream veloc-
ity and nonlinear stiffness parameters, both in pitching than in plunging. It
was shown for the case of continuous nonlinearities that the LCO behavior
possessed harmonic components of the dominant flutter frequency.

Experiments with piecewise stiffness nonlinearities showed an increase in
LCO amplitude for increased freestream velocity. Experiments with freeplay
nonlinearities showed LCOs at freestream velocities less than the linear flut-
ter velocity. The LCO amplitude grew with an increase in freestream veloc-
ity until the flutter occurred at the linear flutter velocity. Further investiga-
tions showed two LCO amplitudes that depended upon the initial condition
at the same freestream velocity. This LCO centered about an offset from the
static equilibrium position. For all these reasons, studying LCOs behaviors
of systems like the one reported in Figure 2.1 became a milestone in aeroe-
lastic phenomena analysis and control algorithm testing. O’Neil, Gilliatt
and Strganac have the merit to formulate first in [58, 56] the mathematical
model of the Figure 2.1 model, and, in collaboration with other authors,
the experimental campaign based on the NATA setup validated their the-
ory [62]. They have modeled the aeroelastic system consisting of a wing
limited to motion in two degrees of freedom, plunge and pitching, in the
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Figure 2.1: 2D Aeroelastic system, modeled by a rigid wing section attached
to a flexible support that permits pitch and plunge motion.

successful attempt of reproducing the dynamic behavior obtained with the
experimental setup which has been designed with nonlinear spring support
to introduce nonlinearities. Tailored experiments established that nonlinear
responses, such as limit cycle oscillations, are predicted with the analytical
model hereafter reported. The general set of equation, containing the entire
set of nonlinearities for sake of generality, follows considering the displace-
ment and velocity of the c.g., with respect to a coordinate system associated
with the elastic axis:

r̄ = r cos(α+ θ)̂i+ [h+ r sin(α+ θ)]ĵ (2.1)

˙̄r = −rα̇ sin(α+ θ)̂i+ [ḣ+ rα̇(α+ θ)]ĵ (2.2)

Writing the kinetic energy for the system as

T =
1

2
m( ˙̄r · ˙̄r) +

Iαα̇
2

2
=
m

2
[ḣ2 + α̇2r2 + 2ḣα̇r cos(α+ θ)] +

Iαα̇
2

2
(2.3)

where kinetic energy because of planar rotational motion of the rigid
wing is included. Higher-order terms because of kinematic nonlinearities
are present in the system, and these components are found from (the kinetic
energy terms of) Lagranges equations [63] as

∂
(
∂T
∂ḣ

)
∂t

= m[ḧ+ α̈r cos(α+ θ)− α̇2rsin(α+ θ)] (2.4)

∂
(
∂T
∂α̇

)
∂t

= m[rḧ cos(α+ θ)− rḣα̇ sin(α+ θ) + r2α̈] + Iαα̈ (2.5)
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The equations of motion are derived from these kinetic energy contri-
butions, as well as the potential energy and the work resulting from the
internal damping and external aerodynamic forces. The equations of mo-
tion are expressed as

mT ḧ+mwr cos(α+ θ)α̈−mwrsin(α+ θ)α̇2 + chḣ

+µhgmT (|ḣ|/ḣ) + kh(h+ ξh3) = −L
(2.6)

mwr cos(α+ θ)ḧ+ Ieα̈+ cα +mµαgrb(|α̇|/α̇) + kα(α+ ζα3) = M (2.7)

where the overdots represent time derivatives, and L and M represent
the unsteady aerodynamic lift and moment, respectively. Although θ may
be present, it is not used for the studies herein. As will be discussed in the
next section, the experiment test apparatus consists of a translating (plunge
degree-of-freedom) carriage to which the wing is attached to a rotating (pitch
degree-of-freedom) bearing system. Thus, in equations (2.6) and (2.7) mT

denotes the total system mass that translates; mw denotes the wing mass
that rotates; and Ie = r2mw + Iα, where Iα is the mass moment of inertia
of the wing about its c.g. Both viscous and Coulomb-type damping may be
present in the experiments; thus, ch and cα terms are included to account
for viscous damping forces, and µh and µα terms are included to account
for Coulomb damping forces. Nonlinear stiffness characteristics for pitch
and plunge are represented by the parameters ζ and ξ. Higher-order terms,
including the centripetal acceleration term rα̇ and stiffness nonlinearities,
as well as the transcendental terms are retained to capture those sources
of dynamic coupling. Typically, these terms are assumed negligible and it
is noted that the linear form of equation (2.6) and Eq.(2.7) are identical
to the classical pitch and plunge equations found in numerous publications
[47, 64]. These equations appear to be uncoupled for the case of r = 0; yet,
it is important to note that the unsteady aerodynamic loads are dependent
upon the motion of the wing, thus,

L = L(ḣ, ḧ, α, α̇, α̈, U, ρ, time) (2.8)

M = M(ḣ, ḧ, α, α̇, α̈, U, ρ, time) (2.9)

and, as such, provide an additional source of coupling for the system.
Albeit the model serves to investigate the nonlinear aeroelastic response,

the aerodynamic lift and moment is found to be linear (an assumption val-
idated by the experiments discussed in [58]) for the range of motion of the
system. Only kinematic and structural nonlinearities are considered first.
Thus, a linear unsteady aerodynamic model is appropriate. The aerody-
namic lift and moment are modeled by the unsteady aerodynamic theory of
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Theodorsen [64]

L = πρb2(ḧ+ Uα̇− baα̈) + 2πρUCb(ḣ+ Uα+ b(1/2− α)α̇) (2.10)

M = −πρb3(−aḧ+ (1/2− a)Uα̇+ (1/8− a2)bα̈)

+2πρUCb2(1/2 + α(ḣ+ Uα+ b(1/2− α)))
(2.11)

where C is Theodorsens function that depends on the reduced frequency,
k = bω/U . It is noted that equations (2.10) and (2.11)represent incompress-
ible, small disturbance unsteady flow.

As can be notice in Figure 2.1, the aeroelastic sytem described does
not embed any kind of control surface to damp aeroelastic oscillation. This
mathematical model has been written, and subsequently built and testes in
an experimental apparatus, to investigate how model parameters variation
affects the wing flutter properties in terms of LCOs stability region, ampli-
tude and frequencies, as reported in [56, 57, 58]. Figure 2.2is an example of
the outcomes from this investigation.

Figure 2.2: Flutter velocities and associated aeroelastic frequencies function
of the elastic axis location. Constant stiffness is present [58].

The aeroelastic model described above has unique features and capabili-
ties, since it can incorporate variable location of the elastic axis and various
types of stiffness for the pitching and plunging motion. Obviously, the listed
parameters, jointly with the freestream velocity value, play a critical roles
in the system stability. For these reasons, this type of model has become
traditional for the experimental and theoretical analyses of two-dimensional
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aeroelastic system behavior. When flutter control is concerned, the system
needs to be modified to account for the control surface action. A trailing-
edge flap is therefore introduced and considered without mass and stiffness,
but only as aerodynamic effect. Consequently, it does not represent an ad-
ditional degree of freedom for the structural model, which, in fact, continues
to be a pitching and plunging 2 DoF aeroelastic system. The schematic of
the system changes as in Figure 2.3, which also implies the modification of
the aerodynamic equations, accounting for the additional terms introduced.

y
x

Figure 2.3: 2D Aeroelastic sysytem, wing-flap configuration

From a mathematical point of view is more adequate to express equa-
tions (2.6) and (2.7) in a compact form, more suitable for a state-space
analysis when control law equations will be written. In addition, a small-
perturbations regime is considered in the following analysis, justified by the
range of variation of the pitch angle (α < 10(deg)) and of the plunge dis-
placement (h = o(10−3)). This approximation allows to neglect the higher
order terms on the model equations, such as rα̇2, ξh3 and ζα3, and to ap-
proximate sin(α) ≈ α and cos(α) ≈ 1. It follows that the governing equation
of motion of the nonlinear system are derived to be:

[
m mxαb

mxαb Iα

] [
ḧ
α̈

]
+

[
ch 0
0 cα

] [
ḣ
α̇

]
+

[
kh(h) 0

0 kα(α)

] [
h
α

]
=

[
−L
M

]
(2.12)

where all the parameters inside have been already described. What needs
to be modified from equations (2.10) and (2.11) is the formulation of the
aerodynamic control forces and moment. Assuming a quasi-steady aerody-
namic model [47], that fit the small-perturbations assumption and the main
purpose of the proposed research of testing adaptive control algorithms, it
follows:
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L = ρU2bCLα [α+ ḣ/U +
(1

2
− a
)
b(α̇/U)] + ρU2bCLββ (2.13)

M = ρU2b2Cmα [α+ ḣ/U +
(1

2
− a
)
b(α̇/U)] + ρU2b2Cmββ (2.14)

where CLα and Cmα are the wing lift and moment coefficients per angle
of attack, whereas CLβ and Cmβ are the lift and moment coefficient per
control surface deflection, β indeed. The relatively simple choice done on
the description of the aerodynamic forces, adopting the quasi-steady aero-
dynamic, is justified by the main objective of the theoretical development
reported in the present dissertation, that is the closed-loop performance
analysis of model reference adaptive control algorithms, rather than a pure
aerodynamic analysis. Furthermore, the proposed aeroelastic model refers
to an experiments of which the reduced frequency associated validates the
use of the quasi-steady model, [65, 66]. Several classes of nonlinear stiff-
ness contributions such as kα(α) and kh(h) can be analyzed to modify the
open-loop dynamics of aeroelastic systems. A general way, commonly used
to express structural nonlinearities, is the polynomial formulation, where
pitching and plunging stiffness might be expressed as follows:

kα(α) = kα0 + kα1α+ kα2α
2 + kα3α

3 + kα4α
4 · · ·

kh(h) = kh0 + kh1h+ kh2h
2 + kh3h

3 + kh4h
4 · · · (2.15)

Equations (2.1) and (2.15), are only a general polynomial formulation
where the presence of odd-terms can lead to think to an incorrect non-
symmetric stiffness representation. However, these terms have been added
to emphasize that the spring coefficients obtained from measured data fit-
ting, as for the model under analysis, may actually be non-symmetric. In the
proposed model, the plunge stiffness will be constant and the pitching stiff-
ness will be a fifth order polynomial. Combining Eq.(2.12) with equations
(2.13) and (2.14), the following can be obtained:

[
m mxαb

mxαb Iα

] [
ḧ
α̈

]
+

[
ch + ρUbCLα ρUb2CLα(1/2− a)
ρUb2Cmα cα − ρUb3Cmα(1/2− a)

] [
ḣ
α̇

]
+

[
kh(h) ρU2bCLα

0 −ρU2b2Cmα + kα(α)

] [
h
α

]
=

[
−ρbCLβ
ρb2Cmβ

]
U2β

(2.16)
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For the analyses to follow, it is useful to convert this equation into a
state-space formulation, where the state variable vector as

x̄ =


x1
x2
x3
x4

 =


h
α

ḣ
α̇

 (2.17)

The forthcoming transformed equations of motion become:

˙̄x = fµ(x̄) + g(x̄)U2β (2.18)

where

fµ =


x3
x4

−k1x1 − [k2U
2 + p(x2)]x2 − c1x3 − c2x4

−k3x1 − [k4U
2 + q(x2)]x2 − c3x3 − c4x4

 (2.19)

g(x) =


0
0
g3
g4

 (2.20)

The simplified form takes advantage of several auxiliary variables de-
fined in Table 2.1. It is worth to be noticed, how the equations of motion
parametric dependency on the freestream velocity U and also on the elastic
axis location a, is gather and highlighted in the conventional notationfµ(x),
Eq.(2.19) . Strictly speaking, the subscript µ should be replaced by the vec-
tor of the parameters [U a]. However, in this occasion the simpler notation
is adopted, keeping in mind that the solutions are in fact a two-parameter
family of solutions.
For control robustness evaluation purpose, the aeroelastic system is modi-
fied to account for external aerodynamic forces and moments due to gust
application. The right hand side of Equation (2.12) is modified as follows:

[
m mxαb

mxαb Iα

] [
ḧ
α̈

]
+

[
ch 0
0 cα

] [
ḣ
α̇

]
+

[
kh(h) 0

0 kα(α)

] [
h
α

]
=

[
−L− Lg
M +Mg

]
(2.21)

where the lift and moment gust component summed up with their proper
sign are expressed as:

Lg = ρU2bCLαwg(τ)/U = ρUbCLαwg(τ) (2.22)

Mg = (0.5− a)bLg (2.23)
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Table 2.1: System Variables. Wing-Flap Configuration

Parameter Definition

d m(Iα −mx2α)b
2

k1 Iαkh/d
k2 (IαρbCLα +mxαb

3ρCmα)/d
k3 −mxαbkh/d
k4 (−mxαb2ρCLα −mρb2Cmα)/d
p(x2) (−mxαb/d)kα(x2)
q(x2) (m/d)kα(x2)
c1 [Iα(ch + ρUbCLα) +mxαρUb

3Cmα ]/d
c2 [IαρUb

2CLα(1/2− a)−mxαbcα +mxαρUb
4Cmα(1/2− a)]/d

c3 (−mxαbch −mxαρUb2CLα −mρUb2Cmα)/d
c4 [mcα −mxαρUb3CLα(1/2− a)−mρUb3Cmα(1/2− a)]/d
g3 (1/d)(−IαbρCLβ +mxαρb

3Cmβ )

g4 (1/d)(mxαb
2ρCLβ +mρb2Cmβ )

and wg(τ) denotes the disturbance velocity while τ is a dimensionless
time variable defined as τ = Ut/b. The three different type of gust, applied
to the proposed model, are described in detail in section 2.2.3, and results
shown in section 4.2.

2.1.1 Nonlinear Aeroelastic System Properties: Wing-Flap
Model

The mathematical models, used in the present research to describe the aeroe-
lastic system dynamics and to test model reference adaptive control algo-
rithms robustness and performance, are those reported in Equation (2.12)
and Equation (2.21) in presence of gust. The dynamic properties of the
two-dimensional aeroelastic plant, reported in Figure 2.3, depend on the
structural parameters that, in this research, were set as in Table 2.4, [65,
76]. In detail: a is the dimensionless distance from the midchord to the
elastic axis; b is the semichord of the wing; CLα and Cmα are respectively
lift and moment curve slopes per angle of attack; CLβ and Cmβ are respec-
tively lift and moment curve slopes per control surface deflection; xα is the
distance from elastic axis to the center of gravity, made dimensionless being
divided by the semichord and positive rearward, since the reference frame
is considered as in Figure 2.3; the couples kh, kα and ch, cα are respectively
the stiffness and damping plunging/pitching coefficients of the system, all
constants exception done for the continuous nonlinear restoring moment in
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Table 2.2: Free Response Analysis: Plant without Failure

Case (a) Case (b) Case (c) Case (d)

x̄(0) [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0]
Stiffness Knom Knom Knom Knom

Wind Speed 5(m/s) 7(m/s) 9(m/s) 15(m/s)
Response Damped LCO LCO Divergent
Proper Freq. — 2.93(Hz) 3.418(Hz) —
Pitch Amp. — 5.91(deg) 7.79(deg) —
Plunge Amp. — 2.13e−3(m) 2.56e−3(m) —

Condition Name Pre-Flutter Flutter Post-Flutter Divergence

the pitch degree of freedom, of τi are the coefficients of the polynomial for-
mulation; ρ is the air density, mw is the wing gross weight, in this application
considered equal to the total mass mT ; and finally Iα is the torsional mo-
ment of inertia. Such continuous nonlinear models for stiffness result from
a thin wing or propeller being subjected to large torsional amplitudes [1,
67]. Considering the settings chosen, in particular the nonlinearity in tor-
sional stiffness, it does not surprise that the system shows an LCO dynamic
behavior passed a certain wind speed, commonly interpreted as flutter for
nonlinear systems, from the scientific community. For this reason, flutter
subscription will be used to indicate the critical wind speed at which LCOs’
can be firstly appreciated. Any dynamic response happening at higher or
lower wind speed will be indicated as post-flutter and pre-flutter conditions
respectively. With this settings the aeroelastic plant shows a LCO behavior
at the critical wind speed Uflutter = 7(m/s) in nominal condition. The oscil-
latory response is obtained by exciting the system with an initial pitch angle
state perturbation of 0.1 radians, x̄ = [h α ḣ α̇] = [0 0.1 0 0]. Fig-
ure 2.4 and Figure 2.5 demonstrate how for slower wind speed the behavior
is damped. Then there is a range of speed in which the LCO oscillations are
maintained with amplitude increasing proportionally with the wind speed.
Finally, divergent behavior is reached at wind speed of U = 15(m/s). It
must be pointed out that in Figure 2.4 (d) and Figure 2.5 (d) the divergence
is difficult to appreciate because it occurs slowly and the axes scale hide
the trend somewhat. The same behavior is observable both in pitch and
plunge degree of freedom. The analyzed cases and the resulting dynamic
response of the proposed nonlinear aeroelastic system are summarized and
reported in Table 2.2. It must be pointed out that the proper frequencies
and pitching/plunging amplitudes are uniquely identifiable, and so reported,
only when the dynamic response exhibits LCOs, case (b) and case (c).

In line with the main purpose of this work, that is the adaptive control
algorithm robustness testing and validation, particular attention is given
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Figure 2.4: Aeroelastic System Free Response, pitch angle time histories:
(a) at U = 5(m/s) < Uflutter; (b) at U = 7(m/s) = Uflutter, (c) LCO at
U = 9(m/s) > Uflutter, (d) divergence at U = 15(m/s) > Uflutter.
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Figure 2.5: Aeroelastic System Free Response, plunge displacement time
histories: (a) at U = 5(m/s) < Uflutter; (b) at U = 7(m/s) = Uflutter, (c)
LCO at U = 9(m/s) > Uflutter, (d) divergence at U = 15(m/s) > Uflutter.
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Table 2.3: Free Response Analysis: Plant with Failure

Case (a) Case (b) Case (c) Case (d)

x̄(0) [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0]
Stiffness Kred Kred Kred Kred

Wind Speed 3(m/s) 5(m/s) 7(m/s) 15(m/s)
Response Damped LCO LCO Divergent
Proper Freq. — 1.92(Hz) 2.29(Hz) —
Pitch Amp. — 6.27(deg) 9.16(deg) —
Plunge Amp. — 2.53e−3(m) 5.26e−3(m) —

Condition Name Pre-Flutter Flutter Post-Flutter Divergence

to the off-design condition of the plant. Hence, the dynamic response of
the plant has been analyzed in also under failure condition. Figure 2.6
and Figure 2.7 demostrate how a reduction of the stiffness matrix by 50%,
Kreduced = Knominal/2, simulating an unpredictable wing structure failure,
affects the dynamic response of the system. A drift down to lower values
of the significant wind speed, at which flutter occurs, can be clearly no-
ticed from the recorded time histories. In particular, Uflutter drops down to
5(m/s). The analyzed cases and the resulting dynamic response of the pro-
posed nonlinear aeroelastic system with simulated failure are summarized
and reported in Table 2.3.

In addiction, the phase diagram and the power spectra, reported in Fig-
ure 2.8 and Figure 2.9 respectively, demonstrate how the analyzed off-design
conditions, post-flutter and failure, affect the proper system frequency and
the correlation between the states and their derivatives. This latter evidence
remark the necessity to use adaptive control scheme for this type of complex
problem.

The trust region of the quasi-steady aerodynamic model stays within a
range of angle of attack up to 10 degrees. For this reason, the wind speed
increment and the structural failures applied to the plant are modulated so
that the resulting LCOs motion is bounded inside the valid angle of attack
domain. In particular, failure is simulated by a 50% reduction of the stiffness
matrix K nominal value and the post-flutter velocity is 30% higher the flutter
speed, Upost−flutter = 9m/s.

2.1.1.1 Parametric Analysis of the Linearized System

The aeroelastic system described is function of several parameters which
affect its stability and dynamic properties. For a better understanding of
the correlations between the system dynamic properties and its parameters
variation, and to justify the choice of such parameters’ values, a Root-Locus
analysis has been carried out and hereafter reported for sake of complete-
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Figure 2.6: Aeroelastic System Free Response with simulated failure, pitch
angle time histories: (a) at U = 3(m/s) < Uflutter; (b) at U = 5(m/s) =
Uflutter, (c) LCO at U = 7(m/s) > Uflutter, divergence at U = 15(m/s) >
Uflutter.
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Figure 2.7: Aeroelastic System Free Response with simulated failure, plunge
displacement time histories: (a) at U = 3(m/s) < Uflutter; (b) at U =
5(m/s) = Uflutter, (c) LCO at U = 7(m/s) > Uflutter, divergence at U =
15(m/s) > Uflutter.
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Figure 2.8: Aeroelastic system phase diagram comparison.

Figure 2.9: Aeroelastic system power spectra comparison.
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Table 2.4: 2D Aeroelastic Plant Parameters

Parameter Definition

a −0.4
b 0.135(m)
CLα 6.28
Cmα (12 − a)CLα
CLβ 3.35

Cmβ −0.635

xα [0.0873− (b+ ab)]/b

kα
∑5

i=1 τiα
i−1

kh 2844.4(N ·m−1)
ρ 1.225(Kg/m3)
mw = mT 12.387(Kg)
τi [2.8− 32.3 3, 709.7− 24, 195.6 48, 756.9]T

Iα 0.065(Kg ·m2)
cα 0.036(N · sec)
ch 27.43(N ·m−1 · sec−1)

ness. Albeit the system is structurally nonlinear in α, fourth order polyno-
mial stiffness in pitching, the zero-poles analysis of the linearized system,
around an equilibrium condition, returns important information about the
uncontrolled dynamic behavior (proper frequency range and damping) and
its controllability in closed-loop (i.e. the system plant must be non-minimum
phase for model reference adaptive control stability). In addiction, the state-
space formulation of the plant well suites the root-loci technique. First, it
must be pointed out that, since the mathematical model under analysis re-
produces an aeroelastic experimental apparatus, designed and built up to
obtain LCO’s at low speed, the usual path of the roots [68], representative
of the bending and torsional modes, will not be displayed. In fact, the two
modes, usually represented by two real roots on the stable half-plane of the
complex plane when below flutter speed condition, then coalesce in one sin-
gle couple of conjugate complex roots, which is characteristic of a damped
harmonic motion if in the left hand side of the Argand plane (negative real
part), of stable, self-sustained, with a single frequency and constant am-
plitude LCO if Re(λi) = 0, and of divergent oscillations for positive real
part of the eigenvalues. Because of the scientific purpose for which this
aeroelastic system model has been conceived the two modes are always cou-
pled. Consequently, the entire set of root-loci analyzed always reports a
couple of conjugate complex poles, which move in function of the parame-
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ters’ variation imposed for analysis purpose. As shown in Figure 2.10a, the
nonlinearity in the pitch degree of freedom, as in Table 2.4, affects signifi-
cantly the two conjugated poles location, making the system dynamic stable
or not, in function of the initial condition on which the system is linearized.
In particular, in Figure 2.10a, the initial AoA is made variable between 0
and 0.1(rad), with step of ∆α = 0.005(rad). Three different region can be
identified from the poles path observation: an initial stability region from
α = 0 to alpha = 0.06(deg); an unstable region within 0.06 and 0.08 of the
α range; and then another stability region at higher frequency for higher α.
Since α = 0.1(rad) is the usual perturbation imposed to excite the system
to LCOs throughout the whole study, and being interested at this moment
to the effect of the other parameter on the system dynamics, the initial
condition of alpha = 0.1(rad) is chosen as linearization point to pursue the
analysis. Figure 2.10b shows the effect of the wind speed U on the aeroe-
lastic system. As expected, increasing the wind speed the system switches
from a damped stable oscillation regime to a divergent behavior, meeting
stable flutter condition at the imaginary axis crossing point. In particular
U is made variable from 5 to 11 (m/s) at step of ∆U = 1(m/s), crossing the
Im axis at about 8.5 (m/s). This value is fairly different from the nonlinear
plant stable LCO condition because of the linear approximation, which in-
deed can not be used for control algorithm design purpose. However, it is
worth to notice that the effect of the parameter in the linearized model are
exactly the same of the nonlinear model ones, with only slight approxima-
tion on the numerical values. Figure 2.12 shows the combined effect of the
elastic axis variation with the wind speed increment. In this case the wind
speed variation acts emphasizing the a location effect, enlarging the poles
path that it causes. As can be noticed from the graph there is a unique
location of minimum stability margin, otherwise instability is met, while all
the other a locations cause a motion of the poles leftwards in the complex
plane. In particular causing, higher frequency - less damping oscillation for
closer E.A. to the c.g., and lower frequency - higher damping for further po-
sition of E.A. with respect to the c.g. location. In the linear approximation
a is made variable from 0.2 to −0.4 at step of −0.1. Figure 2.12 shows the
effect on the system roots of a simulated failure by means of a percentage
reduction of the stiffness matrix. Figure 2.12a depicts the poles path for K
reduction solely, whereas Figure 2.12b depicts the combined effect of simul-
taneous U increment and K reduction. In the reported investigation, the
stiffness matrix is made variable from a nominal value k reported in Table
2.4 to a Kreduced = 0.2Knom, reducing it by step of 10%, driving the roots
rightwards to the unstable half-plane. The roots are strongly modified both
in proper frequency and damping, despite the slight change in frequency
produced by the wind speed variation. The combined effect of the two pa-
rameters’ variation has a significant impact on the properties of the system,
so to be considered of paramount importance for adaptive control algorithm



2.1. WING-FLAP CONFIGURATION 33

robustness testing in the rest of the performed research.
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(a) α(0) Initial condition effect

Increasing U

(b) U variation effect

Figure 2.10: Root-loci parametric analysis results



2.1. WING-FLAP CONFIGURATION 35

(a) a and U variation effect

Increasing U

Reducing a

(b) a and U variation effect, magnified

Figure 2.11: Root-loci parametric analysis results
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Reducing K

(a) Stiffness variation effect

Increasing U

Reducing K

(b) K and U variation

Figure 2.12: Root-loci parametric analysis results
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2.2 Wing-Spoiler Configuration

Despite scientific aerospace literature of the last decade is densely popu-
lated by several active control algorithm applications to aeroelastic dynamic
systems, as reported in Chapter 1, most of them rely on standard control
surface configuration as single trailing edge flap configuration or double lead-
ing/trailing edge flap configuration. Different research teams have proposed
different control laws and architectures, designed and tested both numeri-
cally, in simulation environment, and experimentally, with wind tunnel tri-
als or flight-testing. In [69, 70, 71], the authors developed and tested their
control algorithms for the Benchmark Active Control Technology (BACT)
Wind-Tunnel Model, while in [72, 73, 74], the authors designed and tested
their control laws for the Nonlinear Aeroelastic Testbed Apparatus (NATA)
[10] at Texas AM University. The control systems developed, including the
most recent neural network [75], adaptive back-stepping [76] and L1 adaptive
controller [10], have been applied to wing models, in simulation or experi-
mental setup, with either a single trailing edge control surface or a combina-
tion of leading and trailing edge control surfaces [77]. However, some issues
related to these classic solutions can be highlighted, such as trailing edge flap
saturation, being the flap displacement usually constrained between +/- 10
degrees, and leading edge slat actuation system complexity. In this research,
a particular attention has been given to the proposal, and investigation of
the effectiveness of an original control architecture, which might represent
a possible alternative or redundant solution to the standard control sur-
face architecture and to possibly resolve the previous mentioned issues.The
proposed novel architecture takes advantage of studies on spoiler effect on
flutter [78], and considers multiple distributed spoilers working collectively,
with predefined opening strategies. Moreover, previous survey on flow con-
trol by hydrodynamics Helmholtz resonators [79], pointed out the efficacy of
leading edge solution in controlling the flow field across the airfoil. Based on
these findings the trailing-edge spoiler configuration has been investigated
as a possible solution for flutter control purpose. The spoilers design opti-
mization has been performed by CFD, while a combination of experimental
and simulation investigations have been used to validate the configuration
properties and to define the best actuation strategy, as explained in detail
in Chapter 5, which the reader is invited to read before the current section,
for a full comprehension purpose. Specifically, a novel coordinated multiple
spoiler actuation strategy is evaluated for flutter suppression, which to the
best of the author knowledge, was not attempted before. The nonlinear
aerodynamic database, experimentally obtained, is coupled with the non-
linear plunging/pitching structural model described in section 2.1. The
implemented model, so designed and built, exhibits a supercritical Hopf-
bifurcation behavior that is a stable Limit Cycle Oscillations (LCOs) past
the flutter speed Uflutter = 7.5(m/s).
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Figure 2.13: Wing-Spoiler configuration, 2D aeroelastic system schematic.

2.2.1 Aerodynamic Mathematical Model

Once manufactured and tested, the wing-spoiler configuration aerodynamic
data, collected by means of the six axes force balance, has been used to build
up the aerodynamic model suitable to be coupled with the structural model
described in section 2.1, so to implement the novel aeroelastic dynamic
system to be controlled by active and adaptive control algorithms and obtain
results on the overall architecture efficacy.

The schematic view of the aeroelastic configuration described is reported
in Figure 2.13, where the isp parameter is the number of active spoiler. As
explained afterward, the deduction and incremental values of lift and pitch-
ing moment are functionally related to the isp parameter and the spoiler
effectiveness factor (ksp), which takes into account the selected spoiler open-
ing sequence. Additionally, it should be noticed that the actuator working
frequencies are one order of magnitude faster than the aeroelastic proper-
ties of the model analyzed and for this reason the actuator dynamics will
be neglected in the model dynamic equations. As an existing wing sec-
tion experimental test article is used, it was chosen not to describe the
aerodynamic force and moment by any preexisting analytical unsteady or
quasi-steady form, as in [64, 80], but rather, using an approach common in
flight simulation [81], by the use of an aerodynamic database experimentally
obtained by wind tunnel testing. This approach allows the nonlinearities,
given by stall and the actual contribution of the spoiler activation strategy
to the aerodynamic loads, to be included into the model formulation. The
equations describing the aeroelastic model of Figure 2.13 are the same of the
wing-trailing edge flap configuration, Section 2.1 equation 2.12, exception
done for the formulation of the external aerodynamic forces’ contributions.
These latter are written as a function of the lift and pitching aerodynamic
moment coefficients and are written by the classical formulation per unit of
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length:

L = ρU2bCL(α,Re, isp, wG(τ))

M = ρU2b2Cm(α,Re, isp, wG(τ))
(2.24)

The experimental aerodynamic coefficients are reported in Figure 2.14,
Figure 2.15 and Figure 2.16. The measured AoA domain is 18 deg. In all
these figures, the lines represent configurations going from 0 (clean) up to all
5 spoiler active. As it can be noticed, according to this approach, nonlinear
stall region of the wing and the nonlinear effect of the spoiler activation
are implicitly included in the formulation. The wing section in post-flutter
conditions exhibits LCOs, hence it is assumed that the aerodynamic angle
of attack used to interpolate the data can be written as:

α =
[
θ +

ḣ

U
(
1

2
− a)b

( θ̇
U

)]
(2.25)

where θ is the geometrical static pitch angle, and the contributions of
the plunge and pitching velocities are taken into account. The analytical
expressions of the lift and aerodynamic moment factoring the experimentally
evaluated coefficients are:

L = ρU2bCLα
[
θ +

ḣ

U
(
1

2
− a)b

( θ̇
U

)]
− ρU2b∆CLsp

M = ρU2b2Cmα
[
θ +

ḣ

U
(
1

2
− a)b

( θ̇
U

)]
− ρU2b2∆Cmsp

(2.26)

Herein, the contribution to lift and pitching aerodynamic moment of the
spoiler is written as a function of the wing angle of attack, flight speed and
number of spoiler opened. The general formulation describing the spoiler
effect on lift coefficient is:

∆CLisp =
∑
i=#sp

(
kδsp

)
i

(
∆CLisp (α)

)
δmax

· (CL)M
(CL)M=0

(LE
LR

)
isp

(2.27)

where
(
kδsp

)
is the single spoiler lift effectiveness factor,

(
∆CLisp (α)δmax

is the single spoiler lift increment at maximum deflection for given AoA,
(CL)M

(CL)M=0
accounts for the compressibility,

(
LE
LR

)
sp

accounts for the flexibility
of the wing section. The summation is extended to the number of operating
spoiler panels, #sp. In the prototyped wing configuration the spoiler works
in a binary on/off mode, with maximum and unique deflection allowed at
85(deg). The airflow is incompressible and the wing properties are lumped
in a single 2D section, which is by rigid definition. Therefore, equation 2.27
reduces to
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∆CLisp =
∑
i=#sp

(
kδsp

)
i

(
∆CLisp (α)

)
δmax

(2.28)

Analogous considerations are applied to the pitching moment coefficient,
which final equation has exactly the same form:

∆Cmisp =
∑
i=#sp

(
kδsp

)
i

(
∆Cmisp (α)

)
δmax

(2.29)

The nonlinear trend of the spoiler aerodynamic increments is attributed
to the nonlinearity of the effectiveness factor, which varies with the number
of the open spoilers, their location and consequently with the predefined
opening strategy.

2.2.2 Aeroelastic System: Equations of Motion

The governing equations of motion of the complete nonlinear aeroelastic
system can be written in the standard compact form as:

[
m mxθb

mxθb Iθ

] [
ḧ

θ̈

]
+

[
ch 0
0 cθ

] [
ḣ

θ̇

]
+

[
kh(h) 0

0 kθ(θ)

] [
h
θ

]
=

[
−L
M

]
(2.30)

where the relevant parameters have already been described in Section
2.1. Substituting the external aerodynamic loads formulation derived in
Section 2.2.1, Equation (2.30) can be explicitly expressed as:

[
m mxθb

mxθb Iθ

] [
ḧ

θ̈

]
+

[
ch + ρUbCLα ρUb2CLα(1/2− a)
ρUb2Cmα cθ − ρUb3Cmα(1/2− a)

] [
ḣ

θ̇

]
+

[
kh(h) ρU2bCLα

0 −ρU2b2Cmα + kθ(θ)

] [
h
θ

]
=

[
−ρb∆CL(isp)
ρb2∆Cm(isp)

]
U2isp.

(2.31)

For control law design purpose, it is useful to convert the system to a
state-space formulation, with state variable vector:

x̄ =


x1
x2
x3
x4

 =


h
θ

ḣ

θ̇

 (2.32)

The forthcoming transformed equations of motion can be written as:

˙̄x = fµ(x̄) + g(x̄)U2isp (2.33)

with
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Table 2.5: System variables for the wing-spoiler configuration.

Parameter Definition

d m(Iθ −mx2θ)b2
k1 Iθkh/d
k2 (IθρbCLα +mxθb

3ρCmα)/d
k3 −mxθbkh/d
k4 (−mxθb2ρCLα −mρb2Cmα)/d
p(x2) (−mxθb/d)kθ(x2)
q(x2) (m/d)kθ(x2)
c1 [Iθ(ch + ρUbCLα) +mxθρUb

3Cmα ]/d
c2 [IθρUb

2CLα(1/2− a)−mxθbcθ +mxθρUb
4Cmθ(1/2− a)]/d

c3 (−mxθbch −mxθρUb2CLθ −mρUb2Cmθ)/d
c4 [mcθ −mxθρUb3CLθ(1/2− a)−mρUb3Cmθ(1/2− a)]/d
g3 (1/d)(−Iθbρ∆CL(isp) +mxθρb

3∆Cm(isp)
g4 (1/d)(mxθb

2ρ∆CL(isp) +mρb2∆Cm(isp)

fµ =


x3
x4

−k1x1 − [k2U
2 + p(x2)]x2 − c1x3 − c2x4

−k3x1 − [k4U
2 + q(x2)]x2 − c3x3 − c4x4

 (2.34)

g(x) =


0
0
g3
g4

 (2.35)

The auxiliary variables defined in Table 2.5 serve to reduce the state-
space formulation into the compact form of Equation (2.33). Again, the
system parametric dependency on the freestream velocity U and also on
the elastic axis location a is gathered and highlighted in the conventional
notation fµ(x) of Eq.(2.34) . Strictly speaking, the subscript µ should be
replaced by the vector of the parameters [U a]. However, in this occasion
the simplified notation is adopted, keeping in mind that the solutions are in
fact a two-parameter family of solutions.
The mathematical formulation used to account for external wind distur-
bances is slightly different from the wing-flap configuration described in
Section 2.1. In this formulation the aeroelastic system equations do not need
to be modified with an additive term to account for gusts acting on the wing
section. In fact, external gust disturbances are applied simply by adding the
contribution given by the gust velocity profile to the aerodynamic angle of
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attack computation, used to interpolate the coefficients database, which in
a two dimensional problem it means to consider ∆αgust = atan(wG(τ)/U).
Herein wG(τ) denotes the vertical component of the disturbance velocity
and τ is a dimensionless time defined as τ = Ut/b. Consequently, the effec-
tive angle of attack formulation, adopted in the actual lift and aerodynamic
moment expressions, is given by:

α =
[
θ +

ḣ

U

(1

2
− a
)
b
( θ̇
U

)
+∆αgust]. (2.36)

For sake of consistency with the aeroelastic system control literature,
three different gust distributions are applied to the aeroelastic model, simi-
larly to [64, 82, 83, 84], as described in section 2.2.3.

2.2.3 External Gust Disturbances

The different gust disturbances, applied to the aeroelastic models with two
different solutions, are hereafter mathematically expressed and their profiles
shown in Figure 2.17.

• Exponential graded gust

wG(τ) = H(τ)w0

(
1− e−

0.75τ
3

)
• Combined sinusoidal and random gust

wG(τ) = w0 sin(6πbτ/U) + dnH(τ)

• Triangular gust of finite duration

wG(τ) = 2w0
τ
τG

(
H(τ)−H(τ − τG

2 )
)

+2 w0(
τ
τG
− 1)

(
H(τ − τG)−H(τ − τG

2 )
)

where H(·) is the Heaviside function, commonly defined as:

H(x) =


0 if x >0
1
2 if x = 0
1 if x <0

(2.37)

and τG = Utg/b, tg = 0.5(sec) is the dimensionless time of the gust.
Referring to Figure 2.17, w0 = 0.07 for cases (a) and (b), whereas in case
(c) w0 = 0.7. The random component in case (b), dnH(τ), is obtained by
filtering white noise with unit variance through a transfer function defined
as Fd(s) = 10−5/(s+ 5).
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Figure 2.14: Wing-Spoiler configuration Aerodynamic Database, lift coeffi-
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2.2.4 Nonlinear Aeroelastic System Properties: Wing-Spoiler
Model

The aerodynamic model, experimentally obtained from the prototype wind
tunnel testing, and coupled to the same structural model of the wing-flap
configuration, has been set up with the same parameters reported in Ta-
ble 2.4, for research consistency purpose. This choice has been made for
the sake of consistency in comparing the two different aerodynamic mod-
els and control surfaces solutions and to allow coherent evaluation of the
dynamic response in time domain of the wing section with the novel actu-
ation system. Moreover, the same type of analysis at flutter, post-flutter
and simulated failure conditions has been done and hereafter reported. The
wing section schematic of the configuration under analysis is reported in
Figure 2.13. First, the time histories of the wing section free response are
reported Figure 2.18, Figure 2.19, Figure 2.20 and Figure 2.21. The pitch
and plunge phase diagram and power spectral density, always referred to the
free uncontrolled response of the wing section, are reported in Figure 2.22
and Figure 2.23. Albeit the structural model is maintained unaltered, the
resulting aeroelastic model exhibits small differences in their dynamic prop-
erties because of the different nature of the two aerodynamic models: linear
and analytic for the wing-flap solution; experimental and fully nonlinear
for the wing-spoiler architecture. In addition, differences in the aerody-
namic loads are introduced by the employment of different airfoils in the
two models: flat plate for the wing-flap solution and NACA 0024 for the
prototyped wing-spoiler configuration. With the settings of Table 2.4 the
aeroelastic model of the prototyped wing section shows a LCO behavior at
the critical wind speed Uflutter = 7.5(m/s) in nominal condition, which is
0.5(m/s) higher than the other wing. The oscillatory response is always ob-
tained by exciting the system with an initial pitch angle state perturbation
of 0.1 radians (5.73(deg)), namely x̄(0) = [h α ḣ α̇] = [0 0.1 0 0].
Figure 2.18 and Figure 2.19 demonstrate how for slower wind speed the
behavior is damped, in contrast with the the results of the previous wing
model implemented in Equations (2.13) and (2.14), the wing-spoiler plant
does not show any divergent behavior beyond a certain wind speed. Pre-
cisely, a proportional relation between the oscillations’ amplitude and the
wind speed is detected instead. The same behavior is observable both in
pitch and plunge degrees of freedom. The analyzed cases and the resulting
dynamic response of the proposed nonlinear aeroelastic system are summa-
rized and reported in Table 2.6. Moreover, even if for nominal structural
condition the flutter speed has an higher value, when a failure is simulated
it remains unchanged with respect to the quasi-steady aerodynamic model.
As for the previous configuration, a reduction of the stiffness matrix by
50%, Kreduced = Knominal/2 has been applied, leading to a modification
of the system proper frequencies and phase, as shown in Figure 2.23 and
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Table 2.6: Free Response Analysis: Spoiler-Plant without Failure

Case (a) Case (b) Case (c) Case (d)

x̄(0) [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0]
Stiffness Knom Knom Knom Knom

Wind Speed 5(m/s) 7.5(m/s) 9(m/s) 15(m/s)
Response Damped LCO LCO Divergent
Proper Freq. — 3.296(Hz) 3.662(Hz) —
Pitch Amp. — 6.12(deg) 7.66(deg) —
Plunge Amp. — 1.91e−3(m) 1.87e−3(m) —

Condition Name Pre-Flutter Flutter Post-Flutter Divergence

Table 2.7: Free Response Analysis: Spoiler-Plant with Failure

Case (a) Case (b) Case (c) Case (d)

x̄(0) [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0] [0, 0.1, 0, 0]
Stiffness Kred Kred Kred Kred

Wind Speed 5(m/s) 7(m/s) 9(m/s) 15(m/s)
Response Damped LCO LCO Divergent
Proper Freq. — 2.319(Hz) 2.686(Hz) —
Pitch Amp. — 6.07(deg) 8.914(deg) —
Plunge Amp. — 2.79e−3(m) 2.88e−3(m) —

Condition Name Pre-Flutter Flutter Post-Flutter Divergence

Figure 2.22. However, despite the unchanged critical velocity Uflutter, an
adaptive control algorithm must be used to accommodate the modification
in the correlation between the states and their derivatives. The analyzed
cases and the resulting dynamic response of the proposed nonlinear aeroe-
lastic system with simulated failure are summarized and reported in Table
2.7.

2.2.4.1 Parametric Analysis of the Linearized Wing-Spoiler Plant

To study the effect of the aerodynamic model experimentally obtained and
implemented on the wing-spoiler configuration aeroelastic system the same
parametric analysis, presented for the wing-flap configuration, has been car-
ried out. It consists of a Root-Locus analysis of the linearized model for
different values of the parameters that significantly affect the dynamic fea-
tures of the wing LCO motion, with the objective of identifying the stability
margin of the plant. The same considerations, discussed in Section 2.1.1.1
can be drawn about the validity and interest of the current analysis. The
outcomes of the analysis confirm what has been observed for the previous
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Figure 2.18: Prototyped aeroelastic System Free Response, pitch angle time
histories: (a) at U = 5(m/s) < Uflutter; (b) at U = 7.5(m/s) = Uflutter, (c)
at U = 9(m/s) > Uflutter, at U = 15(m/s) > Uflutter.
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Figure 2.19: Prototyped aeroelastic System Free Response, plunge displace-
menttime histories: (a) at U = 5(m/s) < Uflutter; (b) at U = 7.5(m/s) =
Uflutter, (c) at U = 9(m/s) > Uflutter, at U = 15(m/s) > Uflutter.
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Figure 2.20: Prototyped aeroelastic system free response with simulated
failure, pitch angle time histories: (a) at U = 5(m/s) < Uflutter; (b) at U =
7(m/s) = Uflutter, (c) at U = 9(m/s) > Uflutter, at U = 15(m/s) > Uflutter.
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Figure 2.21: Prototyped aeroelastic system free response with simulated
failure, plunge displacement time histories: (a) at U = 5(m/s) < Uflutter;
(b) at U = 7(m/s) = Uflutter, (c) at U = 9(m/s) > Uflutter, at U =
15(m/s) > Uflutter.
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Figure 2.22: Prototype aeroelastic system phase diagram comparison.
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Figure 2.23: Prototype aeroelastic system power spectra comparison.
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configuration, with some differences in the pole values due to the different
airfoil used in the two configurations. In Figure 2.24a shows the effects of
the initial angle of attack on the two conjugated poles location. The discon-
tinuity of the root path can be attributed to the nonlinearity in the pitch
degree of freedom (Table 2.4). In particular, the initial pitch angle is made
variable between 0 and 0.1(rad), with steps of ∆α = 0.005(rad). Three
different regions can be identified from the poles path observation: an ini-
tial stability region from α = 0 to alpha = 0.065(deg); an unstable region
within 0.065 and 0.075 of the α range; and then another stability region at
higher frequency for higher α. As α = 0.1(rad) is the usual perturbation
imposed to excite the system to LCOs throughout the whole study, this
condition is chosen as linearization point to pursue the rest of the analy-
sis. Figure 2.24b shows the effect of the wind speed U on the aeroelastic
system. As expected, the wind speed increment causes the system transi-
tion from stable to unstable. The stable flutter condition, not damped nor
excited, would have been met at the imaginary axis crossing point, if the
model were intrinsically linear. In fact, U is varied from 5 to 11 (m/s) with
steps of ∆U = 1(m/s), crossing the Im axis at about 6.5(m/s). This value
is 1(m/s) lower than the nonlinear plant stable LCO condition because of
the linear approximation. However, this discrepancy does not invalidate the
results of the root-locus analysis which is not performed for control algo-
rithm design purpose, but merely to reproduces qualitatively the impact of
the several plant parameters on the plant dynamics. Figure 2.25 shows the
combined effect of the elastic axis variation with the wind speed increment.
In this case the wind speed variation acts emphasizing the a location ef-
fect, stretching the relevant the poles path. As it can be noticed from the
same plot there is a unique location of minimum a below which instability
is met. This can be seen as a stability margin for the wing section, as all the
other a values move the poles leftwards in the stable complex half-plane.
In particular, it can be noticed that as the E.A. approaches the c.g. the
oscillations occurs at higher frequency and lower damping. The opposite
behavior is detected when the E.A. moves further from c.g. In the linear
approximation a is varied from 0.2 to −0.4 with steps of −0.1, and a trend
inversion occurs when a = 0 is crossed. Figure 2.26 shows the effect on the
system roots for a failure simulated by means of a percentage reduction of
the stiffness matrix. Figure 2.26a concerns a K reduction solely, whereas
Figure 2.26b shows the combined effect of simultaneous U increment and K
reduction. In this case, the stiffness matrix is varied from the nominal K
value, reported in Table 2.4, to a value of Kreduced = 0.2Knom, with steps
of 10%. The primarily effect is to drive the roots rightwards, towards the
unstable half-plane. Again, the analysis on the combined effect emphasize
the importance of considering the variation of both parameters to test the
robustness of adaptive control algorithm.
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Figure 2.24: Spoiler plant root-loci parametric analysis results
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(a) a and U variation effect

Increasing U

Reducing a

(b) a and U variation effect, magnified

Figure 2.25: Spoiler plant root-loci parametric analysis results
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Figure 2.26: Spoiler plant root-loci parametric analysis results
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Chapter 3

Model Reference Adaptive
Control Algorithms

Flutter instability of nonlinear aeroelastic systems (structurally and/or aero-
dynamically speaking) represents a critical condition to test and validate
control algorithm, [85, 66, 76] are case in point. On the benchmark 2D
aeroelastic model, described in Section 2.1, several linear and nonlinear ac-
tive controllers [86, 72, 69] as well as various adaptive control schemes [75,
10] have been tested. In spite of the recent years flourishing literature on
aeroelastic adaptive controls, there is a noted lack of robustness and sensitiv-
ity analysis with respect to structural proprieties degradation which might
be associated with a structural failure. Structural mode frequencies and
aeroelastic response, including Limit Cycle Oscillations (LCOs) characteris-
tics, are significantly affected by changes in stiffness. This leads to a great
interest in evaluating and comparing the adaptation capabilities of different
control architectures subjected to large plant uncertainties and unmodeled
dynamics.
The classical wing-flap configuration used as benchmark for flutter suppres-
sion active controller testing and performance evaluation has been illustrated
and discussed in detail in Section 2.1.

The contribution of this Chapter lies in the derivation and implementa-
tion of several output feedback Model Reference Adaptive Control (MRAC)
and L1 adaptive control solutions for the wing-flap configuration of the 2D
aeroelastic nonlinear systems first, and in evaluating the robustness of differ-
ent control strategies to damage leading to the deterioration of the structural
stiffness characteristics. The more robust control algorithm is also imple-
mented to control the wing-spoiler configuration design, manufactured and
mathematically modeled in this work, Section 2.2. The Standard MRAC,
a Modified MRAC for transient and tracking performance improvement, a
basic L1 adaptive controller and a modified L1 are the four model-reference
adaptive control solutions analyzed. The standard direct MRAC solution
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[87] serves as threshold to assess whether or not the more complex algo-
rithms are an effective improvement to it. Both Modified Model Reference
[87] and the two L1 adaptive controllers [5], which embody different modi-
fications to the standard scheme with the intent to improve robustness and
performance at the same time, are proposed in this work. For consistency
of the analysis, all the adaptive scheme solutions are derived for the same
control objective, [76, 74, 73, 75, 10], and are applied to the same aeroelas-
tic plant, which equation of motion are from Eq. 2.18, 2.19 and 2.20. The
model has pitch polynomial type structural nonlinearities and uses a single
trailing-edge control surface.

3.1 Control Objective

The control objective is to suppress the aeroelastic oscillatory motion of the
system by driving the pitch angle α to a constant set point, typically zero
degrees, while adaptively compensating for uncertainties in all parameters
of the model and the nonlinearities. In this particular research, it is as-
sumed that the only available states for feedback are xobservable =

[
α α̇

]
.

Whether the pitch regulation is achieved, the plunging motion is conse-
quently damped-out, as proven in literature multiple times, thus, the sys-
tem is fully controllable [88], xcontrollable =

[
h α ḣ α̇

]
. The aeroelastic

system equations are rewritten into amenable form as to fit the problem
formulation for each control scheme. A detailed description of the various
architectures, control, and adaptive laws is supplied next to highlight all the
differences between them.

3.2 Standard MRAC

Equation (2.18), which represent the state-space formulation of the wing-flap
non linear aeroelastic system, can be rewritten in amenable form for a stan-
dard MRAC formulation. Considering that g(x) consists of constants, and
partitioning fµ(x) in the constant and variable part, the nonlinear aeroelas-
tic system to be controlled belongs to a class of plant described by

ẋ(t) = Af(x, t) +Bu(t) (3.1)

where A and B are constant matrix, f(x, t) is a nonlinear function and
u(t) is the control signal. For control law design purpose, the unknown
component of the state matrix and nonlinear function can be decomposed
from the known part as follow:

A = A∗ + ∆A

f(x, t) = f∗ + ∆f(x, t)

B = B∗ + ∆B

(3.2)
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where the superscript (·)∗ denotes the nominal values and ∆A, ∆f(x, t)
and ∆B denote the uncertainties of A, f(x, t) and B, respectively. Hence,
the system equation dynamic can be expressed as

ẋ(t) = A∗f∗(x, t)+
(
A∗∆f(x, t)+f∗(x, t)∆A+∆A∆f(x, t)

)
+
(
B∗+∆B

)
u(t).
(3.3)

The previous equation, Eq. (3.3), is usually re-written in the following
form amenable to model reference control law formulation:

ẋ(t) = Amx(t) +Bθ∗
T
x(t) +Bu(t) (3.4)

where x ∈ Rn is the state vector, assumed to be measurable (n = 2), u ∈
R is the control input, θ∗ ∈ Rn is an unknown parameter vector belonging
to a known compact convex set Ω ∈ Rn, Am ∈ Rn×n is Hurwitz [89] and
with B ∈ Rn are known, and the pair (Am;B) is controllable. As proven in
[87], the fact that the parameter θ∗ appears linearly does not mean that the
dynamic are linear, [87]. For a standard MRAC scheme, the control problem
lies in choosing u(t) such that all the states x(t) in the closed-loop system are
uniformly bounded and track the state vector of a desired reference model,
described as follows

ẋm(t) = Amxm(t) +Bmr(t), xm(0) = x0 (3.5)

both in transient and in steady-state for any bounded reference signal
r(t). The standard MRAC solution to this problem is based on the states
error between the plant and the reference model [87] defined as

e(t) = x(t)− xm(t) (3.6)

from which the unknown parameter vector θ∗(t) is estimated by

˙̂
θ(t) = proj

(
ΓeT (t)PB(t)

)
, θ̂(0) = θ̂0 ∈ Ω (3.7)

and the associated control law is

u(t) = −θ̂Tx(t) + k0r(t) (3.8)

where θ̂(t) is the estimate of the unknown parameters θ∗(t). Γ > 0 is
the adaptive gain, e is the tracking error, and P = P t is the solution of the
Lyapunov equation PAm + ATmP = −I. the projection operator is used to
constrain θ̂(t) inside the compact set Ω for all t and is defined in [87] and
[5]. For the particular application considered, the reference signal r(t) is
simply a constant set point, the elastic response has to damp-out with time
to zero, which reduces the system to a regulation problem. The controller
design parameters for the reference model are selected as follows:
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Figure 3.1: Standard MRAC scheme architecture

Am =

[
0 1
−0.3 −1

]
;Bm =

[
0
4

]
;x0 =

[
0

0.1

]
; r(t) = 0; (3.9)

while the adaptive parameters are

P = 500 · I; Γ = 10;B =

[
1

0.1

]
; Ω ∈ [−5 5]; θ̂(0) =

[
0
0

]
. (3.10)

The block diagram of the standard MRAC scheme architecture is re-
ported in Figure 3.1, to better identify the main elements of the described
closed-loop configuration.

3.3 Modified MRAC

The control algorithm, hereafter obtained for flutter suppression purpose, is
a modification of the standard MRAC scheme for transient performance and
tracking error enhancement [90, 87]. For sake of simplicity it will be named
as Modified MRAC in the rest of the discussion. It is essentially based on an
enrichment of the feedback signal, by means of a signal filtering operation
in a particular location of the closed-loop scheme, which differ significantly
from the one proposed for the L1 adaptive control scheme [91], obtained
and described in Section 3.4. The problem formulation is still a model
reference-tracking problem; however, the controller derivation is based on a
parametric expression of equation (3.4) and the adaptive and control laws
work on normalized signals, which increase the robustness of this scheme.
Equation (3.4) can be rewritten as

x(t) = Wb(s)
[
θ∗
T
x(t)

]
+Wb(s)[u(t)] (3.11)
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where Wb(s) = (sI−Am)−1B. Based on (Am;B) controllability, a vector
c0 ∈ Rn is defined so that Wm(s)

.
= cT0Wb(s) is a strictly proper minimum-

phase transfer function. The parametric expression of the model is conse-
quently written as

z(t) = θ∗
T
φ(t) (3.12)

where z(t) = cT0 x(t) − Wm(s)[u(t)] and φ(t) = Wm(s)[x(t)] are avail-
able for measurements. The structure and parameters of the unmodeled
dynamics are assumed unknown. Performance improvement is obtained by
enriching the control signal with an auxiliary input ua, which involves the
above mentioned feedback signal filtering

u(t) = −θ̂T (t)x(t) + k0r(t) + ua(t) (3.13)

where

ua(t) = −Q(s)[εm2
s +Wc0(s)[Wb(s)[x

T (t)]
˙̂
θ(t)]] (3.14)

Herein, Wc0(s) = −cT0 (sI −Am)−1, Q(s) = Wm(s)−1/(τs+ 1)n
∗

and n∗

is the relative degree of Wm(s), while τ > 0 is a design parameter. The
associated adaptive law is expressed as

˙̂
θ(t) = proj

(
P (t)ε(t)φ(t)

)
, θ̂(0) = θ̂0 ∈ Ω (3.15)

Ṗ (t) = −P (t)
φ(t)φT (t)

m2
s

P (t), P (0) = P0 (3.16)

where ε is the estimation error and is defined as ε(t) = (z(t)−θ̂Tφ(t))
m2
s

. The

normalizing signal is m2
s(t) = 1 + φT (t)φ(t), and it is designed to guarantee

boundedness of |φ(t)ms
(t)|, independently whether φ(t) is bounded or not. It

must be noticed that , in this formulation, P is a function of time and
not a constant matrix, as in all the other model reference adaptive control
laws investigated in this research work. Stability and convergence proof of
this robust adaptive law are reported in [87]. For consistency, the reference
model state matrix, the initial conditions, θ̂ convex set and P (0) are set
identical to the other control schemes, eq. (3.10) while the different design
parameters are set as follows

τ = 0.5; c0 = [1 1]T . (3.17)

It can be noticed that the filter Q(s) has a similar expression to the L1

filter C(s), derived in Section 3.4. However, since it appears in a different
location of the control schemes and operates on different signals, the two
behaviors are fundamentally different as shown in the Chapter 4.
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Figure 3.2: Modified MRAC scheme architecture

Figure 3.2 shows the closed-loop architecture of the MRAC scheme modi-
fied for transient and steady-state tracking error performance improvement.
As noticeable, the tracking error is not feed-backed to contribute to the
control command computation. This is due to the parametric formulation
adopted in the control law formulation, which include the model reference
dynamics, to be followed by the nonlinear aeroelastic system, implicitly in
Eq. (3.11) and (3.12). Normalization, on the estimation error block, bounds
the error dynamics making the closed-loop more robust. It is also worth to
point out the filter location and the signals on which it operates, that is the
key difference with respect the L1 control architecture. It is placed before
the control signal u(t) computation and serves as enriching signal operat-
ing on the adaptive parameter derivative estimation, the actual parametric
states and the actual estimated error signals.

3.4 L1 Adaptive Control

The L1 control problem has the same formulation of the standard MRAC
since it is defined as a tracking problem between the system dynamics, eq,
(3.4) and the reference model dynamics, eq. (3.5). However, the solution,
whose detailed derivation can be found in [5], slightly differs being based on
a state predictor error

x̃(t) = x(t)− x̂(t) (3.18)

instead of the tracking error as in equation (3.6). The state predictor
dynamics is given by

˙̂x(t) = Amx̂(t) +B(θ̂Tx(t) + u(t)), x̂(0) = x0 (3.19)
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where Am is the same Hurwitz matrix in eq. (3.5), x̂(t) are the predicted
states, x(t) are the actual sytsem states, u(t) is the control signal and θ̂ is
again the unknown parameters estimation computed by the adaptive law

˙̂
θ(t) = proj

(
Γx̃T (t)PBx(t)

)
, θ̂(0) = θ̂0 ∈ Ω (3.20)

The associate control law is defined as

u(t) = C(s)[−θ̂T (t)x(t) + k0r(t)] (3.21)

where C(s) is a stable strictly proper transfer function, with C(0) = 1.
This is a first-order low-pass filter, which assumes the form

C(s) =
1

ks+ 1
(3.22)

with k > 0 being the design parameter. To guarantee stability and
convergence, the condition ||Wb(s)(C(s)− 1)||1θmax < 1 must be respected,
where Wb(s) = (sI −Am)−1B and θmax is an upper bound for ||θ̂||1. Γ and
P have the same meaning as (3.7). However, contrary to the MRAC theory,
the adaptive gain Γ in the L1 adaptive control scheme is not subject to any
stability constraint, because of the decoupling of the adaptive law dynamics
from the system dynamics operated by the filter, placed in that particular
location of the closed-loop architecture. This allows the designer to increase
Γ to very high values for faster adaptivity, without affecting the controller
robustness [5]. On these theoretical bases, the controller design parameters
have been selected as follows:

Am =

[
0 1
−0.3 −1

]
;B =

[
1

0.1

]
;x0 =

[
0

0.1

]
; k = 0.015; (3.23)

P = 500 · I; Γ = 107; Ω ∈ [−5 5]; θ̂(0) =

[
0
0

]
. (3.24)

where the reference model state and control matrices, as well as the
convex set boundaries for the adaptive parameters estimation and P are
maintained equal to (3.10), for consistency of the analysis. Herein, the filter
is tuned by trial and error and the adaptive gain is set high as suggest in
[5]. Figure 3.3 shows the main element of the L1 control architecture. The
firs difference, with respect to the standard MRAC configuration, lies in the
definition of a state estimator to generate the tracking error on which the
adaptive law operates. However, the model reference dynamic response, to
be followed by the plant, is implicitly included in its mathematical formu-
lation, as eq. (3.19) clearly explain. The key point is the presence of the
filter C(s) that works on the control signal u, which has exactly the same
formulation of a standard MRAC scheme. The location of the filter, justified
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Figure 3.3: L1 scheme architecture

by the needs to cancel out the spurious oscillations of the adaptive parame-
ters integration, caused by the extremely high gain imposed that makes the
differential equation of the adaptive law too stiff, has been proven in [91]
to reduce the robust stability margins, of a standard MRAC, in presence of
unmodeled dynamics.

3.5 L1 Adaptive Control for Uncertain Input Gain

Even the 2D nonlinear dynamic aeroelastic system, objective of all the im-
plemented adaptive control scheme and described by equations (2.18) and
(2.12), belongs to the class of plant (3.1), as far as model reference adaptive
control is concerned, though, based on the discouraging results obtained by
the L1 adaptive control standard scheme, another L1 control architecture,
thought for system with uncertain input gain, is implemented to improve
the aeroelastic flutter suppression performances, [92]. The theory behind
and the proof of stability can be found in [5]. Considering the nonlinearities
of the aeroelastic system collected with the input uncertainties, it is possible
to interpret eq. (2.18) as

ẋ(t) = Amx(t) +Bm[wu+ fn(x, t)] (3.25)

with fn(x, t) a new unknown nonlinear function and Bm = [0 b1m ] a
nominal value of the uncertain parameter B1 = B1mw, where B1m is a known
nominal value and w is an unknown parameter satisfying

0 < wl ≤ w ≤ wu (3.26)

where are wl and wu are the lower and upper bounds respectively for the
uncertain parameter w. If written as in eq. (3.25), the aeroelastic plant can
be treated as belonging to a more general class of plant, of which the previous
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considered class in eq. (3.4) is a minimization with less uncertainties, that
is written as follows:

ẋ(t) = Amx(t) +B(ωu(t) + θTx(t) + σ(t)), x(0) = 0;

y(t) = CTx(t);
(3.27)

where x(t) ∈ Rn is the measured system state vector (xmeasured), u(t) ∈
R is the control input and y(t) ∈ Rn is the regulated output in this case equal
to measured states since C = I ∈ Rn; b ∈ Rn is a known constant vector;
Am ∈ Rn×n is the known Hurwitz martix describing the desired closed-loop
dynamic; ω ∈ R is an unknown constant with known sign; θ(t) ∈ Rn is the
vector of time varying unknown parameters; and σ(t) ∈ R are the model
input disturbances.
As for the previous L1 control scheme the adaptation law is based on the
prediction error

x̃(t) = x(t)− x̂(t) (3.28)

and so forth on the state prediction model, which in this case is written
as:

˙̂x(t) = Amx̂(t) +B(ω̂u(t) + θ̂Tx(t) + σ̂(t)), x̂(0) = 0; (3.29)

which has obviously the same mathematical structure of the general
class of plant, eq. (3.27), with the exception that the ω̂, θ̂ and σ̂ are the
adaptive estimation of the respective parameter without hat symbol. As
a consequence, in this case each of the unknown parameter needs to be
estimated and has its own projection based adaptive laws, as follows:

˙̂
θ(t) = Γproj(θ̂(t),−x̃T (t)PBx(t)), θ̂(0) = θ̂0

˙̂σ(t) = Γproj(σ̂(t),−x̃T (t)PB), σ̂(0) = σ̂0

˙̂ω(t) = Γproj(ω̂(t),−x̃T (t)PBu(t)), ω̂(0) = ω̂0

(3.30)

where, as in Section 3.4, x̃ = x̂ − x, Γ ∈ R+ is the adaptation gain
and P is the solution of the Lyapunov equation PAm + ATmP = −Q, with
Q a chosen matrix positive definite. The projection operator contains the
estimation of the each parameter inside a superimposed bounded convex set,
so that ω ∈ Ω = [ωl ωu], θ ∈ Θ = [θl θu] and σ ∈ ∆ = [σl σu]. Also the
control law is function itself of the estimated parameters, as follows:

u(s) = −kD(s)(η̂(s)− kgr(s)) (3.31)

where r(s) is the Laplace transform of r(t), which for the regulation
problem under investigation goes to zero, kg = −1/(CTA−1

m B) by definition,
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Figure 3.4: L1 for unknown input gain, scheme architecture

η̂(s) is the Laplace transform of η̂(t) = ω̂u(t)+θ̂Tx(t)+σ̂ that is the adaptive
term, k > 0 and D(s) are a feedback gain and a strictly proper transfer
function, usually simply D(s) = 1/s. The final set of parameters is reported
hereafter:

Am =

[
0 1
−4 −7

]
;Q =

[
10 0
0 10

]
; k = 1; (3.32)

P =

[
12.3214 1.25

1.25 0.8929

]
; Γ = 107;

(3.33)

Ω ∈ [−1.7 1.7]; Θ ∈ [−1.5 1.5]; ∆ ∈ [−0.5 0.5]. (3.34)

Figure 3.4 shows the closed-loop architecture for the more general L1

control law examined. It is similar to Figure 3.3 with the exception that
more unknowns are tolerated, since the adaptive parameters estimation op-
erates on states, control input and disturbances at the same time. This
control law actually perform better than the standard L1 discussed in Sec-
tion 3.4, as will be explain in the Simulation and Results section. However,
as clearly noticeable from the design parameter values in Equation (3.33),
the control law requires a more demanding tuning work aimed to narrow
the domain of existence of the uncertainties estimated parameters for per-
formance improvement, especially as far as convergence time is concerned.



Chapter 4

Simulation Results

To test and verify the control algorithm performances, their robustness and
fastness in adaptation, an extensive set of simulations is carried out with the
two degrees of freedom aeroelastic model, plunging and pitching, with both
the actuation configurations presented in Chapter 2. First the trailing edge
control surface solution is considered to assess which of the model reference
adaptive control law better fits the proposed problem. The performances
are assessed, through the closed-loop time-response analysis in a variety of
circumstances. The verification and validation plan is defined by stressing
the aeroelastic system with extreme off-design configurations in terms of
external aerodynamic forces, derived from post-flutter wind speed and gust
application, and in terms of modification of the internal plant parameters,
such as the stiffness reduction induced by structural failures. To validated
the overall control architecture effectiveness, only the more robust control
law is subsequently applied to the novel designed actuation system, based
on a multiple spoiler stripe located ahead of the wing aerodynamic center
as described in Section 2.2.

4.1 Flutter Suppression for the Wing-Flap Con-
figuration

The dynamic properties of the proposed wing-flap aeroelastic plant, whose
parameters are reported in Table 2.1, has been deeply investigated in Chap-
ter 2. The model shows an LCO behavior at the critical wind speed Uflutter =
7(m/s) in nominal condition, which drops down to 5(m/s) when the simu-
lated failure is applied. The trust region of the quasi-steady aerodynamic
model stays within a range of angle of attack up to 10 degrees. For this
reason, the wind speed increment and the structural stiffness reduction are
modulated so that the resulting LCOs motion is bounded within the valid
angle of attack domain. In particular, failure is simulated by a 50% reduc-
tion of the stiffness matrix Knominal. The post-flutter velocity is imposed
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Table 4.1: Simulation Cases

Case 1-2 Case 3-4 Case 5-6 Case 7

UC.L. (m/s) 7 7 9 9
K (% of Knom) 100% 50% 100% 50%
tON 0-10 0-10 0-10 0
Uflutter (m/s) 7 5 7 5

30% higher than the flutter speed, Upost−flutter = 9(m/s). The features of
the model free dynamic motion, in the design and off-design proposed con-
ditions, are reported and discussed in Chapter 2. Testing and verification
of the adaptive control schemes is carried out by perturbing the aeroelastic
system with an initial pitch angle α = 0.1(rad) = 5.73(deg) and monitoring
the controller as well as the plunging and pitching response evaluated in
the simulation environment. Despite the large number of performed simu-
lations, only the most meaningful cases are reported and discussed. They
are summarized in Table 4.1, where each case is characterized by the closed-
loop wind speed UCL, the plant stiffness matrix value K, the controller
activation time tON and the open-loop flutter speed Uflutter of the actual
configuration. The two different activation time instants serve to evaluate
the controller capability of suppressing flutter from LCOs established regime
(tON = 10) or not. It is noticed that, for the combined post-flutter and re-
duced stiffness condition (case 7), the system is controlled only at 0 sec to
avoid unreasonable values of the pitch angle. The numerical integration in
all the simulations is performed using a fourth-order Runge-Kutta with a
sampling time ts = 0.001(sec).

Firstly, the overall test campaign reported in the following figures shows
that the problem is well posed since all the adaptive schemes are able to
control the system, independently from the activation time of the controller
(LCOs established or not). The robustness and adaptive capabilities of each
individual control scheme are hereafter discussed. Despite the significant
variations in the aeroelastic system dynamics (in terms of LCOs frequency
and amplitude) due to the imposed initial conditions, the convergence time
of each control scheme remains satisfactory. However, the two Modified
control schemes exhibit a small performance deterioration when activated
from an LCO established regime. Viceversa, the standard MRAC, as ex-
pected, shows slow adaptation rate and subsequently poor performance in
time domain, regulating the plant in about 10 sec, when activated at time
zero (Figure 4.2a, Figure 4.3a, Figure 4.4a and Figure 4.5). On the other
hand, the standard MRAC scheme exhibits a faster behavior, converging
in about 1 sec, when activated at time 10 sec, with fully established LCOs
(Figure 4.2b, Figure 4.3b and Figure 4.4b). This is due to the presence,
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in this last condition, of a higher α̇ that enriches the feedback signal, re-
ducing the convergence time. A quite similar response is observed for the
standard L1 control scheme, as illustrated from Figure 4.10a to Figure 4.13.
The only perceivable difference, from the standard MRAC response, is the
introduction of high frequency oscillations in the control signal, as clearly
noticeable in Figure 4.10a, Figure 4.11a, Figure 4.12a and Figure 4.13, when
the controller is active at time zero. These oscillations derive from the adap-
tive law computation algorithm, as shown in Figure 4.1. The cause of these
oscillations is the extremely high value of the adaptive gain Γ that makes
the differential equation too stiff to be solved with a reasonable discrete
time integration step. Thus, the unknown parameters solution oscillates,
constrained by the proj operator bounds, and propagates mildly damped
by the filter and the system dynamic, in the observed state. The same be-
havior is noticeable in both the L1 scheme, sensibly worse for the modified
L1 where convergence of the unknown parameters is never reached. How-
ever, the filter of the modified L1 has a more narrow passing band which
prevent the oscillation to propagate up to the states through the control
signal command. For the standard L1 the oscillation propagation is re-
duced for LCO induced conditions, when activation time is at 10 sec, always
for the presence of a higher α̇ which helps the adaptation law to converge
faster. In addition, it is worth pointing out that, for both the L1 adaptive
control schemes, the adaptive law needs to be constantly fed by the plant
observable states, xobs = [α α̇], even if the control signal is not passed
through the plant. On the contrary, the MRAC schemes do not need to stay
connected to the plant to make the adaptive parameters evolve, as in the
previous case. This is also a contributory cause to the unexpected better
performance of the L1 controller when activated at 10 seconds with LCO
established. In fact, after ten seconds from the controller activation, the
adaptive parameter estimation has almost reached convergence to the real
solution. Figure 4.6a through Figure 4.9 report the system response and the
control command time-histories when the plant is controlled by the Modified
MRAC scheme. This control law shows a fast, about 1.5 sec, and robust
response that does not depend on the activation time. The states’ trajectory
to the stationary condition depends on the states’ value at the activation
time instant. Smooth convergence of the adaptive parameters estimation is
verified through the entire simulation test campaign; Figure 4.1 is an exam-
ple. A drawback of the Modified MRAC scheme is that it has the highest
overshoot among the four control methods, so that command saturation is
often reached (Figure 4.6a through Figure 4.9, subplots (e)). This is caused
by the adjunct control signal ua of Equation (3.14), whose primary function
is to enrich the signal for faster response and reduced tracking error. As far
as the improved L1, is concerned Figure 4.14a through Figure 4.17 must be
analyzed. The response is clearly improved, in terms of time to regulate the
system, with respect to the standard L1 scheme considered. In addition,
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the dynamic behavior as a function of the activation time is opposite to
the standard L1, so it deteriorates if activated at t = 10(sec). Moreover, it
shows an unexpected high sensitivity to wind speed and structural stiffness,
with a noticeable steady state tracking error, as shown in Figure 4.17 for
case 7. This behavior is due to the very narrow band of the filter which
is designed and optimized for nominal plant condition. The narrowness of
the filter passing band is associated, in this case, to the high order of the
filter which introduces tuning issues and loss in adaptivity. However, the
so designed filter is beneficial to prevent the propagation of the high fre-
quency oscillations through the states. To conclude, the Standard MRAC
and the two L1 control schemes exhibit reduced robustness with respect to
the Modified MRAC scheme, which can be faster or slower depending on
the activation time, or more properly depending on the actual state values
at the controller activation. This inconsistent behavior is also due to the
dependency of the unknown parameters estimation law from the state error
values (e(t) for the MRAC schemes or x̃(t) for the L1). The closer the ac-
tual states are to the reference model or the estimated states, the faster is
the response. This is a common behavior for any reference model control
architecture, but it is strongly reduced in the Modified MRAC scheme by
the employment of the enriching signal ua.

Figure 4.1: Example of unknown parameters estimation convergence. Flight
condition case 1: Flutter speed and Nominal stiffness. a) Standard MRAC;
b) Modified MRAC; c) Standard L1; d) Modified L1
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(a) Standard MRAC time response, simulation case 1

(b) Standard MRAC time response, simulation case 2

Figure 4.2: Standard MRAC time response, simulation case 1-2
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(a) Standard MRAC time response, simulation case 3

(b) Standard MRAC time response, simulation case 4

Figure 4.3: Standard MRAC time response, simulation case 3-4
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(a) Standard MRAC time response, simulation case 5

(b) Standard MRAC time response, simulation case 6

Figure 4.4: Standard MRAC time response, simulation case 5-6
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Figure 4.5: Standard MRAC time response, simulation case 7
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(a) Modified MRAC time response, simulation case 1

(b) Modified MRAC time response, simulation case 2

Figure 4.6: Modified MRAC time response, simulation case 1-2
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(a) Modified MRAC time response, simulation case 3

(b) Modified MRAC time response, simulation case 4

Figure 4.7: Modified MRAC time response, simulation case 3-4
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(a) Modified MRAC time response, simulation case 5

(b) Modified MRAC time response, simulation case 6

Figure 4.8: Modified MRAC time response, simulation case 5-6
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Figure 4.9: Modified MRAC time response, simulation case 7
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(a) Standard L1 time response, simulation case 1

(b) Standard L1 time response, simulation case 2

Figure 4.10: Standard L1 time response, simulation case 1-2
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(a) Standard L1 time response, simulation case 3

(b) Standard L1 time response, simulation case 4

Figure 4.11: Standard L1 time response, simulation case 3-4
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(a) Standard L1 time response, simulation case 5

(b) Standard L1 time response, simulation case 6

Figure 4.12: Standard L1 time response, simulation case 5-6
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Figure 4.13: Standard L1 time response, simulation case 7
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(a) Modified L1 time response, simulation case 1

(b) Modified L1 time response, simulation case 2

Figure 4.14: Modified L1 time response, simulation case 1-2
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(a) Modified L1 time response, simulation case 3

(b) Modified L1 time response, simulation case 4

Figure 4.15: Modified L1 time response, simulation case 3-4
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(a) Modified L1 time response, simulation case 5

(b) Modified L1 time response, simulation case 6

Figure 4.16: Modified L1 time response, simulation case 5-6
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Figure 4.17: Modified L1 time response, simulation case 7
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Table 4.2: Gust Analysis: Simulation Cases

Case 1-3 Case 4-6 Case 7-9

UC.L. (m/s) 7 7 9
K (% of Knom) 100% 50% 50%
Gust type a), b), c) a), b), c) a), b), c)

4.2 Flutter Suppression Despite Gusts Loads: Wing-
Flap Configuration

To verify the disturbance rejection capabilities of the implemented control
schemes, numerical simulations are repeated to include external gusts. As
previously described in Section 2.2.3, and shown in Figure 2.17, the ap-
plied gusts have the following trend: a) exponential, b) combined random
and sinusoidal and c) triangular gusts. The closed-loop system response
is monitored by observing the time histories of the angle of attack, that
is the controlled state as well as the variable on which the disturbance is
primarily acting. The presented results are gathered for control scheme
typology. Hence, first the response of the standard and modified MRAC
schemes are collected and reported, followed by the standard and modified
L1. For a comprehensive analysis, the aeroelastic model has been tested at
three critical conditions: nominal, reduced stiffness solely and post-flutter
combined with reduced stiffness. This makes a total amount of nine test
cases reported as in Table 4.2. Controller activation is always triggered at
time zero. Figure 4.18 and Figure 4.19a first demonstrate the higher ro-
bustness and fastness of the modified MRAC scheme w.r.t. the standard
one. Analyzing the different subplots for each condition, it can be noticed
how the modified scheme is less sensitive to the gust typology applied. On
the contrary, the standard MRAC scheme reflects the gust trend, exhibiting
residual oscillations when combined sinusoidal and random gust is applied
(case b), or an higher peak when triangular gust is active (case c)) and a
longer convergence time for exponential gust (case a)). What impacts more
the modified scheme response is the variation of the flight condition, mak-
ing the regulation slightly slower going from Figure 4.18a to Figure 4.19a.
As far as the two L1 schemes are concerned, Figure 4.20 and Figure 4.20b,
the same consideration can be drawn. The residual oscillation effect is even
more noticeable, because amplified by the intrinsic oscillation propagation
phenomenon discussed in Section 4.1. On the other hand, the modified L1

scheme, while better absorbing the gust action, in terms of residual oscilla-
tion, responds with a steady-state error of about 1(deg), as shown in Fig-
ure 4.20b. This effect must be related to the already discussed filter position
in the control scheme, located exactly after the control signal computation.
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(a) MRAC schemes response to gust at flutter speed and nominal stiffness,
angle of attack time histories: a) exponential gust applied; b) random and
sinusoidal gust applied; c) triangular gust applied.

(b) MRAC schemes response to gust at flutter speed with reduced stiffness,
angle of attack time histories: a) exponential gust applied; b) random and
sinusoidal gust applied; c) triangular gust applied.

Figure 4.18: MRAC schemes response to gust, cases 1-6
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(a) MRAC schemes response to gust at post flutter speed with reduced
stiffness, angle of attack time histories: a) exponential gust applied; b)
random and sinusoidal gust applied; c) triangular gust applied.

(b) L1 schemes response to gust at flutter speed and nominal stiffness,
angle of attack time histories: a) exponential gust applied; b) random and
sinusoidal gust applied; c) triangular gust applied.

Figure 4.19: MRAC schemes response to gust, cases 1-6. L1 schemes re-
sponse to gust, cases 1-3
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(a) L1 schemes response to gust at flutter speed with reduced stiffness,
angle of attack time histories: a) exponential gust applied; b) random and
sinusoidal gust applied; c) triangular gust applied.

(b) L1 schemes response to gust at post flutter speed with reduced stiffness,
angle of attack time histories: a) exponential gust applied; b) random and
sinusoidal gust applied; c) triangular gust applied.

Figure 4.20: L1 schemes response to gust, cases 4-9
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4.3 Flutter Suppression for the Wing-Spoiler Con-
figuration

The aeroelastic model modified to account for the novel spoiler actuation
system and coupled to the modified MRAC has been tested, for scientific
consistency, by following the same test case definition and procedure used for
the trailing-edge flap configuration, Table 4.1. It is worth stressing that the
modified MRAC scheme is maintained the same of the other configuration,
with the simple addition of a round operator on the control law output sig-
nal, which is the actual number of spoilers to open. The results are presented
in the same form as before: for each test case the state variable [α h], their
derivatives [α̇ ḣ] and the control signal time histories are recorded and an-
alyzed. Figure 4.21a to Figure 4.24 highlight that the problem is well posed
and the aeroealstic system belongs to the class of plant controllable by the
modified MRAC scheme applied. This is verified by performing a wide set
of simulations where convergence is always reached. The regulation takes
place with a smooth and constantly decreasing motion, even if the response
is slower if compared to the trailing-edge flap actuation system. This is
a consequence of the single-side action of the spoilers, as the implemented
aeroelastic model refers to the wing section designed and prototyped (see
Chapter 5), where the stripe of multiple spoiler is installed only on the wing
upper surface. Albeit slower, the regulation time of about 2 seconds remains
acceptable considering the low frequency flutter phenomena for which this
actuation solution has been thought. The subplots denoted by the letter e)
of Figure 4.21a to Figure 4.24, show the time histories of the control signal,
which is made up of discrete values, between 0 and 5, representing the actual
number of open spoilers. This is obtained by bounding the signal with a
saturation operator and explains the discontinuities encountered in the time
histories. One additional effect of the rounding operation is that for u < 0.5
the control law output is floored to zero, which means none of the spoiler is
active. This happens when the angle of attack α is at very small values and
close to be fully regulated. For this reason, the actuation dead-zone does
not have any impact on convergence, that is only postponed by a little delay.
However, the dead-zone actuation issue can be easily overtaken by allowing
gradual, and not binary, operation to at least the first open spoiler (that
is #3), as explained in Chapter 5. The results’ analysis demonstrates the
robustness of the combined spoiler-Modified MRAC control architecture. In
fact, the regulation time remains almost constant in all the seven test cases.
Whereas an unexpected beneficial effect on the control performance due to
the stiffness reduction and post-flutter wind speed is detected. This phe-
nomenon derives from the higher effectiveness of each spoiler when higher
amplitude oscillations and faster wind condition occurs.
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(a) Spoiler/MRAC configuration time response, simulation case 1

(b) Spoiler/MRAC configuration time response, simulation case 2

Figure 4.21: Spoiler/MRAC configuration time response, simulation case
1-2
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(a) Spoiler/MRAC configuration time response, simulation case 3

(b) Spoiler/MRAC configuration time response, simulation case 4

Figure 4.22: Spoiler/MRAC configuration time response, simulation case
3-4
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(a) Spoiler/MRAC configuration time response, simulation case 5

(b) Spoiler/MRAC configuration time response, simulation case 6

Figure 4.23: Spoiler/MRAC configuration time response, simulation case
5-6
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Figure 4.24: Spoiler/MRAC configuration time response, simulation case 7
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4.4 Flutter Suppression Despite Gusts Loads: Wing-
Spoiler Configuration

The disturbance rejection capabilities of the Spoiler/MRAC control archi-
tecture are verified using the same strategy described in Section 4.2. In
this case time histories of the two states and the control signal are reported
separately as comparison is not required. The pitch angle α is shown from
Figure 4.25 to Figure 4.26b, the plunge displacement h from Figure 4.27a
to Figure 4.28a and the control signal u from Figure 4.28b to Figure 4.29b.
Each of the three subplots a), b) and c) is referred to the corresponding gusts
described in Chapter 2, Section 2.2.3. The results show a very robust behav-
ior inferable from the negligible influence during transient of the different
gusts applied and regulation to zero is correctly reached. A closer look to
the recorded responses reveals a very small delay to reach the zero value
when exponential gust is applied (case a)), a slightly higher absolute values
for the first peak when triangular gust is selected (case c)) and only for the
combined sinusoidal-random gust some, more noticeable, residual oscillation
around zero can be noticed (case b)). This effect derives, as explained in
Section 4.3, from the rounding operation that transform the control signal
into a discrete number of opened spoilers, generating a dead-zone in which
the controller does not work. It is true that gradual and proportional open-
ing motion, only for the first spoiler, will immediately solve the issue that is
related to the conceived opening strategy. Robustness with respect to the
changes in the wing operational condition is confirmed.

Figure 4.25: Spoiler/MRAC configuration flutter control response to gust,
at flutter speed and nominal stiffness, pitch angle time histories
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(a) Spoiler/MRAC configuration flutter control response to gust, at flutter
speed and reduced stiffness, pitch angle time histories

(b) Spoiler/MRAC configuration flutter control response to gust, at post
flutter speed and nominal stiffness, pitch angle time histories

Figure 4.26: Spoiler/MRAC configuration flutter control response to gust



96 CHAPTER 4. SIMULATION RESULTS

(a) Spoiler/MRAC configuration flutter control response to gust, at flutter
speed and nominal stiffness, plunge displacement time histories

(b) Spoiler/MRAC configuration flutter control response to gust, at flutter
speed and reduced stiffness, plunge displacement time histories

Figure 4.27: Spoiler/MRAC configuration flutter control response to gust
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(a) Spoiler/MRAC configuration flutter control response to gust, at post
flutter speed and reduced stiffness, plunge displacement time histories

(b) Spoiler/MRAC configuration flutter control response to gust, at flutter
speed and nominal stiffness, control signal time histories

Figure 4.28: Spoiler/MRAC configuration flutter control response to gust



98 CHAPTER 4. SIMULATION RESULTS

(a) Spoiler/MRAC configuration flutter control response to gust, at flutter
speed and reduced stiffness, control signal time histories

(b) Spoiler/MRAC configuration flutter control response to gust, at post
flutter speed and reduced stiffness, control signal time histories

Figure 4.29: Spoiler/MRAC configuration flutter control response to gust



Chapter 5

Wing-Spoiler Configuration:
Design, Prototyping and
Experimental Setup

The proposed novel aeroelastic control architecture based on multiple spoil-
ers’ actuation, described in Chapter 2, Section 2.2, has also been prototyped
and tested both for the aerodynamic database determination and to assess
the feasibility in a real-world application. The design and manufacturing
process, as well as the static and dynamic wind tunnel test campaign, are
illustrated and discussed in this chapter. The novel control surface archi-
tecture has been conceived primarily to reduce lift and to generate an op-
posite sign pitching moment with respect to standard spoiler configuration.
From the initial concept, the final actuation configuration has been achieved
through several optimization steps. CFD analysis has been carried out to
optimize the spoiler parameters, evaluating the effect in terms of aerody-
namic coefficient variation, as addressed in Section 5.1. Once optimized,
the available technology and budget have contributed to the decision of the
material and actuator system employed on the final test article (Section 5.2).
Static wind-tunnel testing has been set up and executed for aerodynamic
coefficient evaluation, to guarantee consistency between the simulation and
real-world wing model, in particular for control algorithm testing purpose
(Section 5.3). The aeroelastic dynamic wind-tunnel test, implied the de-
velopment of a 2 DOF plunging/pitching apparatus, which is described in
Section 5.4. Finally an hardware setup has been assembled to allow closed-
loop control of the wing section (Section 5.5).

5.1 CFD Analysis

An extensive set of CFD simulations, of which only the most relevant results
will be shown and discussed, has been performed in order to optimize the

99
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spoiler effect, evaluated in terms of aerodynamic coefficient. The aerody-
namic numerical solver is the CFX module of ANSYS Workbench ver. 14.0.
The wing section airfoil is a NACA 0024 with a chord length of 0.2 meters.
A thick airfoil is required to accommodate the actuation mechanisms, as it
will be explained in the next section. The three-dimensional wing model
has a limited depth, with a spoiler spanning from one side to the otherside,
compatible with the CFD investigation. The flow field is fully developed
in a domain that is 10 chords long and 5 chords height (Figure 5.4c). The
boundaries of the computational domain are far enough from the wing sur-
face to cause negligible effect on the aerodynamic characteristics of the wing.
The flow field has been discretized with a numerical mesh adequately dimen-
sioned to obtain reliable results; if for the clear wing section configuration
about 850,000 elements must be considered, more than 1 million elements
are needed in meshing the domain which includes the wing-spoiler. Even
if an unstructured mesh usually results in a lower fidelity than a struc-
tured mesh, it provides a computationally efficient solution to the problem
at hand. In this investigation a triangular mesh was adopted, it simplifies
the mesh generation around the spoiler edges, making the simulation more
reliable. Figure 5.4a and Figure 5.4b show the numerical mesh generated.
The macroscopic effect of the spoiler location is verified to assess the validity
of the assumption on which the forward spoiler idea has grown. A constant
setting of wind velocity vector equal to [u v w] = [15 0 2](m/s), which
makes the angle of attack constant at 7.59(deg), is used to give a rough esti-
mation of the coefficient trend for three different spoiler positions. Precisely,
the spoiler that have the same dimension of 15(mm) and opening angle of
54(deg), is analyzed in the rear (80%), middle (50%) and front (10%) po-
sitions. Results, reported in Figure 5.1, demonstrate that the pitching mo-
ment coefficient experience sign inversion when the spoiler location is moved
forward crossing the zero value when in middle position. The well-known lift
reduction and drag increment effect is reproduced. Once the desired effect
and the corresponding spoiler position has been obtained, a fine tuning is
performed to optimize the spoiler shape. The spoiler is parametrized as a
function of size, opening angle, and position along the chord as shown in
Figure 5.2. The mutual combination of these parameters is analyzed in the
selected range of variation:

• Spoiler position: ranging from 10% to 30% of the chord length;

• Spoiler dimension: ranging form 10 to 25 mm;

• Spoiler opening angle: ranging from 30 up to 90 degree.

The boundary conditions are set as in Figure 5.4d, the bottom and front
surface of the domain are considered inlet, the top and rear surface outlet.
The velocity vector is maintained constant so as to reproduce an averaged



5.1. CFD ANALYSIS 101

Figure 5.1: Spoiler location macroscopic effect

Figure 5.2: Spoiler parametrization
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Figure 5.3: CFD simulation domain.

values of the wing angle of attack during LCOs. The turbulence intensity
is set at a medium level (5%) and ambient sea level conditions are used for
the flow-field. The outlets static relative pressure was set to be 0(Pa) and
the flow is subsonic in the whole computational domain. The simulation is
representative of an infinite wingspan with a two-dimensional flow by im-
posing symmetry on the two side walls of the computational domain. A
standard roughness is set for the airfoil surface. The reference pressure is
101, 325(Pa), and the turbulence model used is the Shear Stress Transport
model, a modified k − ω turbulence model. Transitional turbulence option
is enabled for more accurate low-speed computation. The convergence is
smoothly reached after 350 iterations. The quality of the computation is
verified by checking the Y+ on the surface of the wing, Figure 5.5a. Al-
though Y+ < 1 is preferable, to strike a balance between accuracy and
computational efficiency, a Y+ under 25 was considered to be acceptable.
This is an adequate choice considering the preliminary nature of this para-
metric study in the spoiler design process. Some examples of the results
achieved in terms of pressure distribution are reported in Figure 5.5.

The spoiler optimization process is performed iteratively by evaluating
the effect of a single parameter modification per time. The other two param-
eters are maintained constant meanwhile. Starting from a standard spoiler
configuration, defined as:

• Spoiler position: 70% of the chord length,

• Spoiler opening Angle: 30(deg),

• Spoiler length: 0.8(mm),
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(a) Numerical mesh of clean configu-
ration for CFD simulation.

(b) Numerical mesh of active spoiler
configuration for CFD simulation.

(c) CFD simulation domain.
(d) CFD simulation, boundary condi-
tions.

Figure 5.4: CFD parameter setup

the effect on the aerodynamic coefficients of the spoiler length modifi-
cation is evaluated. From the same starting condition the same process is
repeated for the opening angle parameter. Finally, the spoiler position is
optimized maintaining constant the other two parameters at their already
selected values. Again, Figure 5.2 describes the physical parameters of the
spoiler optimization process. Recalling the main objective of the optimiza-
tion process, Figure 5.6 reports the main results of the investigation and the
chosen final configuration, highlighted by the red square boxes. Despite a
negligible effect on δCm provoked by the opening angle variation, the 90(deg)
solution (which will become 85(deg) when prototyped) is chosen. This has
been induced by considering the concurrent effect of lift reduction that is
beneficial during flutter. The same argumentation is valid for the choice
of the spoiler position parameter. Once the desired effect on the lift and
pitching moment coefficient is obtained, the smallest length considered in
the analysis is chosen. This is justified by the necessity of avoiding undesired
coupling between flutter and lag motion during tests, caused by excessive
drag acting on the opened spoiler.
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Table 5.1: Spoiler Parameters Final Configuration

Parameter Value

Position 15%chord
dimension 10(mm)

OpeningAngle 85(deg)

(a) Distribution of Y plus on wing
surface.

(b) Pressure distribution with active
spoiler, AoA 8.

(c) Pressure distribution with active
spoiler, AoA 14.

(d) Pressure distribution with active
spoiler, AoA 18.

Figure 5.5: CFD analysis, some results
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Figure 5.6: Spoiler optimization results.


