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Summary

Primary goal of this thesis work is to develop and implement microscopic modeling strategies able to describe semiconductor-based nanomaterials and nanodevices, overcoming both the intrinsic limits of the semiclassical transport theory and the huge computational costs of non Markovian approaches.

The progressive reduction of modern optoelectronic devices space-scales, triggered by the evolution on semiconductor heterostructures at the nanoscale, heavily exploits the principles of band-gap engineering, achieved by confining charge carriers in spatial regions comparable to their de Broglie wavelengths. This, together with the decrease of the typical time-scales involved, pushes device miniaturization toward limits where the application of the traditional Boltzmann transport theory becomes questionable, and a comparison with more rigorous quantum transport approaches is imperative. In spite of the quantum-mechanical nature of electron and photon dynamics in the core region of typical solid-state nanodevices the overall behavior of such quantum systems is often governed by a highly non-trivial interplay between phase coherence and dissipation/dephasing. To this aim, the crucial step is to adopt a quantum mechanical description of the carrier subsystem; this can be performed at different levels, ranging from phenomenological dissipation/decoherence models to quantum-kinetic treatments. However, due to their high computational cost, non-Markovian Green’s function as well as density-matrix approaches like quantum Monte Carlo techniques or quantum-kinetics are currently unsuitable for the design and optimization of new-generation nanodevices. On the other end, the Wigner-function technique is a widely used approach which, in principle, is well suited to describe an interplay between coherence and dissipation: in fact it can be regarded both as a phase space formulation of the electronic density matrix, and a
quantum equivalent of the classical distribution function. The evolution of this quasi-distribution function is governed by the Wigner-equation, which is usually solved by applying local spatial boundary conditions. However, such a scheme has recently showed some intrinsic limits.

Part I provides a brief introduction on the theoretical tools needed for modeling the interplay between dissipation and decoherence. In particular, based on either the conventional or the recently proposed [1] Markov Approximations, two different descriptions for the scattering-induced dynamics of the many-body density matrix are given; however, it will be shown that only the novel Markov limit provides a Lindblad dynamics.

In part II we introduce one of the most-known approaches used to model charge transport in semiconductor nanodevices, the Wigner-function. In particular, we present a detailed analysis of the strengths and limits of the U boundary condition scheme applied to the Wigner Transport Equation. As already stressed and recently showed [2], such a scheme may provide highly unphysical solutions such as negative stationary spatial charge densities. In part II we analyze both the reasons for these unphysical features -pointing out the needing of different and purely quantum approaches- and the limits in which they should not appear, thus justifying why these problems had not been encountered in the numerous quantum-transport simulations based on this procedure.

Based on the novel Markov approximation previously recalled, in part III we present a novel single-particle simulation strategy able to describe the interplay between coherence and dissipation/dephasing. In Chap. 12 we show how this model is, contrary to the one obtainable from the conventional Markov approximation, able to guarantee the positivity of the evolution; in addition, as shown in Chap. 13 its semiclassical limit provides the local Boltzmann collision term. However, as shown in Chap. 14 in the low-density limit, the more the system goes deep into the quantum regime, the more this model provides a scattering-induced charge-density variation (unaffordable through semiclassical treatments). This genuine quantum effect may be predicted also by other simplified treatments of the dissipation/decoherence like e.g. the Relaxation Time Approximation: the latter however turns out to be totally nonlocal and unable to recover the Boltzmann results in the semiclassical limit. As shown in Chap. 15, these quantum scattering-induced effects produce a speedup of the diffusion and, in
superlattice structures, a suppression of the coherent oscillations.
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Part I

Fundamentals of Nanodevice modeling
Chapter 1

Introduction

In the late 1959, Richard Feynman held a lecture titled “There’s Plenty of Room at the Bottom” [3], a seminal paper which is often considered as the inspirational beginning of the nanotechnologies, a term which was introduced almost fifteen years later by Norio Taniguchi [4]. Nano-technologies are defined as those fields of science concerning devices whose size range from 1 to 100 nanometers; the topics included in this definition range from molecular-manipulation to nanomedicine and nanobiology, passing obviously through the study of electronic devices, which is the subject of this thesis.

In 1948, at the Bell Telephone Laboratories, John Bardeen and Walter H. Brattain obtained the first transistor [5]; few months later, their-group chief William B. Shockley suggested that the (useful) emitter current could flow through the bulk rather then over the surface, opening the way for the bipolar-junction diode [6]; for this achievement they all won the Nobel prize in Physics in 1956. However, it took few years for the realization of commercial transistor, as the first transistors showed a leakage current between emitter and collector and stopped working above 70/80 Celsius degree. These issues were solved by going from the Germanium to the Silicium [7], the latter having a wider energy-gap than the former: finally, in 1954 Teal [8] astonished the audience of the IRE conference by presenting the first practical realization of a Silicium-based transistor working at high temperature. Since then, the sizes of the transistors have been shrinking
by following the well-known Moore’s Law [9], e.g. by doubling-up the number of transistors per square-centimeter every 24 months. As the sizes of the transistor decrease, semiclassical physics may no longer applicable [10] – during an interview September 18, 2007, Gordon Moore himself stated “another decade, a decade and a half I think we will hit something fairly fundamental”. In fact, reducing the distance between source and drain (the analogous of emitter and collector in modern Field Effect Transistor like, e.g., the MOSFET) a spontaneous current occurs due to quantum tunneling effect, a somehow similar problem to that of leakage current: if the latter issue has been solved using the Silicium, the possible ways of handling the former one range from leaving the electronic degrees of freedom, as in modern spintronics approaches, to using it as an ally as in Tunnel Field Effect Transistor [11]. In either cases, Quantum Mechanics has to be taken into account.

In parallel, nanotechnologies had a tremendous impact in the LASER science. The first lasers, obtained in 1962 by Robert Hall at the General Electrics Laboratories [12], were based on a GaAs p-n homojunction – developing a theoretical idea originated by John von Neumann in 1953 [13]. The first breakthrough in the laser technology was the advent of heterostructures, e.g. materials made-up of layers of different compositions stuck together by a perfect matching of the respective lattices at the interfaces (called “ideal” heterojunction): in 1964, Alferov [14] and Kroemer [15] independently formulated the concept of double heterostructures lasers, for which they won the Nobel prize in Physics in 2000. The heterostructures employed in the early ’60s were still, however, in the micrometric scale, with the light emission being concentrated entirely in the middle layer. It is with the seminal paper by Leo Esaki and Raphael Tsu that the superlattices made their debut: these are periodic structures of different-in-composition layers with thickness of few nanometers. In the superlattices a crucial role is, once-again, played by the tunnel effect, which the same Esaki showed [16] in the tunnel diodes (also called Esaki-diode) and for which he won the Nobel Prize in Physics in 1973\(^1\). The tunnel effect allows for the (in principle)

\(^1\)In his Nobel lecture [17], which is mainly dedicated to the tunnel effect in Semiconductors, Esaki opens the section dedicated to superlattices with the sentence “The natural
infinite periodicity of superlattices, given by an alternation of barriers and wells (see below): thanks to Quantum Mechanics laws, as the formers may be “tunneled”, the so-called quantum wells may show discretized states. Due to the different underlying physical mechanisms, Alferov himself in his Nobel lecture [18] distinguishes between classical (e.g. micrometric) heterostructures and heterostructures quantum wells. Finally, the concept of stimulated emission in superlattices, set forth by Kazarinov and Suris in the early ’70s [19], found a real implementation thanks to Capasso et coworkers [20] in 1994: this is the birth of Quantum Cascade Lasers, operating in the mid-IR range.

Although this section was intended as an overview over the topic of electronic nanodevices, it may be viewed as an introduction to my thesis, as many of the concepts, models and devices here discussed has been analyzed in my thesis work. By studying the interplay between decoherence and dissipation we explored that regime in which additional genuine quantum phenomena arise beyond a genuine Boltzmann-like (e.g., semiclassical) description. In part III we show, by employing a positive-definite model, some of these peculiar quantum effects like the speedup of the semiclassical diffusion of an electronic spatial distribution or the suppression of the coherent oscillatory motion between adjacent quantum wells in superlattices. We will make a large use of the envelope function formalism, which is based on the concept of confinement over spatial scales which are neither as big as to be considered classical (e.g., micrometric in the meaning of Alferov) nor as small as to be of the order of the (quantum-threshold of the) De Broglie length. We will face semiclassical models, like the U-boundary condition scheme applied to the Wigner function formalism, which, despite their success in describing electronic devices, may provide unphysical results when approaching the quantum regime, as shown in part II. Finally, the search for a proper description of spatially open systems will be one of the leitmotiv of this thesis work.

extension of double barriers will be to construct a series of tunnel junctions by a periodic variation of alloy composition"
1.1 Quantum Confinement and Envelope Function Formalism

The spectrum of a semiconductor shows the typical band structure, where the gap between the (top of the full) valence and the (bottom of the empty) conduction is called bandgap. In a heterostructure, two (or more) semiconducting materials with different band gaps are joint together, thus producing abrupt modification of the band profile; depending on the shape of the misalignment, one talks about

(i) type I or straddling materials, if both the top of the valence band and the bottom of the conduction one in the smallest gap material fall in the gap of the larger one;

(ii) type II or staggered alignment, if either the top of the valence or the bottom of the conduction of one material falls within the band gap of the other;

(iii) type III or broken-gap alignment, if the band gaps do not overlap at all.

The different materials involved in the interface or heterojunction should have perfect lattice matching; typical superlattices are AlGaAs/GaAs or AlGaN/GaN, where in example AlGaAs stands for every alloy Al\(_x\)Ga\(_{1-x}\)As (as an example, in his Nobel lecture [17] Esaki described a \(x = 0.75\) alloy).

Nowadays technologies permit the creation of layers so thin as to allow a mechanical manipulation which, by straining one of the materials involved in the heterostructure, permits to overcome the lattice-matching problem: these materials are called strained layers.

The dimensionality of a nanostructure \(D\) is defined as the number of interface-free directions (\(0 \leq D \leq 3\)): low-dimensional structures are called quantum-wells \((D = 2)\), wires \((D = 1)\) and dots \((D = 0)\). In this work we will focus on type-I heterostructures and carrier degrees of freedom. The energetic difference between the bottom of the conduction bands of the materials involved in the heterojunction gives rise to a potential along the direction(s) orthogonal to the interfaces, where the largest bandgap material behaves like a barrier. Depending on the height of the barrier and
on the spatial widths of both barriers and wells, the carrier wave function may be confined in the smallest gap material or communicate with the next smallest-bandgap-material layer thanks to tunnel-effect as in superlattices. The eigenfunctions of the whole system are usually assumed to be given by the product of the bulk wave-functions times the so-called envelope-function $\psi(r)$, which fulfills the Schrödinger Equation

\[
\left(-\frac{\hbar^2}{2m^*} \nabla^2 + V(r) \right) \psi(r) = \epsilon \psi(r) ,
\]

where a parabolic band has been considered and $V(r)$ is a potential term induced by the bands misalignment. The states $|\alpha\rangle$ whose associated wave function $\psi_\alpha(r) = \langle r | \alpha \rangle$ fulfills Eq. (1.1) are hence eigenstates of the single-particle Hamiltonian

\[
\hat{H}_{sp} = \sum_\alpha \epsilon_\alpha \hat{c}_\alpha^\dagger \hat{c}_\alpha ,
\]

where $\hat{c}_\alpha^\dagger$ and $\hat{c}_\alpha$ are the usual fermionic creation and annihilation operators.

## 1.2 Overview of the principals scattering mechanisms

The Bloch theorem is defined on static periodic lattices; however, ions are not static neither from a semiclassical point of view (at finite temperatures they should vibrate) nor from a quantum one (they must fulfill the Heisenberg uncertainty principle) [21]. As a consequence, one must consider the ionic vibrations which, going from classical to quantum mechanics, give raise to the phonons. We will consider both acoustic and optical phonons in the long-wavelength (e.g., small wave vector) limit, where the frequency $\omega_q$ of the acoustic and optical phonons may be considered respectively as linear and constant in the wave-vector $q$. The phonons contribute to the global Hamiltonian $\hat{H}$ both via a free-phonon Hamiltonian $\hat{H}_{ph}$, which is typically in the form

\[
\hat{H}_{ph} = \sum_q \hbar \omega_q \hat{b}_q^\dagger \hat{b}_q ,
\]
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where $\hat{b}_q^\dagger$ and $\hat{b}_q$ denote the creation and annihilation operators of a phononic state with wave-vector $q$ and energy $\hbar \omega_q$, and via a carrier-phonon Hamiltonian $\hat{H}^{\text{cph}}$ in the form

$$\hat{H}^{\text{cph}} = \sum_{\alpha, \alpha'} g^{q+}_{\alpha \alpha'} \hat{c}_\alpha^\dagger \hat{c}_{\alpha'} \hat{b}_q + g^{q-}_{\alpha' \alpha} \hat{c}_\alpha \hat{c}_{\alpha'}^\dagger \hat{b}_q .$$

(1.4)

The coefficients $g^{q+}_{\alpha \alpha'}$ must fulfill

$$g^{q\pm}_{\alpha \alpha'} = g^{q\mp*}_{\alpha \alpha'}$$

in order for $\hat{H}^{\text{cph}}$ to be Hermitian and can always be written as the product

$$g^{q\pm}_{\alpha \alpha'} = \bar{g}^{q\pm}_{\alpha \alpha'} \mathcal{F}^q_{\alpha \alpha'} ,$$

(1.6)

where $\mathcal{F}^q_{\alpha \alpha'}$ evaluates the overlapping of the eigenfunctions $\psi_\alpha(r) = \langle r | \alpha \rangle$ and $\psi^*_{\alpha'}(r)$,

$$\mathcal{F}^q_{\alpha \alpha'} = \int d r \psi_\alpha(r) \psi^*_{\alpha'}(r) e^{i q \cdot r} ,$$

(1.7)

while $\bar{g}^{q\pm}$, which strongly depends on the nature of phonon and material, may be naively interpreted as the phonon-induced variation $\delta E_{k\nu}$ of the static-lattice electronic dispersion $E_{k\nu}$. In particular, the variation $\delta E_{k\nu}$ may be induced by

(i) spatial (e.g. volume or bond-length) variations, such as

$$\delta E_{k\nu} \propto a_{k\nu} \frac{\delta V}{V}$$

(1.8)

for acoustic phonons ($V$ is the volume of the primitive cell and $\delta V$ its variation) or

$$\delta E_{k\nu} \propto D_{k\nu} \frac{\delta a_0}{a_0}$$

(1.9)

for optical phonons, where $a_0$ is the distance of the two atoms in the center of the cell and $\delta a_0$ their relative displacement; $a_{k\nu}$ and $D_{k\nu}$ are respectively the so-called acoustic volume and optical-phonon deformation potentials;

\textsuperscript{2}Any interaction involving more than one phonon will not be considered in this work.
1.3 Semiclassical Descriptions

(ii) an Electric field variation $\delta E$ generated by piezo-electric effect (for acoustic phonon) or by relative displacement of the electrical charges within the cell for optical phonons; the carrier-Optical phonon scattering is also called Fröhlich interaction.

The piezoelectric effect is stronger in more-ionic wurtzite semiconductors such as ZnO or CSe [22], which however will not be considered in this thesis work, while the effects of acoustic phonons in GaAs have been considered in [23]. In polar semiconductors (like, e.g., the Gallium-nitride (GaN)) at room temperatures the dominant scattering mechanism is the Fröhlich interaction: as a consequence, in Chaps. 14 and 15, where a detailed study of phonon-induced nonlocality and diffusion speedup in GaN at $T = 300$ K is presented, the LO-optical phonons only are considered.

The carrier-carrier mechanism is governed by the Coulomb Hamiltonian $\hat{H}^{cc}$

$$\hat{H}^{cc} = \frac{1}{2} \sum_{\alpha, \alpha', \alpha''} g_{\alpha \alpha' \alpha''} \hat{c}^\dagger_{\alpha} \hat{c}^\dagger_{\alpha'} \hat{c}_{\alpha''} \hat{c}_{\alpha'} ,$$  \hspace{1cm} (1.10)

where the coefficients are proportional to the matrix element induced by the Coulomb potential $V^{cc}(r)$,

$$g_{\alpha \alpha' \alpha''} \propto \int dr dr' \psi_{\alpha}(r) \psi_{\alpha'}(r') V^{cc}(r - r') \psi^*_{\alpha}(r) \psi^*_{\alpha'}(r') .$$  \hspace{1cm} (1.11)

Others scattering mechanisms, like e.g. carrier-impurity, carrier-photon or carrier-plasmon interactions, will not be discussed in this thesis.

1.3 Semiclassical Descriptions

In the 19th century, Ludwig Boltzmann [24] introduced the probability distribution function $f(r, p)$ in order to describe a classical gas made of $N$ particles with position $r$ and momentum $p$; extending this concept to the case of an electron gas in a crystal, where $p = \hbar k$ and $k$ is the wave vector, the resulting Boltzmann Equation for parabolic bands is

$$\left[ \frac{\partial}{\partial t} + \frac{\hbar k}{m^*} \nabla_{r} - \frac{1}{\hbar} (\nabla_{r} V(r)) \nabla_{k} \right] f(r, k, t) = \frac{\partial f(r, k, t)}{\partial t}_{\text{scat}} .$$  \hspace{1cm} (1.12)
where the distribution is normalized by the number of particles $\bar{N}$

\[
\frac{1}{(2\pi)^3} \int d\mathbf{k} d\mathbf{r} f(\mathbf{r}, \mathbf{k}) = \bar{N} \quad ;
\] (1.13)

the r.h.s. of Eq. (1.12) provides the scattering-induced dynamics of $f(\mathbf{r}, \mathbf{k}, t)$ and, assuming instantaneous and local interactions, is given by

\[
\left. \frac{\partial f(\mathbf{r}, \mathbf{k}, t)}{\partial t} \right|_{\text{scat}} = \hbar^3 \int d\mathbf{k}' (P(\mathbf{k}, \mathbf{k}') f(\mathbf{r}, \mathbf{k}') - P(\mathbf{k}', \mathbf{k}) f(\mathbf{r}, \mathbf{k})) \quad ,
\] (1.14)

where $P(\mathbf{k}, \mathbf{k}')$ are the so-called scattering rates and provide the probability per unit time that an electron goes from a state labelled by $\mathbf{k}'$ to one with $\mathbf{k}$. The integral in Eq. (1.14) is called Boltzmann collision term, which shows the typical in- versus out-scattering contributions. Since the electrons fulfill the Pauli exclusion principle, at high carrier concentration Eq. (1.14) must be replaced by

\[
\left. \frac{\partial f(\mathbf{r}, \mathbf{k}, t)}{\partial t} \right|_{\text{scat}} = \hbar^3 \int d\mathbf{k}' [(1 - f(\mathbf{r}, \mathbf{k})) P(\mathbf{k}, \mathbf{k}') f(\mathbf{r}, \mathbf{k}') - (1 - f(\mathbf{r}, \mathbf{k}')) P(\mathbf{k}', \mathbf{k}) f(\mathbf{r}, \mathbf{k})] \quad .
\] (1.15)

The spatial charge density is given by

\[
n(\mathbf{r}) = \frac{1}{(2\pi)^3} \int d\mathbf{k} f(\mathbf{r}, \mathbf{k}) \quad ,
\] (1.16)

and its scattering-induced time variation coming from Eq. (1.14) is null, in fact

\[
\left. \frac{\partial n(\mathbf{r})}{\partial t} \right|_{\text{scat}} = \frac{1}{(2\pi)^3} \int d\mathbf{k} \left. \frac{\partial f(\mathbf{r}, \mathbf{k}, t)}{\partial t} \right|_{\text{scat}} = \hbar^3 \int d\mathbf{k} d\mathbf{k}' [P(\mathbf{k}, \mathbf{k}') f(\mathbf{r}, \mathbf{k}') - P(\mathbf{k}', \mathbf{k}) f(\mathbf{r}, \mathbf{k})] = 0,
\] (1.17)

where the last equality comes trivially after exchanging the dummy variables $\mathbf{k}, \mathbf{k}'$ in the out term. Since the same null result for charge density variation would have been obtained at high carrier densities (e.g., using Eq. (1.15)), the scattering-induced dynamics provided by the Boltzmann Equation (see Eqs. (1.14) and (1.15)) is said to be local in space.
When applied to Quantum Mechanics, the scattering-induced term of the Boltzmann Equation may be interpreted, through the scattering rates \( P(k, k') \), as the study (of the effects) of transition from states \(|k'|\) to \(|k\rangle\); this concept may be generalized to transitions between states \(|\phi_a\rangle\), with \( a = 1, \cdots, N' \), belonging to a \( N'\)-dimensional Hilbert space \( \mathcal{H}' \). If a system has a probability \( f_a \) of being in the state \(|\phi_a\rangle\) then, a somehow discretized and space-independent generalization of Eqs. (1.14) and (1.15) is given by

\[
\frac{\partial f_a}{\partial t}_{\text{scat}} = \sum_{a'=1}^{N'} (P_{aa'} f_{a'} - P_{a'a} f_a)
\]

(1.18)

and

\[
\frac{\partial f_a}{\partial t}_{\text{scat}} = \sum_{a'=1}^{N'} ((1 - f_a)P_{aa'} f_{a'} - (1 - f_{a'})P_{a'a} f_a)
\]

(1.19)

respectively, where \( P_{aa'} \) furnishes the probability per unit time of a transition from state \(|\phi_{a'}\rangle\) to \(|\phi_a\rangle\). The Equation (1.18), which is usually stated in term of (diagonal) density-matrix operator (which will be introduced in Chap. 2), is also called Pauli-Master Equation.
Chapter 2

The density-matrix formalism

A statistical mixture of generic (pure) quantum-states \( |\phi_i\rangle \), with \( i = 1, \cdots, N \), where \( N \) is the dimensionality of the underlying Hilbert space of the system \( \mathcal{H}_S \), is usually described by the density-matrix operator \( \hat{\rho} \),

\[
\hat{\rho} = \sum_{i,j=1}^{N} \rho_{ij} |\phi_i\rangle \langle \phi_j| ,
\]

(2.1)

from which it follows that, if states \( |\phi_i\rangle \) are orthonormalized,

\[
\langle \phi_i | \phi_j \rangle = \delta_{ij} ,
\]

(2.2)

then

\[
\rho_{ij} = \langle \phi_i | \hat{\rho} | \phi_j \rangle .
\]

(2.3)

The diagonal elements \( f_i = \rho_{ii} \) are the so-called populations, e.g. the average occupation number of states \( |\phi_i\rangle \), while the off-diagonal terms express the correlation between different states in the mixture. The expectation value of a generic operator \( \hat{A} \) in the mixed-state described by \( \hat{\rho} \) is given by

\[
\langle \hat{A} \rangle = \text{Tr} \left\{ \hat{A} \hat{\rho} \right\} = \sum_{i,j} \Lambda_{ij} \rho_{ji} ,
\]

(2.4)

\(^1\)Unless differently specified, the states are in general composed by many electrons and many quasiparticles.
where
\[ A_{ij} = \langle \phi_i | \hat{A} | \phi_j \rangle \]  \hspace{1cm} (2.5)

### 2.1 The Liouville-von Neumann Equation

In the Schrödinger picture, given the (generic) Hamiltonian \( \hat{H} \), the states \( | \phi_i \rangle \in \mathcal{H}_S \) fulfill the equation
\[ i\hbar \frac{\partial | \phi_i \rangle}{\partial t} = \hat{H} | \phi_i \rangle \]  \hspace{1cm} (2.6)

hence the time evolution of the density-matrix operator defined in Eq. (2.1) is given by
\[ i\hbar \frac{\partial \hat{\rho}}{\partial t} = i\hbar \sum_{ij} \rho_{ij} \left[ \left( \frac{\partial | \phi_i \rangle}{\partial t} \right) \langle \phi_j | + | \phi_i \rangle \left( \frac{\partial \langle \phi_j |}{\partial t} \right) \right] \] \hspace{1cm} (2.7)

this is the well-known *Liouville-von Neumann Equation*. Although in principle very simple, the equation of motion in (2.7) is complicated by the fact that the total Hamiltonian \( \hat{H} \) is given by the sum
\[ \hat{H} = \hat{H}^o + \hat{H}' \]  \hspace{1cm} (2.8)

where the first term \( \hat{H}^o \) is a free Hamiltonian of the form
\[ \hat{H}^o = \hat{H}^c + \hat{H}^\text{ph} \]  \hspace{1cm} (2.9)

where \( \hat{H}^c \) and \( \hat{H}^\text{ph} \) are respectively the single-particle and free-phonon Hamiltonian of Eq. (1.2) and (1.3), and of an additional term \( \hat{H}' \) describing some scattering-mechanisms, i.e. the carrier-phonon or carrier-carrier Hamiltonian of Eqs. (1.4) and (1.10). This suggests to rewrite the density-matrix operator \( \hat{\rho} \) at generic time \( t \) in Eq. (2.1) in the interaction-picture as \( \hat{\rho}^i(t) \),
\[ \hat{\rho}^i = \hat{U}^\text{op}(t - t_0) \hat{\rho} \hat{U}^\text{op}(t - t_0) \]  \hspace{1cm} (2.10)

where \( t_0 \) is the initial time of the evolution, \( t_0 \leq t \), and the operator \( \hat{U}^\text{op}(t - t_0) \) fulfills
\[ i\hbar \frac{\partial \hat{U}^\text{op}(t - t_0)}{\partial t} = \hat{H}^o \hat{U}^\text{op}(t - t_0) \] \hspace{1cm} (2.11)
since $\hat{H}^ο$ is often time-independent, the solution of Eq. (2.11) (given the boundary condition $\hat{U}^ο(t_0, t_0) = \hat{I}$, where $\hat{I}$ is the $N$-dimensional identity operator) is

$$\hat{U}^ο(t - t_0) = e^{-\frac{i}{\hbar} \hat{H}^ο(t - t_0)} .$$

(2.12)

By left- and right-multiplying the Liouville-von Neumann Equation (2.7), where $\hat{H}$ is given in Eq. (2.8), for respectively $\hat{U}^ο\dagger$ and $\hat{U}^ο$, one obtains the equation of motion of $\hat{\rho}^i$

$$i \frac{\partial \hat{\rho}^i}{\partial t} = \left[ \hat{H}', \hat{\rho}^i \right] ,$$

(2.13)

where

$$\hat{H}^s \equiv \hat{H}'(t) = \frac{1}{\hbar} \hat{U}^ο\dagger(t - t_0) \hat{H}' \hat{U}^ο(t - t_0) .$$

(2.14)

The evaluation of the r.h.s of Eq. (2.13) is one the most difficult and important tasks faced when modeling (nano-) electronic devices. In particular, thanks to their numerical feasibility, the models based on the conventional Markov approximation, briefly recalled in Sec. 2.2, are widely employed; however, as will be explained in Chap. 12 by employing the single-particle density matrix, they fail in guaranteeing the positivity of the evolution: for this reason, a novel Markov approximation, recalled in Section (3.3), has been introduced in [1], the latter being able to provide a complete-positive (see Sec. 3.1) dynamics.

Usually the operator Equation (2.13) is expressed in terms of the eigenbasis $|\lambda_i\rangle$ with eigenvalues $\epsilon^ο_i$ of $\hat{H}^ο$: typically, the matrix elements of $\hat{H}'$ are much smaller then the corresponding difference of the free-energies,

$$|\hbar \langle \phi_i | \hat{H}' | \phi_j \rangle | \ll |\epsilon^ο_i - \epsilon^ο_j| :$$

(2.15)

in these cases, the interacting Hamiltonians $\hat{H}^s$ may be considered as small perturbations of the free Hamiltonian $\hat{H}^ο$.

### 2.2 The Markov Approximation

Since [25]

$$\hat{\rho}^i(t) = \hat{\rho}^i(t_0) - i \sum_s \int_{t_0}^t \left[ \hat{H}^s(t'), \hat{\rho}^i(t') \right] ,$$

(2.16)
the dynamics in Eq. (2.13) may be rewritten as

\[ \frac{\partial \hat{\rho}^i(t)}{\partial t} = -i \left[ \hat{\mathcal{H}}'(t), \hat{\rho}^i(t) \right] - \left[ \hat{\mathcal{H}}'(t), \int_{t_0}^{t} dt' \left[ \hat{\mathcal{H}}'(t'), \hat{\rho}^i(t') \right] \right] . \quad (2.17) \]

Assuming, as is usually possible for typical electronic nanodevices, the validity of Eq. (2.15), the time variation of \( \hat{\rho}^i(t') \) should be considered adiabatically slow compared to that of \( \hat{\mathcal{H}}'(t') \), hence the integral in Eq. (2.17) may be rewritten as

\[ \int_{t_0}^{t} dt' \left[ \hat{\mathcal{H}}'(t'), \hat{\rho}^i(t') \right] \approx \left[ \hat{\mathcal{K}}'(t), \hat{\rho}^i(t) \right] , \quad (2.18) \]

where \[ \hat{\mathcal{K}}'(t) = \int_{t_0}^{t} dt' \hat{\mathcal{H}}'(t') . \quad (2.19) \]

Equation (2.18) furnishes the so-called adiabatic or Markov approximation, which, going back to the original Schrödinger picture, furnishes the closed and local-in-time Equation of motion \(^2\)

\[ \frac{\partial \hat{\rho}}{\partial t} = -\frac{i}{\hbar} \left[ \hat{H}^{\circ}, \hat{\rho} \right] + \hat{\mathcal{C}} - \left[ \hat{\mathcal{H}}', \left[ \hat{\mathcal{K}}', \hat{\rho} \right] \right] , \quad (2.20) \]

with

\[ \hat{\mathcal{C}}(t) = -i \left[ \hat{\mathcal{H}}', e^{-\frac{i}{\hbar} \hat{H}^{\circ}(t-t_0)} \hat{\rho}(t_0) e^{\frac{i}{\hbar} \hat{H}^{\circ}(t-t_0)} \right] . \quad (2.21) \]

Here as in the following, we write that the Equation of motion of the global density matrix \( \hat{\rho} \) in the form

\[ \frac{\partial \hat{\rho}}{\partial t} = \left. \frac{\partial \hat{\rho}}{\partial t} \right|_{\text{free}} + \hat{\mathcal{C}} + \left. \frac{\partial \hat{\rho}}{\partial t} \right|_{\text{scat}} , \quad (2.22) \]

where

\[ (i) \quad \left. \frac{\partial \hat{\rho}}{\partial t} \right|_{\text{free}} \text{ describes the free-like evolution dictated by the free Hamiltonian } \hat{H}^{\circ} \text{ plus eventual energy renormalization contribution;} \]

\(^2\)From now on, unless contrary specified, when we write \( \hat{\rho} \) we mean \( \hat{\rho} \equiv \hat{\rho}(t) \).
(ii) \( \hat{C} \) acts as a source term and describes the evolution induced by \( \hat{U}^o \) of the initial quantum correlations: \( \hat{C} \) is responsible for several quantum mechanical phenomena like the ones coming from coherent phonons;

(iii) \( \frac{\partial \hat{\rho}}{\partial t} \mid_{\text{scat}} \) indicates the scattering-induced contribution to the dynamics and for models neglecting memory effects is usually given by a super-operator acting on \( \hat{\rho} \); in particular, for conventional Markov Approximations it is given by

\[
\frac{\partial \hat{\rho}}{\partial t} \mid_{\text{scat}} = - \left\{ \hat{H}', \left[ \hat{C}', \hat{\rho} \right] \right\} .
\] (2.23)

In this thesis work we will consider global density matrices describing systems without initial correlation (\( \hat{C} = 0 \)), hence

\[
\frac{\partial \hat{\rho}}{\partial t} = \frac{\partial \hat{\rho}}{\partial t} \mid_{\text{free}} + \frac{\partial \hat{\rho}}{\partial t} \mid_{\text{scat}} .
\] (2.24)
Chapter 3

A Novel Lindblad description for dissipation/decoherence

3.1 The complete-positivity requirement

The Equation of motion (2.20) is, apart from the source term, the sum of a single-commutator term plus a double-commutator contribution: in the absence of any scattering mechanism, e.g. $\hat{H}' = 0$, the system undergoes a reversible unitary transformation induced by the single-commutator term, thus preserving the trace and the positive character of our density-matrix operator $\hat{\rho}$. In contrast, the perturbation Hamiltonian $\hat{H}'$ within the Markov limit previously introduced will induce an evolution which is not, in general, reversible, as expected from a contribution which must provide energy dissipation. As a consequence, the many-body scattering-induced evolution is not, in general, unitary, hence additional requirements are necessary in order to establish the validity of the dynamics. In particular, any model able to properly describe the energetic exchanges should:

(i) preserve the hermiticity of $\hat{\rho}$, otherwise there would be complex probabilities of finding the system in a given state;

(ii) preserve the trace of $\hat{\rho}$ in spatially closed systems, otherwise there would be particle exchange - up to now, we are not discussing the
problem of spatially open systems, which will be treated later on;

(iii) preserve the positivity of $\hat{\rho}$, otherwise there would be negative probabilities of finding the system in a given state.

The condition (iii) is often replaced by the stronger

(iv) the model should be complete positive.

Given a density matrix operator $\hat{\rho}$, which acts over the $N$ dimensional Hilbert space of the system $\mathcal{H}_s$, the superoperator $\mathcal{L} \equiv \mathcal{L}(\hat{\rho})$ which provides the scattering-induced dynamics (for example, in the Markov Approximation, $\mathcal{L}(\hat{\rho})$ coincide with the r.h.s. of Eq. (2.23)) is said to be positive iff [26], for every $|\psi\rangle \in \mathcal{H}_s$, one has

$$\langle \psi | \mathcal{L}(\hat{\rho}) | \psi \rangle \geq 0 \ .$$

(3.1)

We consider a second $m$-dimensional Hilbert space $\mathcal{H}_m'$, the identity and generic operators, respectively $\hat{I}_m$ and $\hat{G}_m'$, acting on $\mathcal{H}_m'$, and a superoperator $\mathcal{L}_m'$ such that

$$\mathcal{L}_m'(\hat{\rho} \otimes \hat{I}_m) = \mathcal{L}(\hat{\rho}) \otimes \hat{I}_m \ , \quad \mathcal{L}_m'(\hat{I}_S \otimes \hat{G}_m') = \hat{I}_S \otimes \hat{G}_m' \ ,$$

(3.2)

where $\hat{I}_S$ is the identity operator acting on $\mathcal{H}_S$. If this second superoperator $\mathcal{L}_m'$ is positive (in the sense of Eq. (3.1) for every $|\psi'\rangle \in \mathcal{H}_S \otimes \mathcal{H}_m'$), then [27] the former one $\mathcal{L}(\hat{\rho})$ is said to be $m$-positive; if $\mathcal{L}(\hat{\rho})$ is $m$-positive for every positive integer $m$, then $\mathcal{L}(\hat{\rho})$ is completely positive. As we stressed, the completely-positive requirement is stronger or (at least) as strong as the positivity one; every unitary operator or element of a Quantum Dynamical Semigroup [28] is automatically complete-positive, the latter being the reason for which complete-positivity has gained so much popularity. In Sec. (3.2) we present the most general form (as usually found in literature) of Lindblad superoperator, while in Sec. (3.3) we present a recently proposed [1] Markov approximation which provides a Lindblad (e.g., completely positive) dynamics.
3.2 The Lindblad Superoperator

Every operator \( \hat{A} \) acting on a \( N \)-dimensional Hilbert space \( \mathcal{H}_S \) and such that \( \text{tr}[\hat{A}^\dagger \hat{A}]_{\mathcal{H}_S} \) is finite may be written as

\[
\hat{A} = \sum_{i=1}^{N^2} c_i \hat{\sigma}_i ,
\]

where

\[
c_i = \text{tr} \left[ \hat{\sigma}_i^\dagger \hat{A} \right]_{\mathcal{H}_S} \tag{3.4}
\]

and the operators \( \hat{\sigma}_i \) with \( i = 1, \cdots, N^2 \), are operators acting on \( \mathcal{H}_s \) and fulfilling\(^1\),

\[
\text{tr} \left[ \hat{\sigma}_i^\dagger \hat{\sigma}_j \right]_{\mathcal{H}_S} = \delta_{ij} ; \tag{3.6}
\]

the condition in Eq. (3.6) is analogous to say that operators \( \hat{\sigma}_i \) are orthonormal according to the inner product defined as

\[
(\hat{B}, \hat{C}) := \text{tr} \left[ \hat{B}^\dagger \hat{C} \right]_{\mathcal{H}_S} \tag{3.7}
\]

for every couple of operators \( \hat{B} \) and \( \hat{C} \) acting on \( \mathcal{H}_S \). For a given Hilbert space \( \mathcal{H}_S \) there are infinite possible sets of operators \( \hat{\sigma}_i \) fulfilling Eq. (3.6); a widely employed choice, which will be used here as well, is to set \( \hat{\sigma}_{N^2} \) as proportional to the identity operator\(^2\),

\[
\hat{\sigma}_{N^2} = \frac{1}{\sqrt{N}} \hat{I}_{N \times N} \tag{3.9}
\]

\(^1\)The most direct example comes from matrix representation: if \( \hat{A} \) is represented by the \( N \times N \) matrix \( A \), the latter may be written as \( A = \sum_{i} c_i \sigma^i \), where \( \sigma^i \) are \( N^2 \) different \( N \times N \) matrix whose elements \((\sigma^i)_{ab}\) for \( a, b = 1, \cdots, N \) are given by

\[
(\sigma^i)_{ab} = \delta_{i, (N-1)a+b} \tag{3.5}
\]

e.g. by all possible different \( N^2 \) matrices of dimension \( N \) with only one non-null element equal to one.

\(^2\)This assumption complicates the writing of the matrices \( \sigma^i \) representing \( \hat{\sigma}_i \), as they must be (apart from \( \sigma^{N^2} \)) traceless: as an example, when \( N = 2 \) a possible choice of
The operators $\hat{\sigma}_i$ are typically used [26,28] in order to write two alternatives and standard versions of completely-positive dynamics $\mathcal{L}(\hat{\rho})$ (see Sec. (3.1)) acting on a finite dimensional Hilbert space: the first one is the so-called first standard form,

$$
\mathcal{L}(\hat{\rho}) = -\frac{\hbar}{i} \left[ \hat{H}, \hat{\rho} \right] + \sum_{i,j=1}^{N^2-1} g_{ij} \left( \hat{\sigma}_i \hat{\rho} \hat{\sigma}_j^\dagger - \frac{1}{2} \left\{ \hat{\rho}, \hat{\sigma}_j^\dagger \hat{\sigma}_i \right\} \right),
$$

where $\hat{H}$ is an Hamiltonian typically given by the sum of the free Hamiltonian $\hat{H}^0$ of Eq. (2.9) plus some energy-renormalization contributions (see below) and the coefficients $g_{ij}$ must be such that the matrix $g$ with matrix elements $(g)_{ij} := g_{ij}$ is positive. The matrix $g$ may be diagonalized by means of a unitary $(N^2 - 1) \times (N^2 - 1)$ matrix $u$,

$$
\gamma = u g u^\dagger, \quad \text{with} \quad u u^\dagger = u^\dagger u = \hat{I}_{(N^2-1) \times (N^2-1)},
$$

with $\gamma = \text{diag}(\gamma_1, \ldots, \gamma_{N^2-1})$: since $g$ is positive, then $\gamma_l \geq 0$ for every $l = 1, \ldots, N^2 - 1$. As a consequence, the dynamics in Eq. (3.10) may be rewritten in the second standard version of completely-positive dynamics, the so-called diagonal form, which is given by

$$
\mathcal{L}(\hat{\rho}) = -\frac{\hbar}{i} \left[ \hat{H}, \hat{\rho} \right] + \sum_{l=1}^{N^2-1} \gamma_l \left( \hat{A}_l \hat{\rho} \hat{A}_l^\dagger - \frac{1}{2} \left\{ \hat{\rho}, \hat{A}_l^\dagger \hat{A}_l \right\} \right),
$$

where the operators $\hat{A}_l$ are defined by

$$
\hat{A}_l = \sum_{m=1}^{N^2-1} \hat{\sigma}_m u_{lm}^* ;
$$

matrices $\sigma^i$ fulfilling both Eq. (3.6) and (3.9) is given by

$$
\sigma^1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \sigma^3 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^4 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
$$
from the definition in Eq. (3.13), it comes that the operators \( \hat{A}_l \) are orthonormal in the sense of Eqs. (3.6) and (3.7), in fact

\[
\left( \hat{A}_l, \hat{A}_{l'} \right) = \text{tr} \left[ \hat{A}_l^\dagger \hat{A}_{l'} \right]_{\mathcal{H}_S} = \sum_{m,m'=1}^{N^2-1} u_{lm} u_{l'm'}^* \text{tr} \left[ \hat{\sigma}_m^\dagger \hat{\sigma}_{m'} \right]_{\mathcal{H}_S} = \sum_{m=1}^{N^2-1} u_{lm} u_{lm}^* \equiv \left( uu^\dagger \right)_{ll'} = \delta_{ll'} .
\]

(3.14)

The two Eqs (3.10) and (3.12) are perfectly equivalent and have been found independently [28] by V. Gorini, A. Kossakowski and E. C. G. Sudarshan [29] and G. Lindblad [27]. The Equation (3.12) is sometimes called Lindblad equation and its second term (the one involving sum over orthonormal operators) Lindblad superoperator.

3.2.1 Lindblad-like scattering-induced dynamics

In this thesis work, we will often employ scattering-induced superoperator (see Eq. (2.22)) in the form

\[
\frac{\partial \hat{\rho}}{\partial t}\bigg|_{\text{scat}} = \sum_s \hat{\mathcal{A}}^s \hat{\rho} \hat{\mathcal{A}}^s\dagger - \frac{1}{2} \left\{ \hat{\rho}, \hat{\mathcal{A}}^s\dagger \hat{\mathcal{A}}^s \right\} ,
\]

(3.15)

where the operators \( \hat{\mathcal{A}}^s \) and \( \hat{\rho} \) will be different in nature (e.g. many-particle, many-electron or single-electron) depending on the problem considered and the sum will be over a scattering index \( s \). In any case, the operators \( \hat{\mathcal{A}}^s \) will be derived microscopically from the interacting Hamiltonians and are hence not, in general, orthonormal in the sense of Eq. (3.6); however, using Eq. (3.3), we may decompose every \( \hat{\mathcal{A}}^s \) on the basis of orthonormalized trace-class operators \( \{ \hat{\sigma}_i \} \),

\[
\hat{\mathcal{A}}^s = \sum_{i=1}^{N} c_i^s \hat{\sigma}_i : \quad \text{Eq. (3.16)}
\]
inserting Eq. (3.16) into Eq. (3.15), the latter may be rewritten as

\[
\frac{\partial \hat{\rho}}{\partial t}\bigg|_{\text{scat}} = \sum_{i,j=1}^{N-1} g_{ij} \left( \hat{\sigma}_i \hat{\rho} \hat{\sigma}_j^\dagger - \frac{1}{2} \{ \hat{\sigma}_i, \hat{\sigma}_j^\dagger \} \right) + \frac{1}{2N} \sum_s \sum_{i=1,N-1} \Tr^s [\hat{A}^s] \mathcal{H}_s c_i^s \{ \hat{\sigma}_i, \hat{\rho} \} + \text{H.c.},
\]

where we made use (see Eqs. (3.9) and (3.4)) of the equalities

\[
\sigma_{N^2} = \frac{1}{\sqrt{N}} \hat{L},
\]

\[
c_{N^2} = \frac{1}{\sqrt{N}} \Tr[\hat{A}^s] \mathcal{H}_s
\]

and

\[
g_{ij} = \sum_s c_i^s c_j^{s*}.
\]

The matrix \( g \) with elements \( (g)_{ij} = g_{ij} \) is positive: in fact for every vector \( z = \sum_{l=1}^{N^2-1} z_l e_l \in \mathbb{C}^{N^2-1} \), where \( \{e_l, l = 1, \ldots, N^2 - 1\} \) is an orthonormal basis of \( \mathbb{C}^{N^2} \), (e.g. \( e_i^* e_m = \delta_{lm} \)), one has

\[
\sum_{i,j=1}^{N^2-1} g_{ij} z_i^s z_j^{s*} = \sum_s \left( \sum_{i=1}^{N^2-1} c_i^s z_i \right) \left( \sum_{j=1}^{N^2-1} c_j^s z_j \right)^* \geq 0.
\]

As a consequence, the scattering-induced dynamics in Eq. (3.15) is of the Lindblad type in Eq. (3.17) (see also Eq. (3.12)), which is the sum of a Lindblad superoperator (the term with two sums) plus some other terms which, due to their commutative forms, may be absorbed in the free-like term of Eq. (3.12).

### 3.3 An alternative Markov limit

In [1] a novel Markov limit has been proposed, the latter being able to provide a scattering-induced dynamics of the global density matrix \( \hat{\rho} \) in the form

\[
\frac{\partial \hat{\rho}}{\partial t}\bigg|_{\text{scat}} = \hat{A}' \hat{\rho} \hat{A}'^\dagger - \frac{1}{2} \left\{ \hat{\rho}, \hat{A}'^\dagger \hat{A}' \right\},
\]

where the operators \( \hat{A}' \) are microscopically determined from the scattering Hamiltonian \( \hat{H}' \) as

\[
\hat{A}' = \left( \frac{2}{\pi \tau^2} \right)^{\frac{1}{4}} \int dt' \hat{H}'(t') e^{-\left( \frac{t'}{\tau} \right)^2}.
\]
In the following we will restrict to two of the main interactions, the carrier-
phonon of Eq. (1.4) and the carrier-carrier mechanism in Eq. (1.10), which
thanks to Eq. (3.21) give rise to the operators

\[
\hat{A}^{cph} = \left( \frac{2}{\pi t^2} \right)^{\frac{1}{4}} \int_{-\infty}^{\infty} dt' \hat{H}^{cph}(t') e^{-\left( \frac{t'}{\tau} \right)^2} \\
= \sum_{\alpha,\alpha',q} \left( A^{q+\alpha'\alpha}_{\alpha,\alpha'} \hat{c}_{\alpha'} \hat{b}_{\alpha} + A^{q-\alpha\alpha'\alpha}_{\alpha,\alpha'} \hat{c}_{\alpha} \hat{b}_{\alpha'} \right),
\]

\[
\hat{A}^{cc} = \left( \frac{2}{\pi t^2} \right)^{\frac{1}{4}} \int_{-\infty}^{\infty} dt' \hat{H}^{cc}(t') e^{-\left( \frac{t'}{\tau} \right)^2},
\]

\[
= \frac{1}{2} \sum_{\alpha,\alpha',\alpha''} \hat{\mathcal{A}}^{cc}_{\alpha,\alpha',\alpha''} \hat{c}_{\alpha} \hat{c}_{\alpha'} \hat{c}_{\alpha''},
\]

where

\[
A^{q\pm}_{\alpha,\alpha'} = \left( \frac{2}{\pi t^2} \right)^{\frac{1}{4}} \frac{1}{\hbar} g^{q\pm}_{\alpha,\alpha'} \int_{-\infty}^{\infty} dt' e^{-\frac{t'_\alpha - t'_{\alpha'}}{\hbar}} e^{-\left( \frac{t'}{\tau} \right)^2},
\]

\[
A_{\alpha,\alpha',\alpha''} = \left( \frac{2}{\pi t^2} \right)^{\frac{1}{4}} g_{\alpha,\alpha',\alpha''} \int_{-\infty}^{\infty} dt' e^{-\frac{t_{\alpha} + t'_{\alpha'} - t'_{\alpha''}}{2\hbar}} e^{-\left( \frac{t'}{\tau} \right)^2},
\]

where \( g^{q\pm}_{\alpha,\alpha'} \) and \( g_{\alpha,\alpha',\alpha''} \) are the coefficients of the respective Hamiltonians of Eqs. (1.4) and (1.10), \( \tau = \frac{\hbar}{t} \) is a measure of the energy uncertainty in the interaction process induced by the temporal coarse graining and, due to the well-known fermionic algebra, the coefficients \( \hat{\mathcal{A}}^{cc}_{\alpha,\alpha',\alpha''} \),

\[
\hat{\mathcal{A}}^{cc}_{\alpha,\alpha',\alpha''} = \frac{1}{4} \left( A_{\alpha,\alpha',\alpha''} - A_{\alpha,\alpha',\alpha''} - A_{\alpha,\alpha',\alpha''} + A_{\alpha,\alpha',\alpha''} \right),
\]

denote the totally antisymmetric parts of the two-body coefficients \( A^{cc}_{\alpha,\alpha',\alpha''} \) in (3.23).
Part II

The failure of the Wigner function in describing nanometric spatially open systems
Chapter 4

Introduction

The aim of part II is to point out and explain the intrinsic limitations of the conventional quantum-device modeling based on the Wigner-function paradigm. In particular, we provide a definite answer to open questions related to the application of the conventional spatial boundary-condition scheme for the solution of the Wigner transport equation, explaining why and when this scheme exhibits some intrinsic limitations which lead to totally unphysical results, especially in the coherent-transport regime, like e.g. negative spatial charge densities. In order to illustrate this aspect, we shall mainly discuss a simple but physically relevant one-dimensional system, namely a delta-like potential profile. Our detailed analysis will show that (i) in the absence of energy dissipation (coherent limit) the solution of the Wigner equation (compatible with given boundary conditions) is not unique, and (ii) also when decoherence/dissipation phenomena are taken into account (via a relaxation-time approximation) and the solution is unique, the latter is not necessarily a Wigner function, i.e., a Weyl-Wigner transform of a single-particle density matrix.

A typical nanodevice [25] is a “localized system”, i.e., a portion of material characterized by a well defined volume and by spatial boundaries acting as electric contacts to external charge reservoirs, as sketched in Fig. 4.1. Here, $z$ denotes the transport direction, $l$ is the longitudinal length of the device, the electric contacts being located at $z = -l/2$ and $z = +l/2$. The
modeling of a nanostructure device thus represents an intrinsically space-dependent problem, so that a real-space quantum treatment accounting for the presence of quite different spatial regions becomes mandatory. To this purpose, the Wigner-function formalism \cite{30,31} is a widely adopted framework. Within this formalism, the statistical quantum state of the electronic subsystem is fully described in terms of the Wigner function $f(r,k)$, defined over the conventional phase-space $(r,k)$ as the Weyl-Wigner transform of the single-particle density-matrix operator $\hat{\rho}$ \cite{32}, which is a single particle operator (see Eq. (5.17)) obtainable from the global density matrix operator $\hat{\rho}$ by a procedure extensively described in Chap. 11.

![Schematic representation of a typical semiconductor-based quantum device as an open system connected to two external charge reservoirs. Here, the distance between the interfaces is $l$, and $z$ is the longitudinal transport direction.](image)

Based on the Wigner-function formalism, various approaches for the study of quantum-transport phenomena in semiconductor nanomaterials and nanodevices have been proposed. \cite{33–52} On the one end, starting from the pioneering work by Frensley, \cite{33} quantum-transport simulations based on a direct numerical solution of the Wigner equation have been performed via finite-difference approaches \cite{36}, by imposing on the Wigner function the standard U boundary condition scheme (see Fig. 7.1 in Chap. 7). On
the other end, a generalization to systems with open boundaries of the semiconductor Bloch equations has also been proposed. [53,54] In addition to these two alternative simulation strategies –both based on effective treatments of relevant interaction mechanisms– Jacoboni and co-workers have proposed a fully quantum-mechanical simulation scheme for the study of electron-phonon interaction based on the “Wigner paths”; [55] this approach is intrinsically able to overcome the standard approximations of conventional quantum-transport models, namely the Markov approximation and the completed-collision limit; [56] however, due to the huge amount of computation required, its applicability is often limited to short time-scales and extremely simplified situations.

Motivated by a few unphysical results [54] obtained via the generalized semiconductor Bloch equations mentioned above, a recent study [2] has shown that the application of the conventional space boundary condition scheme to the Wigner transport equation may lead to partially negative charge probability densities, unambiguous proof of the failure of such classical-like Wigner-function treatment.

As already stressed, the main goal of this part is a detailed analysis of the strengths and limits of the Wigner function formalism. In order to complete this task, we will follow the already published paper [57], from which the numerical results here reported come.

Before moving on to the description it is useful to spend a few words about the phase-space description of Quantum Mechanics. In Classical Mechanics, a large ensemble of states, each one occupying a point in the phase space, gives naturally rise to the definition of a probability distribution \( f_{cl}(r,p) \) depending on the spatial- and momentum-vector coordinates \( r \) and \( p \) - see Sec. 1.3 for an example. Given a generic function of position and velocity \( A(r,p) \), its statistical average is given by

\[
\langle A \rangle_{cl} = \int dr dp A(r,p) f_{cl}(r,p) .
\]  

In contrast, in Quantum Mechanics the expectation value of a generic single-particle operator \( \hat{B} \) is given by

\[
\langle \hat{B} \rangle_q = \text{Tr} \left[ \hat{B} \hat{\rho} \right] ,
\]
where $\hat{\rho}$ is the single-particle density matrix. In analogy to the classical average (see Eq. (4.1)), a phase-space approach to Quantum Mechanics would like to evaluate the quantum expectation value in Eq. (4.2) as an integral over the phase space,

$$\langle \hat{B} \rangle_q = \int d\mathbf{r} d\mathbf{p} B(\mathbf{r}, \mathbf{p}) f_q(\mathbf{r}, \mathbf{p}) ,$$

where $B(\mathbf{r}, \mathbf{p})$ is a function associated to the quantum operator $\hat{B}$ and $f_q(\mathbf{r}, \mathbf{p})$ should be a quantum-mechanical analogous to the classical probability distribution $f_{cl}(\mathbf{r}, \mathbf{p})$. However, a unique recipe for obtaining $B(\mathbf{r}, \mathbf{p})$ and $f_q(\mathbf{r}, \mathbf{p})$ does not exist, in fact several different approaches have been proposed, most of them sharing few rules: one common feature is the nonpositive character of $f_q(\mathbf{r}, \mathbf{p})^1$, from which the function $f_q(\mathbf{r}, \mathbf{p})$ is defined as a quasi-probability distribution. Apart from the Wigner function, some popular quasi-probability distribution are the $P$ representation, both in the original [59,60] and generalized version [61]; we also cite the Husimi distribution [62] which, however, is nonnegative and, as a consequence, does not represent the probability of mutually exclusive states.

\footnote{In fact, a positive definite $f_q(\mathbf{r}, \mathbf{p})$ would not be able to describe orthogonal states [58].}
Chapter 5
The Wigner Function formalism

In order to account for the space-dependent character of a quantum device, a widely employed strategy is the Wigner-function treatment of the problem. [30] The Wigner function \( f(r,k) \) associated to a single-particle density-matrix operator \( \hat{\rho} \) (which will be defined in terms of the global density matrix operator \( \hat{\rho} \) in Chap 11) is defined as its Weyl-Wigner transform [32]

\[
\begin{align*}
    f(r,k) &= \int dr' e^{-i k \cdot r'} \left< r + \frac{r'}{2} \right| \hat{\rho} \left| r - \frac{r'}{2} \right> \\
    &= \text{tr}\{ \hat{W}(r,k) \hat{\rho} \}, \tag{5.1}
\end{align*}
\]

corresponding to the quantum-plus-statistical average of the Wigner operator [25]

\[
\hat{W}(r,k) = \int dr' \left| r - \frac{r'}{2} \right> e^{-i k \cdot r'} \left< r + \frac{r'}{2} \right|. \tag{5.2}
\]

In particular, for a pure state \( |\beta\rangle \) the Wigner function reduces to the expectation value of the Weyl-Wigner operator

\[
f_\beta(r,k) = \langle \beta | \hat{W}(r,k) | \beta \rangle \tag{5.3}
\]

The Weyl-Wigner transform in Eq. (5.1) relates the quantum-mechanical operator \( \hat{\rho} \) to its associated function \( f(r,k) \); the same mechanism could be
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applied to a generic operator \( \hat{A} \) in order to establish a link between the latter and a function defined over the phase-space,

\[ \hat{A} \leftrightarrow A(r,k), \text{ with } A(r,k) = \text{tr}\{\hat{W}(r,k)\hat{A}\} \]  \hspace{1cm} (5.4)

such that the expectation value of \( \hat{A} \) can be rewritten according to the Wigner picture as

\[ \langle \hat{A} \rangle = (2\pi)^{-3} \int drdk A(r,k)f(r,k) \]  \hspace{1cm} (5.5)

Within such Wigner-function representation the average values of charge and current densities at location \( r \) are given by

\[ n(r) = \int \frac{dk}{(2\pi)^3} f(r,k) \]  \hspace{1cm} (5.6)

and

\[ J(r) = \int \frac{dk}{(2\pi)^3} v(k) f(r,k) \]  \hspace{1cm} (5.7)

where \( v(k) = \frac{\hbar k}{m^*} \) is the velocity of a conduction electron with effective mass \( m^* \).

The time evolution for the Wigner function can be derived from the equation of motion for the density-matrix operator: the latter will be extensively discussed in part III, but for the moment we may write it in the following generic form valid in the low-density limit: \[25\]

\[ \frac{d\hat{\rho}}{dt} = \frac{1}{i\hbar} \left[ \hat{H}^{sp}, \hat{\rho} \right] + \Gamma (\hat{\rho}) \]  \hspace{1cm} (5.8)

Here, the first contribution on the r.h.s. describes the coherent dynamics dictated by the non-interacting Hamiltonian \( \hat{H}^{sp} \) of Eq. (1.2), including energy renormalizations or elastic single-electron scattering processes, while the second term is a linear superoperator \( \Gamma \) encoding the energy-dissipative/decoherent scattering mechanisms that electrons experience within the host material.

In particular, by choosing as basis states \( |\alpha\rangle \) the eigenstates of \( \hat{H}^{sp} \),

\[ \hat{H}^{sp} = \sum_\alpha |\alpha\rangle \epsilon_\alpha \langle \alpha| \]  \hspace{1cm} (5.9)
the density-matrix equation (5.8) may be rewritten as

$$\frac{d\rho_{\alpha_1\alpha_2}}{dt} = \frac{\epsilon_{\alpha_1} - \epsilon_{\alpha_2}}{i\hbar} \rho_{\alpha_1\alpha_2} + \sum_{\alpha'_1\alpha'_2} \Gamma_{\alpha_1\alpha_2,\alpha'_1\alpha'_2} \rho_{\alpha'_1\alpha'_2} . \quad (5.10)$$

Such set of coupled equations of motion for the density-matrix elements $\rho_{\alpha_1\alpha_2}$ are usually referred to as the semiconductor Bloch equations. [25]

By applying the Weyl-Wigner transform (5.1), together with its inverse $\hat{\rho} = \frac{1}{(2\pi)^3} \int dr \int dk \hat{W}(r, k) f(r, k)$, (5.11) to the density-matrix equation (5.8), one obtains the equation of motion for the Wigner function

$$\frac{\partial f(r, k)}{\partial t} = \frac{\partial f(r, k)}{\partial t} \bigg|_{\text{sp}} + \frac{\partial f(r, k)}{\partial t} \bigg|_{\text{scat}} \quad (5.12)$$

with

$$\frac{\partial f(r, k)}{\partial t} \bigg|_{\text{sp}} = \int dr' dk' \epsilon(r, k; r', k') f(r', k') \quad (5.13)$$

and

$$\frac{\partial f(r, k)}{\partial t} \bigg|_{\text{scat}} = \int dr' dk' \Gamma(r, k; r', k') f(r', k') , \quad (5.14)$$

where

$$\epsilon(r, k; r', k') = -\frac{i}{(2\pi)^3 \hbar} \text{tr} \left\{ \hat{W}(r, k) \left[ \hat{H}^{\text{sp}}, \hat{W}(r', k') \right] \right\} \quad (5.15)$$

and

$$\Gamma(r, k; r', k') = \frac{1}{(2\pi)^3} \text{tr} \left\{ \hat{W}(r, k) \Gamma \left( \hat{W}(r', k') \right) \right\} \quad (5.16)$$

are the single-particle and the scattering superoperators written in the $(r, k)$ Wigner picture, respectively.

Given the states $|\alpha\rangle$, the single-particle density-matrix operator can be expressed in terms of entries $\rho_{\alpha_1\alpha_2}$ as

$$\hat{\rho} = \sum_{\alpha_1\alpha_2} |\alpha_1\rangle \rho_{\alpha_1\alpha_2} \langle \alpha_2| , \quad (5.17)$$
whereas the Wigner function in (5.1) can be written as

\[ f(r, k) = \sum_{\alpha_1 \alpha_2} W_{\alpha_2 \alpha_1}(r, k) \rho_{\alpha_1 \alpha_2} \]  

(5.18)

with

\[ W_{\alpha_2 \alpha_1}(r, k) = \int dr' \psi_{\alpha_1}(r + \frac{r'}{2}) e^{-i k \cdot r'} \psi^*_{\alpha_2}(r - \frac{r'}{2}). \]  

(5.19)

We emphasize that in general the Wigner equation (5.12) is non-local in both \( r \) and in \( k \). As a consequence, the conventional boundary-condition scheme adopted to solve the semiclassical Boltzmann equation cannot be applied. [25] However, in order to simplify the problem, the rigorous expressions of the single-particle and scattering superoperators in Eqs. (5.13) and (5.14) are often replaced by effective/phenomenological models. In particular, as we shall discuss in detail in Sec. 6.1, within the conventional effective-mass and envelope-function approximations, the single-particle superoperator (5.13) turns out to be local. Furthermore, adopting a generalized relaxation-time approximation (see also Chap. 8), the fully quantum-mechanical scattering superoperator (5.14) is replaced by the local form [30]

\[ \frac{\partial f(r, k)}{\partial t} \bigg|_{\text{scat}} = -\frac{f(r, k) - f^\circ(r, k)}{\tau}, \]  

(5.20)

describing the effect of dissipation/decoherence (induced by the host material) toward the equilibrium Wigner function \( f^\circ(r, k) \) in terms of a relaxation time \( \tau \).
Chapter 6

The Coherent Wigner Equation

In order to investigate the intrinsic limitations of the boundary-condition scheme pointed out above, we shall first focus on a fully coherent system/device, where energy-dissipation/decoherence processes occur over timescales that are much longer than the typical timescales induced by $\hat{H}^{sp}$. In this regime, the density-matrix equation (5.8) reduces to the Liouville-von Neumann equation

$$ \frac{d\hat{\rho}}{dt} = \frac{1}{i\hbar} \left[ \hat{H}^{sp}, \hat{\rho} \right]. $$

(6.1)

6.1 The Wigner transport equation

For the purpose of the present thesis work, it is enough to consider a one-dimensional system $(r, k \rightarrow z, k)$ described by the envelope-function Hamiltonian [25] (see also Sec. 1.1)

$$ \hat{H}^{sp} = K(\hat{k}) + V(\hat{z}), $$

(6.2)

where $\hat{z}$ and $\hat{k}$ denote, respectively, the quantum-mechanical operators associated to the electronic coordinate ($z$) and to the electronic momentum/wavevector ($k$); generalizations to a fully three-dimensional problem are straightforward. According to the usual prescription of the envelope-function theory, the function $K$ in Eq. (6.2) describes the bulk electronic
band, while $V$ describes the nanostructure potential profile. The Hamiltonian (6.2) leads Eq. (6.1) to acquire the form

$$\frac{d\hat{\rho}}{dt} = \frac{d\hat{\rho}}{dt}_K + \frac{d\hat{\rho}}{dt}_V,$$  \hspace{1cm} (6.3)

with

$$\frac{d\hat{\rho}}{dt}_K = \frac{1}{i\hbar} \left[K(\hat{k}), \hat{\rho}\right],$$  \hspace{1cm} (6.4)

and

$$\frac{d\hat{\rho}}{dt}_V = \frac{1}{i\hbar} \left[V(\hat{z}), \hat{\rho}\right].$$  \hspace{1cm} (6.5)

Applying the Weyl-Wigner transform to the density-matrix equation (6.3), one gets the (one-dimensional version of the) single-particle contribution

$$\frac{\partial f(z,k)}{\partial t}_{sp} = \frac{\partial f(z,k)}{\partial t}_K + \frac{\partial f(z,k)}{\partial t}_V.$$  \hspace{1cm} (6.6)

In doing that, the Wigner function (5.1) can be expressed in two different and equivalent ways, corresponding to the momentum ($k$) and coordinate ($z$) representations, respectively. By setting $\alpha = k$ as well as $\alpha = z$ in Eq. (5.18) one obtains

$$f(z,k) = \int dk'e^{ik'z} \rho\left(k+k'\right),$$  \hspace{1cm} (6.7)

$$= \int dz'e^{-ik'z} \rho\left(z+z'\right).$$  \hspace{1cm} (6.8)

These two expressions turn out to be both useful because the kinetic and potential contributions (6.4) and (6.5) are diagonal in the momentum ($k$) and coordinate ($z$) representations, respectively, i.e.

$$\frac{d\rho(k_1,k_2)}{dt}_K = \frac{K(k_1) - K(k_2)}{i\hbar} \rho(k_1,k_2)$$  \hspace{1cm} (6.9)

and

$$\frac{d\rho(z_1,z_2)}{dt}_V = \frac{V(z_1) - V(z_2)}{i\hbar} \rho(z_1,z_2).$$  \hspace{1cm} (6.10)
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(i) By applying the Weyl-Wigner transform (6.7), as well as its inverse (given by Eq. (5.11) written in the $k$-representation),

\[
\rho \left( k + \frac{k'}{2}, k - \frac{k'}{2} \right) = \int dz \frac{e^{-ik'z}}{2\pi} f(z, k),
\]

(6.11)
to the kinetic contribution (6.9), one gets

\[
\frac{\partial f(z, k)}{\partial t} \bigg|_K = - \int dz' \mathcal{K}(z - z', k) f(z', k)
\]

(6.12)
with

\[
\mathcal{K}(z'', k) = \frac{i}{\hbar} \int dk' \frac{e^{iz''k'}}{2\pi} \left[ K \left( k + \frac{k'}{2} \right) - K \left( k - \frac{k'}{2} \right) \right].
\]

(6.13)
The kinetic operator in the Wigner picture, appearing on the r.h.s. of Eq. (6.12), is always local in $k$ and, in general, is non-local in $z$. In particular, by adopting the usual effective-mass approximation,

\[
K(k) = \frac{\hbar^2 k^2}{2m^*},
\]

(6.14)
the non-local kinetic operator (6.12) reduces to

\[
\frac{\partial f(z, k)}{\partial t} \bigg|_K = - v(k) \frac{\partial f(z, k)}{\partial z},
\]

(6.15)
where $v(k) = \hbar k/m^*$ denotes the effective-mass carrier group velocity. Notably, within the effective-mass approximation (6.14) the kinetic contribution coincides with its semiclassical counterpart, i.e., it reduces to the standard diffusion term of the Boltzmann equation (see also the three-dimensional Equation in (1.12)).

(ii) By applying the Weyl-Wigner transform (6.8), as well as its inverse (given by Eq. (5.11) written in the $z$-representation),

\[
\rho \left( z + \frac{z'}{2}, z - \frac{z'}{2} \right) = \int dk \frac{e^{iz'k}}{2\pi} f(z, k),
\]

(6.16)
to the potential contribution in (6.10), one gets
\[ \frac{\partial f(z, k)}{\partial t} \bigg|_V = - \int dk' \mathcal{V}(z, k - k')f(z, k') \] (6.17)
with
\[ \mathcal{V}(z, k '') = \frac{i}{\hbar} \int dz' e^{-i k'' z'} \left[ V \left( z + \frac{z'}{2} \right) - V \left( z - \frac{z'}{2} \right) \right] . \] (6.18)

In contrast with the kinetic one, the potential operator appearing on the r.h.s. of Eq.(6.17) is always local in \( z \) and, in general, is non-local in \( k \). For the particular case of a quadratic potential
\[ V(z) = \frac{1}{2}az^2 + bz + c , \] (6.19)
corresponding to the classical force
\[ F(z) = - \frac{dV(z)}{dz} = -(az + b), \] (6.20)
the non-local potential operator (6.17) simply reduces to
\[ \frac{\partial f(z, k)}{\partial t} \bigg|_V = - \frac{F(z)}{\hbar} \frac{\partial f(z, k)}{\partial k} . \] (6.21)

Thus, for the particular case of the quadratic potential profile (6.19), the potential contribution coincides with its semiclassical counterpart, i.e., it reduces to the standard scattering-free term of the Boltzmann equation (see also the three-dimensional Equation in (1.12) with null r.h.s.); it follows that the non-local character of the generic potential superoperator in (6.17) vanishes in the presence of a parabolic potential only.

The analysis performed so far has shown a strongly symmetric role between real-space \((z)\) and momentum \((k)\) coordinates; this is confirmed by the fact that the corresponding equations of motion (each one written within the related representation) display the very same mathematical structure [see Eqs. (6.9) and (6.10)]. Moreover, for a physical system characterized by an effective Hamiltonian quadratic in both the coordinate and the momentum, the equation of motion of the Wigner function coincides with its
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semiclassical (Boltzmann) counterpart, thus showing the intimate link between the Wigner function and the semiclassical distribution. This can also be regarded as a formal proof of the fact that, for a particle subjected to a quadratic potential, its classical and quantum equations of motion coincide, a fundamental result originally pointed out by Richard P. Feynman via his “path integral” formulation of quantum mechanics. [63]

For the microscopic modeling of semiconductor quantum devices, the effective-mass approximation (6.14) is widely employed, and constitutes a good starting point for the description of the bulk band structure. In contrast, for a generic optoelectronic device, the effective potential profile \( V(z) \) is usually far from the quadratic form in (6.19). As a consequence, within this approximation scheme the single-particle superoperator \( \epsilon \) in (5.13) is always local in \( z \), and the total (i.e., kinetic plus potential) equation of motion for \( f(z,k) \) –obtained combining Eqs. (6.15) and (6.17)– contains a non-local term in \( k \) induced by the potential profile:

\[
\frac{\partial f(z,k)}{\partial t} + v(k) \frac{\partial f(z,k)}{\partial z} + \int dk' V(z,k-k') f(z,k') = 0 . \tag{6.22}
\]

Equation (6.22), also referred to as the Wigner transport equation, describes the time evolution of the one-dimensional Wigner function in the absence of energy-dissipation/decoherence processes. In steady-state conditions \( (\partial f(z,k)/\partial t = 0) \) it reduces to

\[
v(k) \frac{\partial f(z,k)}{\partial z} = - \int dk' V(z,k-k') f(z,k') . \tag{6.23}
\]

In terms of the variable \( z \) the above equation is a first-order differential equation. In this respect, it is thus similar to the (steady-state) semiclassical Boltzmann equation [25] in the absence of scattering-interactions (see also the three-dimensional Equation in (1.12) with a null r.h.s.)

\[
v(k) \frac{\partial f(z,k)}{\partial z} = - \frac{F(z)}{\hbar} \frac{\partial f(z,k)}{\partial k} . \tag{6.24}
\]

Based on this analogy, outlined in the pioneering work by Frensley, [33] several quantum-transport problems have been treated by following a semiclassical approach, i.e. by applying to the Wigner transport equation (6.23)
the strategy commonly adopted for the Boltzmann Equation (6.24). Indeed most of these studies [30] are based on a numerical solution of Eq. (6.23), often supplemented by an additional relaxation-time term (see Chap. 8), where one imposes on $f(z, k)$ the U spatial boundary condition scheme described in Chap. 7. The latter, depicted in Fig. 7.1, consists in requiring that the inflowing Wigner function acquires some fixed values at the two contacts $z = \pm l/2$, and that these values are determined by the distribution of carriers incoming from the two reservoirs. Explicitly, the values $f(-l/2, k)$ are specified for carriers incoming from the left reservoir ($k > 0$) and the values $f(+l/2, k)$ are specified for electrons incoming from the right reservoir ($k < 0$). In a compact notation, introducing $z^b(k) = \text{sign}(k) l/2$ (where sign denotes the sign function), the Wigner transport equation (6.23) is thus equipped with the $k$-dependent spatial boundary condition

$$f^b(k) \equiv f(z^b(k), k). \tag{6.25}$$

Within such boundary-condition paradigm, it is also possible to rewrite the Wigner problem (6.23)-(6.25) in an equivalent integral form [2]

$$v(k) f(z, k) = v(k) f^b(k) - \int_{z^b(k)}^{z} dz' \int_{-\infty}^{+\infty} dk' \mathcal{V}(z', k - k') f(z', k'). \tag{6.26}$$

This integral equation is the starting point of the Neumann-series solution employed in Ref. [2], i.e., a numerical treatment based on an iterative expansion of the solution $f(z, k)$ in powers of the potential superoperator $\mathcal{V}$.

We wish to point out that, in spite of the (classical versus quantum) analogies mentioned above, an important difference emerges between the Wigner equation (6.23) and the semiclassical Boltzmann equation (6.24). While the latter is local in $k$, the former is not. Indeed, because of the non-local character (in $k$) of the potential superoperator $\mathcal{V}$ appearing in (6.23), the differential equation for one value of $k$ is in fact coupled to the differential equations for all other $k$ values. The non-locality of $\mathcal{V}$ therefore makes the Wigner problem intrinsically different from the Boltzmann one. Indeed, as will be shown in Sec. 7.2 while the solution of the Boltzmann equation (compatible with given boundary values) is always unique, the same does not apply to the Wigner equation (see below).
6.2 The Semiclassical Limit of the Coherent Wigner Equation

The aim of this section is to provide the semiclassical limit of the coherent (e.g., scattering-free) Wigner Equation (6.22). In order to complete this task, we have to introduce the notion of Moyal brackets: given two generic functions $a(z,p), b(z,p)$, the Moyal brackets [64] of the two functions $\{a(z,p), b(z,p)\}_M$ are defined as

$$\{a(z,p), b(z,p)\}_M = \sin \frac{i\hbar}{\hbar} \left( \frac{\partial}{\partial z} \frac{\partial}{\partial p'} - \frac{\partial}{\partial z'} \frac{\partial}{\partial p} \right) a(z,p)b(z',p') \bigg|_{z'=z, p'=p}. \quad (6.27)$$

Exploiting the latter definition, an alternative form for the potential contribution $\left. \frac{df(z,k)}{dt} \right|_V$ in Eq. (6.22) for a parabolic band is

$$\left. \frac{df(z,p)}{dt} \right|_V = - \frac{1}{\hbar} \{f(z,p), V(z)\}_M, \quad (6.28)$$

where $V(z)$ is the spatial-representation of the operator $V(\hat{z})$ of Eq. (6.2) and we wrote $f(z,p)$ in terms of $p = \hbar k$ rather then $k$ in order to make easier the comparisons with the Boltzmann Equation (see Eq. (1.12) with null r.h.s.).

Before moving to the semiclassical limit, a few comments on Eq. (6.28) are mandatory. As already stressed by Frensley [30], although Eq. (6.28) and (6.17) are equivalent, the latter is preferred (especially) in simulative experiments due to the fact that the former would need an infinite expansion in $\hbar$. The Eq. (6.28) may be obtained exploiting the Groenewold relation [65], which relates the phase-space function (see Eq. (5.4)) $F(z,p) = \text{Tr}[\hat{W}(z,p)\hat{F}]$, where $\hat{F}$ is given by the product of two generic operators $\hat{A}$ and $\hat{B}$, with the functions $A(z,p) = \text{Tr}[\hat{W}(z,p)\hat{A}]$ and $B(z,p) = \text{Tr}[\hat{W}(z,p)\hat{A}]$,

$$\hat{F} = \hat{A}\hat{B} \iff F(z,p) = \sin \frac{i\hbar}{\hbar} \left( \frac{\partial}{\partial z} \frac{\partial}{\partial p'} - \frac{\partial}{\partial z'} \frac{\partial}{\partial p} \right) A(z,p)B(z',p') \bigg|_{z'=z, p'=p}. \quad (6.29)$$

Applying Eq. (6.29) to the Liouvile-von Neumann Equation (6.1) for a parabolic conduction band, the Eq. (6.28) comes trivially after noting that
the functions $K(p) = \text{Tr}[\hat{W}(z,p)K(\hat{p})]$ and $V(z) = \text{Tr}[\hat{W}(z,p)V(\hat{z})]$ coincide with the (respectively) momentum and coordinate representation of the operators in the r.h.s. of Eq. (6.2); the function $H^{sp}(z,p)$ is given by the sum $H^{sp}(z,p) = K(p) + V(z)$.

In order to obtain the semiclassical limit of Eq. (6.27), we consider the (formal) limit of $\hbar \to 0$, which gives

$$\lim_{\hbar \to 0} \frac{df(z,p)}{dt} |_V = -\frac{\partial V \partial f(z,p)}{\partial z \partial p},$$

(6.30)

hence, recalling the diffusive term in Eq. (6.15), the scattering-free equation of motion of the Wigner function in the Semiclassical limit is given by

$$\lim_{\hbar \to 0} \frac{df(z,p)}{dt} = \frac{df(z,p)}{dt} |_K + \frac{df(z,p)}{dt} |_V$$

$$= \frac{\partial f(z,p)}{\partial z} \frac{\partial H^{sp}(z,p)}{\partial p} - \frac{\partial f(z,p)}{\partial p} \frac{\partial H^{sp}(z,p)}{\partial z}$$

$$\equiv \{f(z,p), H^{sp}(z,p)\}_P,$$

(6.31)

where $\{a(z,p), b(z,p)\}_P$ indicates the Poisson brackets [66] of the functions $a(z,p)$ and $b(z,p)$; as expected, the r.h.s. of Eq. (6.31) coincides with the scattering-free Boltzmann Equation (see also the three-dimensional Eq. (1.12)). Summarizing, the semiclassical limit of the coherent Wigner transport equation provides the scattering-free semiclassical equation of motion.

As a final remark, we refer to Chap. (13) for the semiclassical limit of the dissipation/decoherence contribution to the dynamics of the Wigner function: as will be discussed there, for a particular choice of the quantum scattering superoperator, the former reduces to the Boltzmann collision term of Eq. (1.14).
Chapter 7

The Inflow or U-boundary condition

The density-matrix formalism recalled so far as well as its Weyl-Wigner representation apply to “extended systems”, i.e., systems extending over the whole coordinate space. Indeed, given the state of the system at the initial time $t_0$, its time evolution is fully dictated by the density-matrix equation (5.8) or, equivalently, via the corresponding Wigner-function equation (5.12) defined over the whole coordinate space $\mathbf{r}$. However, such approach cannot be straightforwardly applied to a nanostructured device, since the latter is a “localized system”, i.e., a portion of material characterized by a well defined volume and by spatial boundaries acting as electric contacts to external charge reservoirs (see Fig. 4.1). It follows that, in addition to the initial condition previously mentioned, one is forced to impose on the Wigner-function equation (5.12) spatial boundary conditions as well.

The Wigner Transport Equation (6.22) presents a first order derivative in the spatial coordinate; for this reason, starting from the pioneering work by Frensley [33], a number of quantum-transport simulations have been performed imposing the standard inflow boundary condition on the Wigner Equation. When applied to one-dimensional problem, the inflow boundary condition may be schematically pictured as in Fig. 7.1, where the left and right vertical bold lines represent the contacts at $z = \pm l/2$, while the horizontal one figures the starting Wigner function in the whole space: as
a consequence, this prescription is often called U boundary condition. Finally, when combined with finite-difference scheme, the inflowing boundary conditions are also called upwind BC.

![Diagram of inflow or U boundary condition](image)

Figure 7.1. The conventional inflow or U boundary condition scheme adopted in semiclassical device modeling, [25] for a one-dimensional problem. The value of the Wigner function \( f(z,k) \) is specified at the boundaries \( z^b(k) \) of the active region, i.e., \( f(-l/2,k > 0) \) and \( f(+l/2,k < 0) \) are fixed by the incoming/inflowing carrier distribution function.

### 7.1 Physical vs. Mathematical solutions

While such boundary-condition scheme is fully compatible with the conventional semiclassical transport theory (mainly due to the local character of the Boltzmann equation), its application to a quantum-mechanical problem is in general not justified. In particular, two crucial issues need to be investigated: i) does such classical-like boundary-condition scheme applied to the Wigner-function equation (5.12) provide a physically acceptable solution, i.e., a Weyl-Wigner transform of a single-particle density matrix? ii) is the uniqueness of such solution guaranteed?
The aim of this section is to provide a definite answer to the first question, while the second issue will be addressed in Sect. 7.2.

In order to gain more insight about physical versus unphysical solutions, let us focus on the steady-state version of Eq. (5.12), namely

\[ \int dr' dk' L(r, k; r', k') f(r', k') = 0 \quad (7.1) \]

with

\[ L(r, k; r', k') = \epsilon(r, k; r', k') + \Gamma(r, k; r', k') . \quad (7.2) \]

Generally speaking, it is a matter of fact that the set of solutions of a given differential equation is usually larger than the physically acceptable ones. Indeed, in view of the linear character of Eq. (7.1), given two physical solutions \( f_a(r, k) \) and \( f_b(r, k) \), the linear combination

\[ f(r, k) = c_a f_a(r, k) + c_b f_b(r, k) \quad (7.3) \]

is also a mathematical solution of the same equation, leading to a spatial carrier density [see Eq. (5.6)] of the form

\[ n(r) = c_a n_a(r) + c_b n_b(r) . \quad (7.4) \]

In spite of the positive-definite character of the spatial charge densities \( n_a \) and \( n_b \), an inappropriate choice of the coefficients \( c_a \) and \( c_b \) may give rise to a partially negative charge distribution, which corresponds to an unphysical solution. On the other end, the presence of given spatial boundary conditions is expected to impose additional constraints on the two coefficients \( c_a \) and \( c_b \), thus reducing the set of available solutions.

In order to better understand the link among the system density matrix \( \hat{\rho} \), the Wigner function \( f(r, k) \), and the corresponding boundary function \( f^b(k) \), let us examine in more detail the Weyl-Wigner transform in (5.1). Because the density-matrix operator \( \hat{\rho} \) is always Hermitian and positive-definite, its spectral decomposition

\[ \hat{\rho} = \sum_\beta p_\beta |\beta\rangle\langle\beta| \quad (7.5) \]

involves non-negative eigenvalues \( p_\beta \geq 0 \). Inserting Eq. (7.5) into (5.1) and employing the pure-state result (5.3), the Wigner function turns out to be

\[ f(r, k) = \sum_\beta p_\beta f_\beta(r, k) , \quad p_\beta \geq 0 \quad (7.6) \]
The above linear combination can be regarded as a statistical average (i.e., a mixed state) of the Wigner functions $f_\beta(r,k)$ corresponding to the pure states $|\beta\rangle$. As a consequence the spatial carrier density corresponding to the Wigner function in (7.6) reads

$$n(r) = \sum_\beta p_\beta n_\beta(r)$$

and is always positive, being a linear combination of the positive-definite functions $n_\beta(r) \propto \int dk f(r,k)$ with positive-definite coefficients $p_\beta$. Such physical result thus originates from the positive-definite character of the density-matrix operator.

On the other end, in the conventional boundary-condition scheme (see Fig. 7.1) employed for the simulation of quantum devices with open spatial boundaries, one arbitrarily fixes the value of the Wigner function entering the device from the spatial boundary $r^b$. The crucial question is whether, for any given (real and positive-definite) boundary function $f^b(k) \equiv f(r^b,k)$, any mathematical solution of Eq. (7.1) is also a physically acceptable one. Let us consider a generic solution $f(r,k)$ of our Wigner equation. Exploiting the completeness relation of the Wigner operators, namely

$$(2\pi)^{-3} \text{tr} \left\{ \hat{W}(r,k) \hat{W}^\dagger(r',k') \right\} = \delta(r-r') \delta(k-k'),$$

the (real) function $f(r,k)$ defined on the phase space can always be written as

$$f(r,k) = \text{tr} \left\{ \hat{W}(r,k) \hat{\Phi} \right\}$$

where $\hat{\Phi}$ is an Hermitian operator, defined as

$$\hat{\Phi} = (2\pi)^{-3} \int dr \int dk \hat{W}(r,k) f(r,k)$$

whose spectral decomposition

$$\hat{\Phi} = \sum_\beta e_\beta |\tilde{\beta}\rangle \langle \tilde{\beta}|$$

involves pure states $|\tilde{\beta}\rangle$ and, due to hermiticity, real eigenvalues $e_\beta$. However, in contrast to the case of a density-matrix operator $\hat{\rho}$ [see Eq.(7.5)], the
eigenvalues $e_{\tilde{\beta}}$ of $\hat{\Phi}$ are not necessarily positive. Thus, the solution $f(r, k)$ in (7.9), which can be written as

$$f(r, k) = \sum_{\beta} e_{\tilde{\beta}} f_{\tilde{\beta}}(r, k), \quad (7.12)$$

($f_{\tilde{\beta}}(r, k)$ denoting the Wigner function of the pure state $|\tilde{\beta}\rangle$) is not necessarily a mixed-state Wigner function of the form in (7.6), and therefore may be unphysical. Indeed the corresponding spatial carrier density

$$n(r) = \sum_{\tilde{\beta}} e_{\tilde{\beta}} n_{\tilde{\beta}}(r) \quad (7.13)$$

is not necessarily positive-definite due to the possible presence of negative eigenvalues $e_{\tilde{\beta}}$.

This is the mathematical explanation of the unphysical results reported in Ref. [2] as well as in Fig. 9.6. As we shall discuss in Secs. 7.2 and 9.2, from a physical point of view the presence of such unphysical solutions is a clear indication that the non-local character of the Liouville superoperator in (7.2) does not allow one to arbitrarily choose/fix the boundary values of the unknown Wigner function regardless of the specific device under examination, since the Wigner function in $r$ depends, in general, on the value of the device potential profile in any other point $r'$.

To summarize, in view of the completeness property in (7.8), it is always possible to identify a proper linear combination (7.12) of the pure-state Wigner functions fulfilling the desired boundary values $f^b(k)$. However, such linear combination does not necessarily correspond to a physically acceptable solution (see also Sec. 9.2). Moreover, while the existence of such mathematical solution is guaranteed, its uniqueness strongly depends on the particular properties of the effective Liouville superoperator $L$ in (7.2); in particular, as discussed in the following section, in the coherent limit the solution of Eq. (7.1) (compatible with given spatial boundaries) is not unique.

### 7.2 Nonuniqueness of the solution

In order to show the non-uniqueness of the solution, we start by investigating the general symmetry properties of the Wigner transport equation
(6.23). A closer inspection of the Wigner potential in (6.18) reveals its antisymmetric nature with respect to the momentum coordinate, i.e.,

\[ V(z, k'') = -V(z, -k'') . \]  

(7.14)

As a consequence, both \( f(z, k) \) and \( f(z, -k) \) are solutions of the Wigner equation (6.23). Such property reflects the time-reversal symmetry, i.e., it corresponds to the fact that for any given solution \( \phi(z) \) of the time-dependent Schrödinger equation, its complex conjugate \( \phi^*(z) \) is also a solution; this is confirmed by recalling that, for a pure state \( |\phi\rangle\langle\phi| \) corresponding to a wavefunction \( \phi(z) \), the related Wigner function (5.1) is simply given by

\[
 f(z, k) = \int dz' \phi \left( z + \frac{z'}{2} \right) e^{-ikz'} \phi^* \left( z - \frac{z'}{2} \right) ,
\]  

(7.15)

and noticing that the replacement in (7.15) of the two wavefunctions with their complex conjugates is equivalent to changing \( k \) in \(-k\).

In addition to the antisymmetry (7.14) w.r.t. \( k \), in the presence of a spatially symmetric potential \( V(z) = V(-z) \), the Wigner potential (6.18) turns out to be antisymmetric with respect to the spatial coordinate as well,

\[ V(z, k'') = -V(-z, k'') , \]

(7.16)

implying that, for a given solution \( f(z, k) \) of the Wigner equation (6.23), also \( f(-z, k) \) is a solution of the same equation. Such property corresponds to the fact that, in the presence of a symmetric potential, for any given solution \( \phi(z) \), the wavefunction \( \phi^*(-z) \) is a solution as well.

For any finite and piece-wise-constant potential \( V(z) \), one can easily define a set of doubly degenerate eigenstates called scattering states. [67] For the sake of simplicity, let us assume that \( V(z \to -\infty) = V(z \to +\infty) = 0 \); in this case, for any positive energy value \( \epsilon \) it is possible to define two degenerate eigenstates, usually referred to as left and right scattering states, corresponding, respectively, to a plane wave incoming from left (+) and right (−), with unit amplitude and wavevector

\[ \bar{k} = \pm \frac{\sqrt{2m^*\epsilon}}{\hbar} \]  

(7.17)

(a typical example will be discussed in Chap. 9). We shall thus label this specific set of eigenfunctions of the effective Hamiltonian (6.2) via the continuous quantum number \( \bar{k} \) as \( \phi(z, \bar{k}) \). Recalling the pure-state prescription
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in (7.15), the Wigner function corresponding to the generic scattering state is given by

\[ \mathcal{F}(z, k; \bar{k}) = \int dz' \overline{\phi} \left( z + \frac{z'}{2}, \bar{k} \right) e^{-ikz' \overline{\phi}} \left( z - \frac{z'}{2}, \bar{k} \right). \]  

(7.18)

Taking into account that for any value \( \bar{k} \) the function \( \mathcal{F}(z, k; \bar{k}) \) is a solution of the Wigner equation (6.23), and that the latter is linear and homogeneous, it follows that any function

\[ f(z, k) = \int d\bar{k} a(\bar{k}) \mathcal{F}(z, k; \bar{k}) \]  

(7.19)

is itself a solution.

In order to verify if the function in (7.19) is a unique solution of the Wigner equation (6.23) compatible with the given spatial boundary condition in (6.25), we impose that the generic solution (7.19) on the spatial boundary \( z = z^b(k) \) assumes the required boundary value \( f^b(k) \), i.e.,

\[ f \left( z^b(k), k \right) = \int d\bar{k} a(\bar{k}) \mathcal{F} \left( z^b(k), k; \bar{k} \right) = f^b(k). \]  

(7.20)

This can be regarded to as an infinite set of linear equations for the infinite set of unknowns \( a(\bar{k}) \):

\[ \int d\bar{k} L^a(k, \bar{k}) a(\bar{k}) = f^b(k) \]  

(7.21)

with

\[ L^a(k, \bar{k}) = \mathcal{F} \left( z^b(k), k; \bar{k} \right). \]  

(7.22)

Assuming that the linear operator \( L^a \) is non-singular, there is always a unique choice of the coefficients \( a(\bar{k}) \) compatible with the desired boundary conditions (6.25), and therefore a unique solution \( f(z, k) \) of the Wigner equation (6.23).

Importantly, the above conclusion is based on the assumption that the function \( f(z, k) \) in (7.19) is the most general solution of the Wigner equation; in what follows we shall show that this assumption is wrong. Indeed in view of the time-reversal symmetry \( z, k \rightarrow z, -k \) mentioned above, in addition to the set of eigenvalue Wigner functions \( \mathcal{F}(z, k; \bar{k}) \) in (7.19), one may consider a second (and linearly independent) set of solutions given by
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\[ \overline{f}(z, -k; \tilde{k}) \]. This allows one to extend the set of possible solutions in (7.19) as

\[ f(z, k) = \int d\tilde{k} \left( a(\tilde{k}) \overline{f}(z, k; \tilde{k}) + b(\tilde{k}) \overline{f}(z, -k; -\tilde{k}) \right), \quad (7.23) \]

whose spatial charge density is given by

\[ n(z) = \int d\tilde{k} \left( a(\tilde{k}) \overline{n}(z, k) + b(\tilde{k}) \overline{n}(z, -k) \right) \quad (7.24) \]

with \( \overline{n}(z, \tilde{k}) = |\overline{\phi}(z, \tilde{k})|^2 \).

By imposing once again the boundary-value prescription (6.25) on the new generic solution in (7.23) one gets

\[ \int d\tilde{k} \left( L^a(k, \tilde{k}) a(\tilde{k}) + L^b(k, \tilde{k}) b(\tilde{k}) \right) = f^b(k) \quad (7.25) \]

with

\[ L^b(k, \tilde{k}) = \overline{f} \left( z^b(k), -k; -\tilde{k} \right) \quad (7.26) \]

In Eq.(7.25) a second (infinite) set of unknown quantities \( b(\tilde{k}) \) appears, in addition to the (infinite) set of unknown quantities \( a(\tilde{k}) \). It follows that, differently from the linear problem in (7.21), the new global set of coefficients \( \{a(\tilde{k}), b(\tilde{k})\} \) is not uniquely determined by the corresponding linear set of equations in (7.25)\(^1\).

Among all possible choices of the coefficients, it is useful to consider the particular class of solutions

\[ b(\tilde{k}) = c a(\tilde{k}) \quad (7.27) \]

parameterized by the real number \( c \). In this case, the generic solution in (7.23) reduces to

\[ f(z, k) = \int d\tilde{k} a(\tilde{k}) \overline{g}(z, k; \tilde{k}) \quad (7.28) \]

\(^1\)This is due to the time-reversal symmetry, which, in turn, is intimately related to the energetic double degeneracy of the scattering states. Indeed, the wave function of any quantum mechanical state with negative energy \( \epsilon < 0 \) is always real, and the time-reversal symmetry just mentioned plays no role; it follows that in the presence of localized states only, e.g., parabolic potentials or quantum wells with infinite-height barriers, the solution of the Wigner transport equation (6.23) is expected to be unique, in agreement with the conclusions of the analysis presented in Ref. [68].
with
\[ g(z, k; \bar{k}) = \bar{f}(z, k; \bar{k}) + cf(z, -k; -\bar{k}) , \]  
and the corresponding linear problem in (7.25) reduces to
\[ \int d\bar{k} L^c(k, \bar{k}) a(\bar{k}) = f^b(k) \]  
with
\[ L^c(k, \bar{k}) = L^a(k, \bar{k}) + cL^b(k, \bar{k}) , \]
thus providing –for any given value of the parameter \( c \)– a unique value of the coefficients \( a(\bar{k}) \) compatible with the desired boundary conditions.

Let us finally discuss the non-uniqueness of the solution in the presence of a spatially symmetric potential: \( V(z) = V(-z) \). Indeed, in this case it is possible to show that changing \( z \) in \(-z\) left-scattering states map into right-scattering ones, and vice versa, i.e., \( \bar{\phi}(z, \bar{k}) = \bar{\phi}(-z, -\bar{k}) \). In terms of the Wigner-function picture \( z, k \), this symmetry property reduces to
\[ f(z, -k; -\bar{k}) = f(-z, k; \bar{k}) . \]  
Employing this symmetry property, the generic solution (7.23) comes out to be
\[ f(z, k) = \int d\bar{k} \left( a(\bar{k})\bar{f}(z, k; \bar{k}) + b(\bar{k})\bar{f}(-z, k; \bar{k}) \right) , \]  
and the spatial charge distribution in (7.24) reduces to
\[ n(z) = \int d\bar{k} \left( a(\bar{k})n(z, \bar{k}) + b(\bar{k})n(-z, \bar{k}) \right) . \]  
Also in the presence of a spatially symmetric potential, the above generic solution compatible with given boundary conditions is definitely not unique; it is then useful to consider the solution set in (7.27) for \( c = 1 \), i.e., \( b(\bar{k}) = a(\bar{k}) \); in this particular case, combining the definition in (7.29) with the symmetry property in (7.32), one gets
\[ \bar{g}(z, k; \bar{k}) = \bar{f}(z, k; \bar{k}) + \bar{f}(-z, k; \bar{k}) , \]  
i.e., the functions \( \bar{g} \) entering the linear combination (7.28) in this case are always spatially symmetric, and are simply given by twice the symmetric part of the scattering states \( \bar{f} \); it follows that for the particular case/choice
$c = 1$ the generic solution in (7.28) is always spatially symmetric, and the same applies to the corresponding charge density in (7.34).

Recalling that in the presence of a spatially symmetric potential the analytical and numerical results reported in Ref. [2] (based both on a symmetric finite-difference solution of Eq. (6.23) and on a Neumann-series expansion of Eq. (6.26) (see below)) correspond to spatially symmetric Wigner functions only ($f(z, k) = f(-z, k)$), the natural conclusion is that, among the infinite set of coefficients compatible with the given boundary conditions, such treatments automatically provide/select the symmetric choice $c = 1 \rightarrow b(\bar{k}) = a(\bar{k})$. Moreover, since these treatments show a continuous transition of the solution moving from a symmetric to a non-symmetric potential, one is forced to conclude that also in the presence of non-symmetric potentials the numerical approaches just mentioned are expected to provide/select again the particular solution $b(\bar{k}) = a(\bar{k})$ in (7.23), which in general is spatially non-symmetric. The existence of an infinite set of degenerate solutions, i.e., solutions compatible with the same boundary values, allows also to explain the significant discrepancies between finite-difference treatments based on different (spatially symmetric versus non-symmetric) discretization schemes, already pointed out in Ref. [2]: a change in the spatial discretization scheme may induce significant changes in the numerical results, since, regardless of the actual grid size, it may select a new solution (i.e., a different value of the parameter $c$ in Eq. (7.27)) within the degenerate subspace.

Let us finally discuss the non-uniqueness of the solution in terms of the integral version of the Wigner equation (6.26). To this end, by adopting a compact notation, the latter can be written as

$$\mathcal{A}f = f^b$$

(7.36)

with

$$\mathcal{A} f(z, k) = f(z, k) + \int_{z^b(k)}^{z} \, dz' \int_{-\infty}^{+\infty} \, dk' \, \frac{\mathcal{V}(z', k - k')}{u(k)} f(z', k')$$

(7.37)

The non-uniqueness of the solution previously shown tells us that the Wigner
superoperator $\mathcal{A}$ is necessarily not invertible, which implies that the well-known Neumann series/expansion

$$f = \mathcal{A}^{-1} f^b = \sum_{n=0}^{\infty} (1 - \mathcal{A})^n f^b$$

(7.38)

in this case provides/selects just one of the infinite solutions; in particular, as shown in Ref. [2], for a symmetric potential the result of the above Neumann expansion is always symmetric, which corresponds to the particular choice $b(\bar{k}) = a(\bar{k})$ previously discussed.
Dissipation and decoherence

In this section we shall discuss how to extend the coherent-limit treatment considered so far in order to account for energy-dissipation as well as decoherence phenomena induced by non-elastic scattering processes. To this purpose, the simplest model is the well-known relaxation-time approximation: [25] within the single-particle density-matrix formalism of Eq. (5.8), the latter amounts to adopting a scattering superoperator

\[ \Gamma (\hat{\rho}) = -\frac{\hat{\rho} - \hat{\rho}^o}{\tau}, \]  

(8.1)

where

\[ \hat{\rho}^o = \left( \frac{\Omega}{2\pi} \right)^3 \int d\mathbf{k} \, |\mathbf{k}\rangle f^o(\epsilon(\mathbf{k}) - \mu^o) \langle \mathbf{k}| \]  

(8.2)

is the equilibrium density-matrix operator (expressed via the corresponding Fermi-Dirac distribution \( f^o \)) and \( \tau \) denotes a phenomenological (or macroscopic) relaxation time, which can be regarded as a sort of effective or average coherence time, and is mainly determined by carrier-phonon as well as carrier-carrier scattering. By applying to the scattering superoperator (8.1) the Weyl-Wigner transform in (5.1), it is easy to obtain the relaxation-time term

\[ \frac{\partial f(r, \mathbf{k})}{\partial t} \bigg|_{\text{scat}} = \frac{f(r, \mathbf{k}) - f^o(r, \mathbf{k})}{\tau}, \]  

(8.3)

where the equilibrium Wigner function coincides with the Fermi-Dirac distribution \( f^o \), i.e., \( f^o(r, \mathbf{k}) = f^o(\epsilon(\mathbf{k}) - \mu^o) \). The Eq. (8.1) is sometimes
generalized replacing the parameter \( \tau \) by a suitable operator \( \hat{\tau} \) in order to account for possible space and/or momentum dependence of the relaxation time. However, such a seemingly straightforward generalization may have nontrivial implications. Indeed, due to the nonlocal character of the Weyl-Wigner transform, such a replacement in (8.1) gives rise to a nonlocal contribution in (5.14), which is not simply given by the local term (5.20), where the parameter \( \tau \) is replaced by a space- and momentum-dependent relaxation time \( \tau(r, k) \). Furthermore, while a constant relaxation time ensures the positive-definite character of the single-particle density matrix, and therefore of the corresponding Wigner function, such positive character does not hold for an arbitrary \( \tau(r, k) \). For these reasons, we shall consider \( \tau \) as space- and momentum-independent.

For the one-dimensional case considered above, the relaxation-time approximation implies the appearance of an additional contribution to the steady-state Wigner equation (6.23), leading to the generalized Wigner transport equation

\[
v(k) \frac{\partial f(z, k)}{\partial z} = -\int dk' V(z, k - k') f(z, k') - \frac{f(z, k) - f^\circ(z, k)}{\tau},
\]

with \( f^\circ(z, k) \equiv f^\circ(\epsilon(k) - \mu^\circ) \) denoting the equilibrium Fermi-Dirac distribution induced by the host one-dimensional material.

Opposite to its coherent version in (6.23), the above transport equation does not exhibit the \( k \to -k \) symmetry discussed in Sec. 7.2. From a physical point of view, the inclusion of this relaxation term destroys the time-reversal symmetry \( (k \to -k) \) responsible for the non-uniqueness previously discussed; it follows that, regardless of the value of the relaxation time \( \tau \), the solution of the generalized Wigner transport equation (8.4) (compatible with given spatial boundary conditions) is always unique.

### 8.1 Scattering-induced current

In Sec. 1.3 and Eq. (1.17) we showed the local character of the scattering-induced contribution of the Boltzmann semiclassical equation (1.14); contrary, in part III we will show that genuine quantum approaches based on
the single-particle density matrix \( \hat{\rho} \) show a scattering-induced nonlocality. Since the Wigner Equation may be seen as a bridge between classical and quantum world, we are here interested to show how nonlocality could raise it up from the generic scattering contribution \( \frac{\partial f}{\partial t} \bigg|_{\text{scat}} \) in Eq. (5.14). In this section, we keep the discussion at a generic level, pointing out how it is the non-local character in both \( r \) and \( k \) (independently of the shape of the \( \Gamma(r, k; r', k') \)) of \( \frac{\partial f(r, k)}{\partial t} \bigg|_{\text{scat}} \) defined in Eq. (5.14), which provides a scattering-induced spatial charge density variation, contrary to the semi-classical scenario of Eq. (1.14). More detailed analysis of specific superoperators \( \Gamma \) will be presented later; in particular, in Chap. 13 we show that the low-density linear superoperator \( \Gamma(\hat{\rho}) \) of Eq. (11.43) (descending from the global density matrix scattering-induced dynamics of Eq. (3.20)) provides a scattering-induced charge-density variation which becomes local (only) in the semiclassical limit \( \hbar \to 0 \). In order to make easier the comparisons with the semiclassical Boltzmann Equation, throughout this whole Section we rewrite the Wigner function as \( f^W(r, p) \), e.g. in terms of \( p = \hbar k \) rather then \( k \).

In order to better elucidate the spatial nonlocality of the Wigner-transport theory, it is useful to recall the link between our Wigner function \( f^W(r, p) \) and the corresponding spatial carrier density \( n(r) \) (see Eq. (5.6))

\[
n(r) = (2\pi\hbar)^{-3} \int d^3p \, f^W(r, p) ;
\]

Combining the above result with the Wigner transport equation (5.12) and employing the single-particle results in (5.13) and (5.14), the time evolution of the spatial carrier density is again given by

\[
\frac{\partial n(r)}{\partial t} = \frac{\partial n(r)}{\partial t} \bigg|_{\text{sp}} + \frac{\partial n(r)}{\partial t} \bigg|_{\text{scat}}
\]

with

\[
\frac{\partial n(r)}{\partial t} \bigg|_{\text{sp}} = -(2\pi\hbar)^{-3} \int dr' dp' \kappa(r - r', p') f^W(r', p')
\]

and

\[
\frac{\partial n(r)}{\partial t} \bigg|_{\text{scat}} = (2\pi\hbar)^{-3} \int dr' dp dp' \Gamma(r, p; r', p') f^W(r', p') .
\]
It is important to stress that, also within the present quantum-mechanical treatment, the time evolution of the spatial carrier density in Eq. (14.2) can be expressed via the usual charge continuity equation, i.e.,

\[ \frac{\partial n(r)}{\partial t} + \nabla \cdot J(r) = 0. \]  

(8.9)

To this end, the carrier current density \( J(r) \) is defined as the average value (see Eqs. (5.5) and (5.4)) of a corresponding quantum-mechanical operator \( \hat{J}(r) \) as

\[ J(r) = (2\pi\hbar)^{-3} \int dr'dp' J^W(r; r', p') f^W(r', p') , \]  

(8.10)

where

\[ J^W(r; r', p') = \text{tr}\{\hat{W}(r', p')\hat{J}(r)\} \]  

(8.11)

is the Weyl-Wigner transform of the current-density operator. Combining Eqs. (14.2), (8.9), (8.7), and (8.8), after a straightforward calculation (not reported here) one gets

\[ J^W(r; r', p') = J^W_{\text{sp}}(r; r', p') + J^W_{\text{scat}}(r; r', p') \]  

(8.12)

with

\[ J^W_{\text{sp}}(r; r', p') = (2\pi\hbar)^{-3} \int dr'' dp'' e^{p'' (r'' - r)} i\hbar K(r'' - r', p') \]  

(8.13)

and

\[ J^W_{\text{scat}}(r; r', p') = -(2\pi\hbar)^{-3} \int dr'' dp'' e^{p'' (r'' - r)} i\hbar \Gamma(r'', p; r', p') . \]  

(8.14)

It follows that the quantum-mechanical current density in (8.10) is the sum of a single-particle and of a scattering contribution; it is worth stressing that the presence of a scattering-induced current has been clearly pointed out by Gebauer and Car in Ref. [69].

While for the particular case of a parabolic band the kinetic term of the Wigner equation reduces to the diffusion term of the Boltzmann theory (see below) and the single-particle current is simply given by

\[ J_{\text{sp}}(r) = (2\pi\hbar)^{-3} \int d^3p v(p) f^W(r, p) , \]  

(8.15)
for non-parabolic bands the single-particle current density is always described in terms of the spatially non-local superoperator in (8.13). [57,70,71]

As already stressed, the explicit form of the scattering-induced current-density operator in (8.14) will depend strongly on the specific form of the scattering superoperator $\Gamma$. In any case, we stress once again that, opposite to the semiclassical scenario, within a fully quantum-mechanical description such scattering-induced current is in general different from zero, which is again a clear fingerprint of the non-local character of our scattering superoperator.
Chapter 9

The delta-like potential as a toy model

As an analytically solvable model, let us consider the case of the delta-like potential barrier

\[ V(z) = \Lambda \delta(z) , \]  

(9.1)

where \( \Lambda \) denotes the barrier-strength parameter. Within the effective-mass approximation (see Eq. (6.14)) the delta-barrier Schrödinger equation (corresponding to the envelope-function Hamiltonian (6.2)) reads

\[ \left[ -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial z^2} + \Lambda \delta(z) \right] \phi(z) = \epsilon \phi(z) . \]

(9.2)

As discussed above, the latter exhibits a continuous set of doubly-degenerate scattering eigenstates \( \overline{\phi}(z, \bar{k}) \) parameterized by the continuous quantum number \( \bar{k} \) in (7.17) and describing (for any given energy \( \epsilon = \hbar^2 k^2 / 2m^* \)) injection from the left side (+) onto the barrier (left-scattering state) and injection from the right side (−) onto the barrier (right-scattering state). The explicit form of these scattering states corresponding to the delta-like potential (9.1) can be written in a compact way as

\[ \overline{\phi}(z, \bar{k}) = \frac{1}{\sqrt{\Omega}} \begin{cases} e^{i\bar{k}z} + r(\bar{k}) e^{-i\bar{k}z} & \text{for } \bar{k}z < 0 \\ t(\bar{k}) e^{i\bar{k}z} & \text{for } \bar{k}z > 0 \end{cases} , \]

(9.3)
Here
\[ r(\bar{k}) = -\frac{i\lambda(\bar{k})}{1 + i\lambda(\bar{k})}, \quad t(\bar{k}) = \frac{1}{1 + i\lambda(\bar{k})} \] (9.4)
denote the reflection and transmission amplitudes, respectively,
\[ \lambda(\bar{k}) = \frac{m^*\Lambda}{\hbar^2|\bar{k}|} \] (9.5)
is a dimensionless barrier-strength parameter, and the prefactor \(1/\sqrt{\Omega}\) ensures the normalization of the above scattering states over the whole system (device+reservoirs) length \(\Omega\).

\section*{9.1 Analytical Evaluation of the Wigner function}

The goal of this Appendix is twofold: on the one end, we shall discuss the analytical derivation of the Wigner function corresponding to the delta-like potential in (9.1); on the other end, we shall verify that such Wigner function fulfills the corresponding Wigner equation.

We start by introducing the general prescription for the analytical evaluation of the one-dimensional pure-state Wigner function in (7.15). To this end, we shall limit ourselves to quantum-mechanical states whose wavefunctions have different analytical expressions on the left \((L)\) and on the right \((R)\) of the space-coordinate origin \((z = 0)\), i.e.,
\[ \phi(z) = \begin{cases} \phi_L(z) & \text{for } z < 0 \\ \phi_R(z) & \text{for } z > 0 \end{cases} \] (9.6)
This applies to any potential profile of the form
\[ V(z) = \Lambda\delta(z) + V_\circ\theta(z) \] (9.7)
which includes, as particular cases, the delta-like potential in (9.1) as well as the standard step-potential (not considered in this work).

In order to evaluate the explicit form of the Wigner function in (7.15), the key step is to perform the integration over \(z'\); to this end, for any given

\footnote{Just like for plane waves, one requires that \(\int_{-\infty}^{\infty} |\phi^\pm(z)|^2dz = 1\) for \(\Omega \to \infty\).}
value \( z \) the arguments of the two wavefunctions may assume negative (left) as well as positive (right) values according to the value of \( z' \). In particular one obtains

\[
\begin{align*}
    z' < -2z & \quad \Rightarrow \quad z + \frac{z'}{2} < 0 \\
    z' > -2z & \quad \Rightarrow \quad z + \frac{z'}{2} > 0 \\
    z' > 2z & \quad \Rightarrow \quad z - \frac{z'}{2} < 0 \\
    z' < 2z & \quad \Rightarrow \quad z - \frac{z'}{2} > 0. 
\end{align*}
\]

(9.8)

According to the above set of inequalities, the integration domain in (7.15) \((-\infty < z' < +\infty)\) needs to be split into three different subdomains. More specifically, for \( z > 0 \) we have

\[
\begin{align*}
    f(z, k) &= \int_{-\infty}^{+\infty} dz' e^{-ikz'} \phi \left( z + \frac{z'}{2} \right) \phi^\ast \left( z - \frac{z'}{2} \right) \\
    &= \int_{-\infty}^{-2z} dz' e^{-ikz'} \phi_L \left( z + \frac{z'}{2} \right) \phi^\ast_R \left( z - \frac{z'}{2} \right) \\
    &\quad + \int_{-2z}^{-2z} dz' e^{-ikz'} \phi_R \left( z + \frac{z'}{2} \right) \phi^\ast_R \left( z - \frac{z'}{2} \right) \\
    &\quad + \int_{+2z}^{+\infty} dz' e^{-ikz'} \phi_R \left( z + \frac{z'}{2} \right) \phi^\ast_L \left( z - \frac{z'}{2} \right),
\end{align*}
\]

(9.9)

while for \( z < 0 \) we have

\[
\begin{align*}
    f(z, k) &= \int_{-\infty}^{+\infty} dz' e^{-ikz'} \phi \left( z + \frac{z'}{2} \right) \phi^\ast \left( z - \frac{z'}{2} \right) \\
    &= \int_{-\infty}^{-2z} dz' e^{-ikz'} \phi_L \left( z + \frac{z'}{2} \right) \phi^\ast_R \left( z - \frac{z'}{2} \right) \\
    &\quad + \int_{-2z}^{-2z} dz' e^{-ikz'} \phi_L \left( z + \frac{z'}{2} \right) \phi^\ast_L \left( z - \frac{z'}{2} \right) \\
    &\quad + \int_{+2z}^{+\infty} dz' e^{-ikz'} \phi_R \left( z + \frac{z'}{2} \right) \phi^\ast_L \left( z - \frac{z'}{2} \right). 
\end{align*}
\]

(9.10)
Taking into account that for both cases \((z > 0)\) and \((z < 0)\) the last integral is exactly the complex conjugate of the first one, i.e.,

\[
\int_{-\infty}^{-2|z|} dz' e^{-i k z'} \phi_L \left(z + \frac{z'}{2}\right) \phi_R^* \left(z - \frac{z'}{2}\right)
= \left(\int_{+2|z|}^{+\infty} dz' e^{-i k z'} \phi_R \left(z + \frac{z'}{2}\right) \phi_L^* \left(z - \frac{z'}{2}\right)\right)^*,
\]

and that

\[
\int_{2|z|}^{\infty} f(z')dz' = \int_{0}^{\infty} f(z')dz' - \int_{0}^{2|z|} f(z')dz',
\]

the two results in (9.9) and (9.10) can be combined as:

\[
f(z, k) = 2 \Re \left(\int_{0}^{\infty} dz' e^{-i k z'} \phi_R \left(z + \frac{z'}{2}\right) \phi_L^* \left(z - \frac{z'}{2}\right)\right)\]

\[+ \theta(z) \int_{-2|z|}^{-2|z|} dz' e^{-i k z'} \phi_R \left(z + \frac{z'}{2}\right) \phi_L^* \left(z - \frac{z'}{2}\right)\]

\[+ \theta(-z) \int_{-2|z|}^{-2|z|} dz' e^{-i k z'} \phi_L \left(z + \frac{z'}{2}\right) \phi_R^* \left(z - \frac{z'}{2}\right)\]

\]

We stress that the above prescription can be easily extended to any piecewise-constant potential, like, e.g., multi-step as well as multi-barrier profiles.

For the particular case of the delta-like potential profile (9.1), the explicit form of the left \((z < 0)\) and right \((z > 0)\) part \((\phi_L \text{ and } \phi_R)\) of the electron wavefunction is provided by the scattering states in (9.3). In particular, by inserting into Eq. (9.13) the explicit form of the left scattering state \((i.e., \bar{k} > 0)\), after a lengthy but straightforward calculation one obtains the Wigner function

\[
\bar{f}(z, k; \bar{k} > 0) = \frac{2 \pi}{\Omega} \left[T(\bar{k}) \delta(k - \bar{k}) + i t(\bar{k}) r^*(\bar{k}) \left(\sin(2\bar{k}z)\delta(k) - \frac{2\bar{k} \cos \left(\frac{2(\bar{k} - k) z}{2\pi k (k - \bar{k})}\right)}{2\pi k (k - \bar{k})}\right)
\right]
\[+ \frac{\theta(-z) R(\bar{k})}{\pi} \left(\frac{\sin \left(\frac{2(\bar{k} - k) z}{k - \bar{k}}\right)}{k - \bar{k}} + \frac{\sin \left(\frac{2(\bar{k} + k) z}{k + \bar{k}}\right)}{k + \bar{k}} - \frac{2 \cos(2\bar{k}z) \sin(2kz)}{k}\right),
\]

(9.14)
where \( R(\tilde{k}) = \left| r(\tilde{k}) \right|^2 \) and \( T(\tilde{k}) = \left| t(\tilde{k}) \right|^2 \) are the usual reflection and transmission coefficients. It is possible to show that the Wigner function corresponding to the right scattering state \((\tilde{k} < 0)\) can simply be obtained from the left-scattering one in (9.14) by replacing \( z \) with \(-z\) as well as \( k \) with \(-k\):
\[
f(z,k; -\tilde{k}) = f(-z, -k; \tilde{k}).
\]
To this aim, we observe that the application to Eq. (7.15) of the Wigner-space transformation \( z,k \rightarrow -z, -k \) is equivalent to replacing \( \phi(z) \) with \( \phi^*(-z) \), the very same wavefunction transformation linking left and right scattering states.

It is worth noticing that the scattering-state Wigner function (9.14) is spatially non-symmetric, similarly to the charge density \((n(z, \tilde{k}) = \left| \phi(z, \tilde{k}) \right|^2)\) corresponding to the generic scattering-state wavefunction in (9.3):
\[
n(z, \tilde{k}) = n_0 \begin{cases} 
1 + R(\tilde{k}) + 2\Re \left[ r(\tilde{k}) e^{-2i\tilde{k}z} \right] & \text{for} \tilde{k}z < 0 \\
T(\tilde{k}) & \text{for} \tilde{k}z > 0 
\end{cases}.
\]
This asymmetry has a physically intuitive explanation: since a left/right scattering state describes carrier injection from left/right, the presence of the barrier causes a charge accumulation on the left/right of the barrier with respect to the density of the carriers transmitted on the right/left. Here, as well as throughout the whole part II, \( n_0 \) denotes the (space-independent) charge density corresponding to the barrier-free case. For the case we are presently considering—that is, one single scattering state as in Eq. (9.3)—\( n_0 \) is simply given by \( 1/\Omega \).

A lengthy but straightforward calculation, summarized in the Appendix, allows one to verify that the Wigner function (9.14) is a solution of the Wigner transport equation (6.23), where the Wigner potential \( V(z,k) \) induced by the delta-like barrier (9.1) is now given by
\[
V(z,k) = -\frac{4\Lambda}{2\pi\hbar} \sin (2kz), \tag{9.16}
\]
as can be easily verified via its definition in Eq. (6.18).

As a final step, let us verify that the Wigner function (9.14) is a solution of the corresponding Wigner equation. By inserting the potential superoperator (9.16) corresponding to the delta-like barrier profile (9.1)}
into Eq.(6.23), the explicit form of the Wigner equation comes out to be
\[
v(k) \frac{\partial f(z, k)}{\partial z} = \frac{4\Lambda}{2\pi\hbar} \int dk' \sin (2(k - k')z) f(z, k') .
\] (9.17)

In order to verify that the Wigner function (9.14) is indeed a solution of the above Wigner transport equation, let us now evaluate separately its kinetic and potential terms. As far as the kinetic contribution is concerned, after a tedious but straightforward calculation one gets
\[
v(k) \frac{\partial f(z, k)}{\partial z} = -\frac{4\lambda\hbar}{\Omega m^*(1 + \lambda^2)} (\sin (2(\kappa - k)z) \\
- \theta(-z)\lambda (\cos (2(\kappa + k)z) - \cos (2(\kappa - k)z))) .
\] (9.18)

Let us now come to the potential contribution in (9.17). By inserting the explicit form of the scattering state Wigner function (9.14), again after a tedious but straightforward calculation one gets
\[
\frac{4\Lambda}{2\pi\hbar} \int dk' \sin(2(k - k')z)f(z, k') \\
= -\frac{4\Lambda}{\Omega\hbar(1 + \lambda^2)} (\sin (2(\kappa - k)z) \\
- \theta(-z)\lambda (\cos (2(\kappa + k)z) - \cos (2(\kappa - k)z))) .
\] (9.19)

By inserting the explicit forms of the kinetic and potential terms in (9.18) and (9.19) into the Wigner transport equation (9.17), we clearly see that the left-state Wigner function (9.14) is indeed a solution of the Wigner transport equation for \( \lambda = m^*\Lambda/\hbar^2\bar{k} \), the very same prescription in (9.5) obtained via a direct solution of the Schrödinger equation.

### 9.2 Unphysical and non-unique solutions

As shown in Sec. 7.2, the analytical solution in (9.14) –compatible with its boundary values \( f^b(k) = \mathcal{f}^b(k, k; \bar{k} > 0) \)– is definitely not unique. Indeed, adopting once again the compact notation introduced in Eqs. (7.17)-(7.18), the generic solution is given by the set in (7.33), where in this case the
coefficients $a(\bar{k})$ and $b(\bar{k})$ should fulfill the following set of linear equations:

$$
\tilde{f}(z^b(k), k; \bar{k}_o) = \int d\bar{k}a(\bar{k})\tilde{f}(z^b(k), k; \bar{k}) + \int d\bar{k}b(\bar{k})\tilde{f}(-z^b(k), k; \bar{k}) .
$$

(9.20)

As previously stressed, the choice of the coefficients—and thus of the solution in (7.33)—is not unique, and can be parameterized according to Eq. (7.27). The simplest choice, corresponding to $c = 0$, is

$$
a(\bar{k}) = \delta(\bar{k} - \bar{k}_o) , \quad b(\bar{k}) = 0 .
$$

(9.21)

By inserting such coefficient set into Eq. (7.33) one obtains $f(z, k) = \tilde{f}(z, k; \bar{k}_o)$, i.e., the choice $c = 0$ corresponds to the scattering-state solution previously discussed. A second relevant choice, already discussed in Sec. 7.2, is $a(\bar{k}) = b(\bar{k})$, corresponding to $c = 1$. In the presence of a symmetric potential ($V(z) = V(-z)$), this choice always provides a spatially symmetric solution, regardless of the profile of the boundary values.

The non-uniqueness of the solution is illustrated in Fig. 9.1, which shows three carrier-density profiles corresponding to three different solutions of the same Wigner problem, namely of the Wigner transport equation (6.23) applied to the delta-barrier potential (9.1) in the presence of the spatial boundary conditions corresponding to the left-state Wigner function in (9.14). As expected, for $c = 0$ (black solid curve) one obtains the left-state density in (9.15), while for $c = 1$ (red dashed curve) one deals with a spatially symmetric density. Moreover, for the intermediate value $c = 0.05$ (blue dash-dotted curve) we deal with an unphysical solution characterized by negative carrier-density values. As already discussed in Sec. 7.1, the presence of such unphysical solutions is not necessarily ascribed to the non-uniqueness discussed so far; indeed, also in the presence of energy dissipation—for which the solution is always unique (see below)—one may easily obtain unphysical solutions by imposing arbitrary boundary conditions according to the conventional scheme of the semiclassical theory (see Fig. 9.6); this feature, already pointed out in Ref. [2], appears to be the most severe limitation of conventional Wigner-function treatments.

Since in the presence of symmetric potentials any spatially symmetric discretization scheme (applied to the differential equation (6.23) as well as
Figure 9.1. Non-uniqueness of the solution of the Wigner problem for the case of the delta-like potential barrier in (9.1). Three different spatial carrier-density profiles (see Eq. (7.34)) corresponding to the solution set in (7.33): the left scattering-state solution in (9.15) corresponding to $c = 0$ (black solid curve), the spatially symmetric solution corresponding to $c = 1$ (red dashed curve), and an unphysical solution (i.e., non-positive-definite) corresponding to $c = 0.05$ (blue dash-dotted curve) (see text). The device parameters are $l = 40 \text{ nm}$, $\epsilon = 100 \text{ meV}$, and $\lambda = 1.5$, corresponding to a transmission coefficient $T \simeq 0.3$.

to the Neumann-series expansion of Eq. (6.26)) returns spatially symmetric Wigner functions only, [2] one is forced to conclude that, among the infinite set of coefficients compatible with the given boundary conditions, such treatments automatically provide/select the symmetric choice $c = 1$. This implies that, by applying such numerical treatments to the case of the delta-like potential (9.1) and using as boundary conditions the ones corresponding to the left-state Wigner function (9.14), one is expected to obtain the spatially-symmetric ($c = 1$) carrier density (red dashed curve) reported in Fig. 9.1. In order to validate this conclusion, we have performed a numerical solution of the integral version of the Wigner equation (6.26) via a standard finite-difference technique. As expected, the result of our calculation (not reported here) is symmetric, and –apart from small deviations
due to discretization as well as to phase-space cut-offs– it coincides with the symmetric \((c = 1)\) carrier density in Fig. 9.1.

Figure 9.2. Spatial carrier density for the case of the delta-like potential in (9.1). Comparison between the result obtained by an analytical approach to the problem (dashed curve) and via a numerical solution of the generalized Wigner equation (8.4), (based on a standard phase-space discretization scheme in terms of a \(120 \times 120\) uniform grid) for different values of the relaxation time \(\tau\) (solid curves), in the presence of a room-temperature carrier injection only from the left \((\mu_R \to -\infty)\) for the same device and simulation parameters considered in Fig. 9.1 and for \(\mu_L = 4k_B T\) (see text).

In order to study the interplay between coherence and dissipation/decoherence, we have investigated carrier transport through the delta-barrier potential (9.1) in the presence of a quasiequilibrium thermal injection from the external reservoirs corresponding to the spatial boundaries

\[
\begin{align*}
  f \left( -\frac{l}{2}, k > 0 \right) &= f^\circ (\epsilon(k) - \mu_L) \\
  f \left( +\frac{l}{2}, k < 0 \right) &= f^\circ (\epsilon(k) - \mu_R)
\end{align*}
\]

(9.22)
where $\mu_L$ and $\mu_R$ denote the chemical potentials of the left and right reservoirs, and $f^\circ$ the corresponding quasiequilibrium Fermi functions. In particular, we have considered the case of a room-temperature carrier injection from the left reservoir only ($\mu_R \to -\infty$).

While in the coherent limit ($\tau \to \infty$) such transport problem can be treated analytically via the standard Landauer-Büttiker formalism, [67] a numerical solution of the Wigner equation (8.4) has been performed for different values of the relaxation time $\tau$. To this end we have chosen the same device and simulation parameters considered in Fig. 9.1, and we have set $\mu_L = 4k_B T$.

Figure 9.2 shows the obtained spatial carrier density. The dashed curve represents the coherent-transport result provided by a standard scattering-state calculation, and is therefore immune from the unphysical behaviors of the Wigner treatment pointed out above; explicitly, the density is given by the thermal average of the pure-state carrier density in (9.15). In this coherent regime, one recovers the spatial density profile predicted by the Landauer-Büttiker theory: [67] while on the right hand side of the barrier the density is given by the fraction of the carriers injected from the left reservoir that is transmitted across the barrier, on the left hand side the density accumulation is determined by the fraction of carriers reflected back to the left reservoir. Notice that, with respect to the pure-state density profile in Eq. (9.15) (corresponding to a monoenergetic injection), here the thermal average leads to effective transmission and reflection coefficients; besides, the oscillatory contribution in Eq. (9.15) averages out far from $z = 0$.

The solid curves in Fig. 9.2 correspond to three different values of the relaxation time: $\tau = 500$ ps, $\tau = 5$ ps, and $\tau = 50$ fs. These timescales have to be compared to the average transit time, which is given by the ratio between the device length and the dissipation-free carrier drift velocity, and is of the order of 100 fs. Thus, for $\tau = 500$ ps the impact of energy relaxation and decoherence is expected to be definitely negligible, and the coherent limit previously considered should be recovered. However, the charge density obtained via a numerical solution of the generalized Wigner equation (8.4) turns out to be significantly different from the dashed-curve one. Here, in spite of the presence of the potential barrier, all injected carriers are transmitted (see below), and no reflection takes place. In contrast,
for smaller values of the relaxation time the impact of dissipation and decoherence becomes significant: a decrease of $\tau$ (see solid curves in Fig. 9.2) leads to a progressive decrease of the current, as shown in Fig. 9.3 (solid curve), which corresponds to an effective reflection of the injected carriers back to the left reservoir, induced by the relaxation-time term in (8.4).

Figure 9.3. Charge current $I$ as a function of the relaxation time $\tau$ (in units of its potential- and dissipation-free value $I_0$) (solid curve) compared to the coherent-limit ($\tau \to \infty$, dashed curve) current corresponding to the analytical charge density predicted by the Landauer-Büttiker theory (see dashed curve in Fig. 9.2) (see text).

The coherence-versus-dissipation scenario described so far is fully confirmed by the electronic-current analysis presented in Fig. 9.3: here, we report the current $I$ as a function of the relaxation time $\tau$, in units of its potential- and dissipation-free value $I_0$, (solid curve) compared to the dissipation-free current predicted by the Landauer-Büttiker theory (dashed curve) corresponding to the dashed-curve charge-density profile in Fig. 9.2. As anticipated, in the coherent limit ($\tau \to \infty$), while within the Landauer-Büttiker formalism the presence of the potential barrier leads to a significant attenuation of the current ($I/I_0 \simeq 0.6$, dashed curve), the dissipation-free
current obtained via the Wigner equation (8.4) coincides with its potential-free value $I_0$ (see below). For decreasing values of $\tau$—corresponding to an increased impact of energy-dissipation/decoherence processes— one observes a progressive reduction of the current (see solid curve).

From the numerical analysis reported so far, one concludes that the conventional Wigner-function treatment leads, in general, to an overestimation of tunneling-like phenomena; such overestimation, particularly severe in the coherent-transport limit, may be quantitatively mitigated by the presence of non-elastic scattering processes. It is however important to point out that, from a fundamental point of view, the conventional Wigner-function treatment of coherent transport is intrinsically incompatible with well-established results of the Landauer-Büttiker formalism. [67]

9.3 Analytical Wigner-function boundary value vs Fermi-Dirac distribution

Different features of the Wigner-function treatment may induce the anomalous coherent-limit behavior reported in Figs. 9.2 and 9.3. The first issue to be discussed is the validity of the thermal-injection boundary scheme in (9.22). Indeed, as recently pointed out in Refs. [51, 72, 73], such a semiclassical treatment/description of the boundary function $f^b(k)$ seems to be not necessarily compatible with the quantum-mechanical nature of a genuine Wigner function, as confirmed by the highly non-classical (i.e., non positive-definite) shape of the boundary conditions corresponding, e.g., to the scattering state solution (9.14). This is clearly shown in Fig. 9.4, where we report the left ($k > 0$) and right ($k < 0$) quantum-mechanical inflow boundary profile corresponding to the analytical Wigner function in (9.14); as anticipated, opposite to the usual semiclassical treatment, here the boundary function—corresponding to a left-scattering state of incoming wavevector $\bar{k} \simeq 4.2 \text{ nm}^{-1}$—involves all $k$ values and, more important, is not positive-definite.

We emphasize that, thanks to the presence of external carrier reservoirs in thermal or quasi-thermal equilibrium, the Wigner function of the quantum-device electron is expected to be far from a pure state. For this reason, in order to better compare the rigorous shape of the inflowing
Figure 9.4. The inflow boundary profile determined by the analytical Wigner function (9.14) for a delta-like potential barrier (9.1), namely $f(z = -l/2, k)$ for $k > 0$ (left panel), and $f(z = +l/2, k)$ for $k < 0$ (right panel). The Wigner function is plotted in units of $2\pi/\Omega$, and the device parameters are the same as in Fig. 9.1; in particular, the scattering-state wavevector is $\bar{k} \simeq 4.2$ nm$^{-1}$ (see text).

Wigner function with the usual Fermi-Dirac distribution of the semiclassical theory (employed in the conventional Wigner-function modeling), let us consider the Wigner function corresponding to a mixed state. To this aim, a thermal average is performed as incoherent superposition of the density matrices $|\bar{k}\rangle\langle\bar{k}|$ corresponding to the left- and right-scattering states in (9.3). In more explicit terms, this amounts to assume a density-matrix operator of the form

$$\hat{\rho} = \frac{\Omega}{2\pi} \int d\bar{k} |\bar{k}\rangle f^\circ(\bar{k})\langle \bar{k}|,$$  

(9.23)

where the function

$$f^\circ(\bar{k}) = \begin{cases} f^\circ(\epsilon(\bar{k}) - \mu_L) & \text{for} \quad \bar{k} > 0 \\ f^\circ(\epsilon(\bar{k}) - \mu_R) & \text{for} \quad \bar{k} < 0 \end{cases}$$  

(9.24)

encodes the carrier distribution of the left and right reservoirs according to
the sign of $\vec{k}$.

By applying to the mixed/thermal-state density matrix (9.23) the one-dimensional version of the Weyl-Wigner transform in (5.1), the corresponding Wigner function comes out to be

$$f(z, k) = \frac{\Omega}{2\pi} \int d\vec{k} \, f(z, k; \vec{k}) \, f^{\circ}(\vec{k}) .$$  \hspace{1cm} (9.25)

In order to quantify the impact of the above thermal average (with respect to the pure-state result in Fig. 9.4), we have evaluated the inflowing part ($k > 0$) of the Wigner function (9.25) at $z = -l/2$ (left boundary) for the same delta-like potential profile, assuming carrier injection from left only ($\mu_R \to -\infty$). Figure 9.5 shows a comparison between the left-contact Wigner function in (9.25) (dashed curves) and the corresponding Fermi-Dirac distribution (solid curves) at three different temperatures: $T = 300$ K (a), $T = 30$ K (b), and $T = 3$ K (c); for all three cases we have assumed a chemical potential $\mu_L = 4k_B T$. As one can see, while at room temperature [panel (a)] the two curves coincide over a large range of $k$ values, for low temperatures [panels (b) and (c)] the value of the Wigner function on the left boundary significantly differs from the Fermi-Dirac distribution, unambiguous proof of the failure of a classical-like boundary condition treatment in the low-temperature limit. It is worth stressing that such limitation was already pointed out by Frensley in its original paper; [33] where he noticed that for the case of a resonant-tunneling diode the Wigner-function calculation resembles the experimental results at $T = 300$ K, but at lower temperatures it seriously underestimates the peak-to-valley ratio.

### 9.4 The anomalous behaviour of the coherent current

From the boundary-condition analysis of Fig. 9.5 it follows that at room temperature the classical-like injection model in (9.22) is definitely appropriate; this seems to suggest that the anomalous coherent-limit results reported in Fig. 9.3 are the hallmark of a more general limitation of the whole Wigner-function transport modeling. Indeed the electric current flowing
through a generic quantum device, expressed in terms of the Wigner function \( f(z,k) \) as

\[
I(z) \propto \int_{-\infty}^{+\infty} v(k)f(z,k)dk .
\] (9.26)

fulfills the charge continuity equation\(^{23}\). Because in steady-state conditions and in the absence of energy dissipation the current is \( z \)-independent \([I(z) = I_0]\), it can be computed at any space point. In particular by evaluating Eq. (9.26) at the left boundary \( z = -l/2 \), and by splitting the integration domain into negative and positive \( k \) values, one obtains

\[
I_0 \propto \int_{-\infty}^{0} v(k)f\left(-\frac{l}{2},k\right)dk + \int_{0}^{+\infty} v(k)f\left(-\frac{l}{2},k\right)dk .
\] (9.31)

For the case of a symmetric potential, it is possible to show that the (unique) solution of the generalized Wigner equation (8.4) in the coherent limit \( \tau \rightarrow \infty \) is always spatially symmetric: \( f(z,k) = f(-z,k) \). Recalling that, at

\(^2\)In order to show that in steady-state conditions the electric current in (9.26) is \( z \)-independent, it is enough to show that its space derivative,

\[
\frac{dI(z)}{dz} \propto \int dk v(k) \frac{\partial f(z,k)}{\partial z} ,
\] (9.27)

is always equal to zero. To this end, recalling that in steady state conditions [see Eq. (6.23)]

\[
v(k) \frac{\partial f(z,k)}{\partial z} = -\int dk' \mathcal{V}(z,k-k')f(z,k') ,
\] (9.28)

the space derivative in (9.27) can also be expressed as:

\[
\frac{dI(z)}{dz} \propto \int dk \int dk' \mathcal{V}(z,k-k')f(z,k') .
\] (9.29)

By setting \( k'' = k - k' \) and recalling the antisymmetric character of the potential super-operator \((\mathcal{V}(z,-k'') = -\mathcal{V}(z,k''))\), we finally obtain

\[
\frac{dI(z)}{dz} \propto \int dk' f(z,k') \int dk'' \mathcal{V}(z,k'') = 0 .
\] (9.30)

\(^3\)Importantly, within the relaxation-time approximation [see Eq. (8.2)] the charge continuity equation just recalled is not valid anymore, and the steady-state current (see Fig. 9.3) is typically evaluated averaging \( I(z) \) over the device active region.
z = −l/2 for k > 0 and at z = +l/2 for k < 0, the Wigner function coincides with the inflow boundary function \( f^b(k) \), and using the space symmetry of the Wigner function (between −l/2 and +l/2), Eq. (9.31) can simply be rewritten as:

\[
I_0 \propto \int_{-\infty}^{+\infty} v(k) f^b(k) dk .
\]  

(9.32)

This equation indicates that for the case of a symmetric potential the coherent-limit electric current is determined by the boundary values only, and is fully independent of the shape of the device potential profile. In particular, this leads to the unphysical result that the value of the current turns out to be the same for a potential-free ballistic device as well as for an infinitely high potential barrier.

### 9.5 Negative charge densities in the presence of dissipation/decoherence

The coherence-versus-dissipation analysis presented so far may lead to conclude that, while in the coherent limit the Wigner-function modeling is highly problematic, in the presence of a significant energy-dissipation dynamics the results are always physically acceptable. However, this is not the case. Indeed, one can consider the following situation: (i) replace the ideal delta-like barrier in (9.1) with a more realistic rectangular barrier with finite width \( a \) and height \( V_0 \), i.e.,

\[
v(z) = v_0 \theta \left( \frac{a}{2} - |z| \right),
\]  

(9.33)

and (ii) replace the thermal injection in (9.22) with a simple monoenergetic carrier injection from left, i.e.,

\[
f^b(k) \propto \delta(k - \bar{k}) .
\]  

(9.34)

The resulting spatial carrier-density profiles corresponding to the coherent limit (\( \tau \to \infty \)) (dashed curve) as well as to two different values of the relaxation time \( \tau \) (solid curves) are reported in Fig. 9.6. As one can see, while energy dissipation induces once again a spatial asymmetry (see also...
Fig. 9.2), in the presence of a monoenergetic injection [see Eq. (9.34)] all three density profiles display negative-value regions. Thus unphysical features also appear in the presence of a strong energy-dissipation dynamics. This result is qualitatively similar to the one reported in [2] for the case of a cosine-like potential, thus confirming the physical limitations of the conventional Wigner-function modeling.
Figure 9.5. Case of the delta-like potential barrier in (9.1). The value of the thermally averaged Wigner function in (9.25) at the left boundary is plotted as a function of the wave vector $k$ (dashed curves) and is compared to the semiclassical assumption of a Fermi-Dirac distribution (solid curves), for three different temperature values: $T = 300 \text{ K}$ (a), $T = 30 \text{ K}$ (b), and $T = 3 \text{ K}$ (c). Here, the device parameters are the same as in Fig. 9.1, and for all three cases we have assumed a chemical potential $\mu_L = 4k_BT$ (see text).
Figure 9.6. Spatial carrier density $n$ (in units of its barrier-free value $n_0$) corresponding to the rectangular-barrier profile in (9.33) (device length $l = 40$ nm, barrier width $a = 10$ nm, and barrier height $V_0 = 150$ meV) in the presence of a monoenergetic injection from the left ($\epsilon = 50$ meV). Here the coherent-limit ($\tau \to \infty$) density profile (dashed curve) is compared to the results corresponding to two different values of the relaxation time: $\tau = 5$ ps and $\tau = 50$ fs (solid curves) (see text).
Chapter 10

Summary and conclusions

In part II we have, following the published paper [57], pointed out and explained some intrinsic limitations of the conventional quantum-device modeling strategy based on the well-known Wigner-function formalism. More specifically, we have provided a definite answer to a few open questions related to the application of the conventional space-boundary condition scheme to the Wigner transport equation. By combining analytical and numerical results, our investigation has shown that (i) in the coherent limit the solution of the Wigner equation (compatible with given boundary conditions) is not unique, and (ii) when decoherent/dissipative phenomena are taken into account within the relaxation-time approximation the solution, although unique, may be unphysical. Indeed it is not necessarily a physical Wigner function (see Fig. 9.6), i.e., a Weyl-Wigner transform of a single-particle density matrix.

From a physical point of view, such intrinsic limitations of the standard (i.e., semiclassical) boundary condition scheme applied to the Wigner transport equation can be summarized as follows: The essentially wrong ingredient in the conventional treatment is the artificial space separation between device active region (\(|z| < l/2\)) and external reservoirs (\(|z| > l/2\)) (see Fig. 7.1). Indeed, the latter is intrinsically incompatible with the well-known non-local character of quantum mechanics.

Our numerical results show that the above limitations are particularly severe in the coherent limit and/or in the presence of nonequilibrium carrier injection from the external reservoirs (e.g., monoenergetic distributions);
this may explain why such anomalous behaviors are usually not experienced in conventional quantum-device modeling, since the latter is typically based on quasi-thermal injection in the presence of a significant energy-dissipation dynamics. In this respect it is worth stressing that, in principle, some of the limitations discussed in this thesis work may also affect other modeling strategies based, e.g., on the nonequilibrium Green’s functions. [74–76] Indeed, in a recent study [73] it has been shown that when the electric contacts are far enough from the device active region, the results of the inflow Wigner-function scheme and of conventional Green’s function treatments coincide. Since the anomalous coherent-limit behavior reported in Figs. 9.2 and 9.3 is not related to the boundary location, it seems that such limitation may also affect Green’s function treatments; however, in order to provide a definite answer to this point, a specific investigation is imperative.

In order to overcome the basic limitations of the Wigner-function modeling discussed in this part, the crucial step could be to replace the local (i.e., classical-like) boundary condition-scheme treatment of the device-reservoir interaction with a fully non-local approach; to this end, in order to ensure/maintain the positive-definite character of the electronic density matrix, a possible strategy is to describe the system/device-environment/reservoir interaction via a Lindblad-like coupling term: [27] this task, already introduced in [77], will be presented, following the published paper [78], in part III together with a detailed analysis of genuine quantum effects arising from a Lindblad-based description of the scattering-induced decoherence. The model discussed in III is microscopic, contrary to the phenomenological RTA employed in part II, and able to show the scattering-induced current described in Sec. 8.1, contrary to the Boltzmann equation (see Eq. (1.14)).
Part III

Scattering-induced quantum phenomena in semiconductor nanodevices: a positive-definite density matrix description
Chapter 11

The Single-particle description

11.1 Introduction

In Sec. (3.3) we reported the alternative Markov approximation proposed in [1] which provides a Lindblad dynamics (see Eq. (3.20)) for the many-body density matrix \( \hat{\rho} \). However, since many physical interesting observables are single particle variables (such as, e.g., charge density, current, momentum distribution or mean kinetic energy), their statistical averages are usually computed exploiting the single-particle density matrix \( \hat{\rho} \), which can be obtained from the global density matrix \( \hat{\rho} \) through a procedure to be introduced below. In other words, given a generic single-particle operator \( \hat{G} \), which may be written in a second-quantized form as

\[
\hat{G} = \sum_{\alpha_1\alpha_2} G_{\alpha_1\alpha_2} \hat{c}^\dagger_{\alpha_1} \hat{c}_{\alpha_2},
\]

(11.1)
a single-particle density matrix \( \hat{\rho} \) is introduced,

\[
\hat{\rho} = \sum_{\alpha_1\alpha_2} \rho_{\alpha_1\alpha_2} \hat{c}^\dagger_{\alpha_1} \hat{c}_{\alpha_2},
\]

(11.2)
such that

\[
\langle \hat{G} \rangle = \sum_{\alpha_1\alpha_2} G_{\alpha_1\alpha_2} \rho_{\alpha_2\alpha_1}.
\]

(11.3)
The Equation of motion of $\hat{\rho}$ is always in the form

$$\frac{d\hat{\rho}}{dt} = \frac{d\hat{\rho}}{dt}_{\text{sp}} + \frac{d\hat{\rho}}{dt}_{\text{scat}},$$

(11.4)

where (see Eqs. (5.10) and (6.1))

$$\frac{d\hat{\rho}}{dt}_{\text{sp}} = \frac{1}{\hbar} \{ \hat{H}_{\text{sp}}, \hat{\rho} \}$$

(11.5)

and, neglecting so-called memory effects (see below)

$$\frac{d\hat{\rho}}{dt}_{\text{scat}} = \Gamma(\hat{\rho})$$

(11.6)

where $\Gamma(\hat{\rho})$ is a (in general) nonlinear superoperator.

The above single-particle picture has been applied to a variety of physical problems, [25] ranging from quantum-transport phenomena to ultrafast electro-optical processes; however, it is vital to stress that the degree of accuracy of such density-matrix formalism is intimately related to the choice of the scattering superoperator $\Gamma(\hat{\rho})$ in (11.6).

The microscopic derivation of suitable scattering superoperators has been one of the most challenging problems in solid-state physics. Indeed, for purely atomic and/or photonic systems, dissipation and decoherence phenomena may be successfully described via adiabatic-decoupling procedures [79] in terms of extremely simplified models via phenomenological parameters; within such effective treatments, the main goal is to identify a suitable form of the Liouville superoperator, able to ensure the positive-definite character of the corresponding density-matrix operator. [80] This is usually accomplished by identifying proper Lindblad superoperators, [27] expressed in terms of a few crucial system-environment coupling parameters. In contrast, solid-state materials and devices are often characterized by a complex many-electron quantum evolution, resulting in a non-trivial interplay between coherent dynamics and energy-dissipation and decoherence processes; [25,81] it follows that for a quantitative description of such coherence-versus-dissipation coupling the latter needs to be treated via fully microscopic approaches.
Based on the pioneering works by Van Hove, [82] Kohn and Luttinger, [83] and Zwanzig, [84] a number of adiabatic- or Markov-approximation schemes have been developed and employed for the study of quantum-transport and coherent-optics phenomena in semiconductor materials and devices; the latter may be divided into two general categories: approaches based on semiclassical (i.e., diagonal) scattering superoperators also referred to as Pauli master equations, [69, 85, 86] and fully quantum-mechanical (i.e., non-diagonal) dissipation models. [87–91] Moreover, in order to account for non-markovian or memory effects —relevant in the presence of strong couplings and/or extremely short excitations— a number of quantum-kinetic approaches have been also considered. [92, 93]

As far as the Markov treatments are concerned, the latter depend strongly on the particular problem under investigation, and therefore the resulting set of kinetic equations describes a specific subsystem of interest, e.g., a gas of \( N \) electrons or excitons, a single carrier, etc. Moreover, as originally pointed out by Spohn and co-workers, [94] kinetic approaches based on the conventional Markov limit may lead to the violation of the positive-definite character of the density-matrix operator, and therefore to unphysical results; in particular, they clearly pointed out that the choice of the adiabatic decoupling strategy is definitely not unique, and only one among the available possibilities, developed in the pioneering work by Davies [80], could be shown to preserve positivity: it was the case of a “small” subsystem of interest interacting with a thermal environment, and selected through a partial-trace reduction. Unfortunately, this theory was restricted to finite-dimensional subsystems only (i.e., \( N \)-level atoms), and to the particular projection scheme of the partial trace.

It is in order to overcome this serious limitation in the study of solid-state systems that the alternative Markov procedure recalled in Chap. 3 has been proposed in [1]; the latter in fact (i) in the discrete-spectrum case coincides with the Davies model just recalled, (ii) in the semiclassical limit (see below) reduces to the well-known Fermi’s golden rule, and (iii) describes a genuine Lindblad evolution also in the continuous-spectrum case, thus providing a reliable and robust treatment of energy-dissipation and decoherence processes in semiconductor quantum devices.

In this chapter we will both express the single-particle density matrix \( \hat{\rho} \) in terms of the global \( \hat{\rho} \) and furnish the single-particle scattering-induced
dynamics arising from the global evolution introduced in Eq. (3.20), which
takes care of both single- (e.g., carrier-phonon, see Eq. (1.4)) and double-
(e.g. carrier-carrier, see Eq. (1.10)) carrier scattering mechanism. In ad-
dition, we will also consider the single-particle scattering dynamics arising
from conventional (e.g., nonLindblad) Markov limits: in this way, in Chap.
12 a comparison between the two single-particle dynamics will show how
only the Lindblad-generated dynamics is able to guarantee the positivity of
the density matrix. The low-density limits of the scattering superoperators
\( \Gamma(\hat{\rho}) \) obtained both from conventional and alternative Markov approxima-
tions will be shown to be linear in \( \hat{\rho} \), as the \( \Gamma(\hat{\rho}) \) of Eq. (5.8), for the case of
carrier-phonon interaction mechanism (see Eqs. (11.43) and (11.44)). Fi-
ally, the positivity and linearity in \( \hat{\rho} \) of the superoperator \( \Gamma(\hat{\rho}) \) descending
from the novel Markov approximation will permit in Chaps. 14 and 15 a
detailed analysis of some genuine scattering-induced quantum effects like
the scattering-induced nonlocality or diffusion speedup.

11.2 The many-electron density matrix

In order to properly define a single-particle density matrix \( \hat{\rho} \) able to furnish
statistical averages of generic one-electron observables \( \hat{G} \) in the form of Eq.
(11.3), a couple of reduction are necessary. The first one has the role of
restricting the degrees of freedom of the system under consideration to the
electronic ones only: this is typically done by averaging out the quasiparticle
degrees of freedom (in our case the phonons). This suggest the introduction
of a many-electron density matrix \( \hat{\rho}_c \) defined as the trace over the non-
relevant quasiparticle degrees of freedom, labeled by subscript \( \text{qp} \), of the
global density matrix \( \hat{\rho} \),

\[
\hat{\rho}_c = \text{Tr}[\hat{\rho}]_{\text{qp}}.
\]  

(11.7)

The trace introduced in Eq. (11.7) is in general complicated; however, a
strong simplification comes if one assumes both that the electronic and the
quasiparticle subsystems are uncorrelated,

\[
\hat{\rho} = \hat{\rho}_c \otimes \hat{\rho}_{\text{qp}},
\]  

(11.8)

where \( \hat{\rho}_{\text{qp}} \) denotes the many quasiparticle density matrix, and that the latter
is assumed to be in thermal equilibrium,

\[
\hat{\rho}_{\text{qp}} \equiv \hat{\rho}_{\text{qp}}^\circ.
\]  

(11.9)
where $\rho_{qp}^\circ$ fulfills
\[
\begin{align*}
\text{tr} & \left[ \hat{b}_q \rho_{qp}^\circ \right]_{qp} = \text{tr} \left[ \hat{b}_q^\dagger \rho_{qp}^\circ \right]_{qp} = 0, \\
\text{tr} & \left[ \hat{b}_q^\dagger \hat{b}_q \rho_{qp}^\circ \right]_{qp} = N_q \delta_{q,q'}, \\
\text{tr} & \left[ \hat{b}_q \hat{b}_q \rho_{qp}^\circ \right]_{qp} = \text{tr} \left[ \hat{b}_q^\dagger \hat{b}_q^\dagger \rho_{qp}^\circ \right]_{qp} = 0,
\end{align*}
\]
(11.10)

where $N_q$ is the Bose-Einstein distribution.

Recalling that the global density-matrix operator $\hat{\rho}$ fulfill the dynamics given in Eq. (2.24), the Equation of motion of the many-electrons operator $\hat{\rho}_c$ may be written as
\[
\frac{\partial \hat{\rho}_c}{\partial t} = \left. \frac{\partial \hat{\rho}_c}{\partial t} \right|_{\text{free}} + \left. \frac{\partial \hat{\rho}_c}{\partial t} \right|_{\text{scat}},
\]
(11.11)

where the first term is given by
\[
\left. \frac{\partial \hat{\rho}_c}{\partial t} \right|_{\text{free}} = \frac{1}{\hbar} \left[ \hat{H}^{\text{sp}}, \hat{\rho}_c \right],
\]
(11.12)

where $\hat{H}^{\text{sp}}$ has been given in Eq. (1.2) (apart from energy renormalizations which come also from the trace over the phononic degrees of freedom); $\left. \frac{\partial \hat{\rho}_c}{\partial t} \right|_{\text{free}}$ describes the free-evolution of $\hat{\rho}_c$. The second term in Eq. (11.11) depends on the models used to describe the scattering effects. In particular, applying the combined Eqs. (11.7), (11.9) and (11.10) to the scattering-induced Lindblad superoperator in Eq. (3.20) one obtains

(i) the carrier-phonon induced contribution $\left. \frac{\partial \hat{\rho}_c}{\partial t} \right|_{\text{scat}=\text{cph}}$ becomes
\[
\frac{\partial \hat{\rho}_c}{\partial t} \bigg|_{\text{cph}} = \sum_{q,q',\alpha \alpha', \alpha_1 \alpha_2} \hat{c}_{\alpha_1} \hat{c}_{\alpha_2} \hat{c}_{\alpha'} \hat{c}_{\alpha'}^\dagger \times \left( A_{q,\alpha_2} A_{q',\alpha_2}^{\dagger \dagger} \text{tr} \left[ \hat{b}_q^\dagger \hat{b}_q^\dagger \hat{\rho}_{qp}^\circ \right]_{qp} + A_{q,\alpha_2}^{\dagger} A_{q',\alpha_2}^{\dagger} \text{tr} \left[ \hat{b}_q \hat{b}_q^\dagger \hat{\rho}_{qp}^\circ \right]_{qp} \right. \\
\left. + A_{q,\alpha_2} A_{q',\alpha_2}^{\dagger} \text{tr} \left[ \hat{b}_q \hat{b}_q^\dagger \hat{\rho}_{qp}^\circ \right]_{qp} + A_{q,\alpha_2} A_{q',\alpha_2}^{\dagger} \text{tr} \left[ \hat{b}_q^\dagger \hat{b}_q^\dagger \hat{\rho}_{qp}^\circ \right]_{qp} \right) \\
= \sum_{q,\pm} \left( \hat{A}_{q,\pm} \hat{\rho}_c \hat{A}_{q,\pm}^\dagger - \frac{1}{2} \left\{ \hat{\rho}_c, \hat{A}_{q,\pm} \hat{A}_{q,\pm}^\dagger \right\} \right),
\]
(11.13)
\[ \hat{A}_c^{\alpha \alpha'} = \sqrt{N \alpha + \frac{1}{2}} \sum_{\alpha_1 \alpha_2} A_{\alpha_1 \alpha_2}^{\alpha \alpha'} \hat{c}_{\alpha_1} \hat{c}_{\alpha_2} \]  
\[ = \sum_{\alpha_1 \alpha_2} A_{\alpha_1 \alpha_2}^{\alpha \alpha'} \hat{c}_{\alpha_2} \hat{c}_{\alpha_1} \]  
(11.14)
where $s$ indicates once again the scattering mechanism and for the scattering-mechanisms here considered the operators $\hat{a}_s$ and $\hat{b}_s$ are given by

\[ \hat{a}_s^{q,\pm} = \sum_{\alpha\alpha'} a_{s\alpha\alpha'} \hat{c}_{\alpha} \hat{c}_{\alpha'} \] ,

\[ \hat{b}_s^{q,\pm} = \sum_{\alpha\alpha'} b_{s\alpha\alpha'} \hat{c}_{\alpha} \hat{c}_{\alpha'} \] ,

\[ \hat{a}_c^{cc} = \sum_{\alpha\alpha'} a_{cc\alpha\alpha'} \hat{c}_{\alpha} \hat{c}_{\alpha'} \] ,

\[ \hat{b}_c^{cc} = \sum_{\alpha\alpha'} b_{cc\alpha\alpha'} \hat{c}_{\alpha} \hat{c}_{\alpha'} \] ,

with

\[ a_{s\alpha\alpha'} = \frac{1}{\hbar} \sqrt{N_q + \frac{1}{2} \pm \frac{1}{2} g_{s\alpha\alpha'}} \] ,

\[ b_{s\alpha\alpha'} = \frac{2}{\hbar} \sqrt{N_q + \frac{1}{2} \pm \frac{1}{2} g_{s\alpha\alpha'}} \int_{t_0}^{t} dt' e^{-\frac{(\epsilon_{\alpha} - \epsilon_{\alpha'}) (t' - t_0)}{\hbar}} \]

\[ \approx 2\pi \sqrt{N_q + \frac{1}{2} \pm \frac{1}{2} g_{s\alpha\alpha'}} \delta(\epsilon_{\alpha} - \epsilon_{\alpha'} \pm \epsilon_q) \] ,

\[ a_{cc\alpha\alpha'} = \frac{1}{2\hbar} g_{cc\alpha\alpha'} \] ,

\[ b_{cc\alpha\alpha'} = \frac{1}{\hbar} g_{cc\alpha\alpha'} \int_{t_0}^{t} dt' e^{-\frac{(\epsilon_{\alpha} + \epsilon_{\alpha'} - \epsilon_{\alpha'}) (t' - t_0)}{\hbar}} \]

\[ \approx 2\pi g_{cc\alpha\alpha'} \delta(\epsilon_{\alpha} + \epsilon_{\alpha'} - \epsilon_{\alpha'}) \] ,

where $g_{s12}$ and $g_{cc\alpha\alpha'}$ are given in Eqs. (1.4) and (1.10) respectively; the coefficients $b_{s\alpha\alpha'}^{q,\pm}$ and $b_{cc\alpha\alpha'}^{cc}$ have been approximated in the completed-collision limit, e.g. $t_0 \to -\infty$ and omitting the energy renormalization contributions arising from the imaginary part of $\int_{0}^{\infty} dt'' e^{-\frac{1}{\hbar}(\epsilon_{\alpha} + \epsilon_{\alpha'} - \epsilon_{\alpha'}) t''}$, where $t'' = t' - t_0$.

### 11.3 The single-particle density matrix

Once the electronic reduction in Eq. (11.7) has been made, a further and last step is necessary in order to obtain $\hat{\rho}$ as in Eq. (11.2), e.g. the so-called
single-particle reduction,

\[ \rho_{\alpha_1\alpha_2} = \text{Tr} \left[ \hat{c}_{\alpha_2}^\dagger \hat{c}_{\alpha_1} \hat{\rho}_c \right] , \quad (11.21) \]

The time derivative of the \( \hat{\rho}_{\alpha_1\alpha_2} \) above defined is given by

\[ \frac{d\rho_{\alpha_1\alpha_2}}{dt} = \text{Tr} \left[ \hat{c}_{\alpha_2}^\dagger \hat{c}_{\alpha_1} \frac{d\hat{\rho}_c}{dt} \right] , \quad (11.22) \]

and, thanks to the many-electron dynamics in Eq. (11.11), may be written as

\[ \frac{d\rho_{\alpha_1\alpha_2}}{dt} = \frac{d\rho_{\alpha_1\alpha_2}}{dt} \bigg|_{\text{sp}} + \frac{d\rho_{\alpha_1\alpha_2}}{dt} \bigg|_{\text{scat}} . \quad (11.23) \]

The first term in Eq. (11.23) evaluates the free-particle evolution, and is given by the first term of Eq. (5.8),

\[ \frac{d\hat{\rho}}{dt} = \frac{1}{i\hbar} \left[ \hat{H}^{\text{sp}}, \hat{\rho} \right] , \quad (11.24) \]

where \( \hat{H}^{\text{sp}} \) has been defined in Eq. (5.9) while \( \hat{\rho} \) may be written as

\[ \hat{\rho} = \sum_{\alpha_1\alpha_2} \rho_{\alpha_1\alpha_2} |\alpha_1 \rangle \langle \alpha_2| ; \quad (11.25) \]

since the states \( |\alpha \rangle \) in Eq. (11.25) are usually chosen between the eigenstates of the single-particle Hamiltonian \( \hat{H}^{\text{sp}} \), Eq. (11.24) may be written as

\[ \frac{d\rho_{\alpha_1\alpha_2}}{dt} \bigg|_{\text{sp}} = \frac{\epsilon_{\alpha_1} - \epsilon_{\alpha_2}}{i\hbar} \rho_{\alpha_1\alpha_2} . \quad (11.26) \]

The evaluation of the second term in Eq. (11.23) depends both on the scattering mechanism considered (such as carrier-phonon or carrier-carrier) and on the model adopted to describe it. In section (2.2) we showed how their closed forms have been one of the main reason for the success of the Markov models. Analogously, we look for a closed form of (11.23): its nontrivial derivation, starting both from conventional Markov models in Eq. (2.23) and from the Lindblad dynamics of Eq. (3.20), will be the main argument of the next section.
11.4 Scattering-induced single-particle dynamics

Applying the single-particle reduction in Eq. (11.21) on the many-electron scattering-induced dynamics in Eqs. (11.17) and (11.18) one obtains

\[
\frac{d\rho_{\alpha_1\alpha_2}}{dt} \bigg|_{scat} = \sum_s \text{tr} \left\{ \hat{c}_{\alpha_2}^\dagger \hat{c}_{\alpha_1} \left( \hat{A}_s^b \hat{\rho}_c \hat{A}_s^b - \frac{1}{2} \left\{ \hat{A}_s^b, \hat{\rho}_c \right\} \right) \right\}
\]

\[
= \frac{1}{2} \sum_s \text{tr} \left\{ \left[ \hat{A}_s^b, \hat{c}_{\alpha_2}^\dagger \hat{c}_{\alpha_1} \right] \hat{A}^b \hat{\rho}_c \right\}_c
\]

\[
+ \frac{1}{2} \sum_s \text{tr} \left\{ \left[ \hat{A}_s^b, \hat{c}_{\alpha_2} \hat{c}_{\alpha_1} \right] \hat{A}^b \hat{\rho}_c \right\}_c
\]

\[
= \frac{1}{2} \sum_s \text{tr} \left\{ \left[ \hat{A}_s^b, \hat{c}_{\alpha_2} \hat{c}_{\alpha_1} \right] \hat{A}^b \hat{\rho}_c \right\}_c + \text{H.c.} ,
\]

where H.c. denotes Hermitian conjugate, and

\[
\frac{d\rho_{\alpha_1\alpha_2}}{dt} \bigg|_{scat} = \frac{1}{2} \sum_s \text{tr} \left\{ \hat{c}_{\alpha_2}^\dagger \hat{c}_{\alpha_1} \left( \hat{a}_s^b \hat{c}_c^\dagger \hat{b}_s^b \hat{c}_c - \hat{a}_s^b \hat{b}_s^b \hat{c}_c + \text{H.c.} \right) \right\}
\]

\[
= \frac{1}{2} \sum_s \text{tr} \left\{ \left[ \hat{a}_s^b, \hat{c}_{\alpha_2} \hat{c}_{\alpha_1} \right] \hat{b}_s^b \hat{\rho}_c \right\}_c
\]

\[
+ \frac{1}{2} \sum_s \text{tr} \left\{ \left[ \hat{b}_s^b, \hat{c}_{\alpha_2} \hat{c}_{\alpha_1} \right] \hat{a}_s^b \hat{\rho}_c \right\}_c ,
\]

respectively. Since the scattering-induced dynamics of \( \hat{\rho} \) does not show crossed terms we may consider the carrier-phonon and carrier-carrier mechanisms one by one.

11.4.1 Carrier-phonon mechanism in the mean-field approximation

The operators \( \hat{a}_c^{q\pm}, \hat{b}_c^{q\pm} \) and \( \hat{A}_c^{q\pm} \) which generate the carrier-phonon superoperator in Eqs. (11.19) and (11.14) involve a couple of creation and annihilation operator \( \hat{c}_{\alpha}^\dagger, \hat{c}_{\alpha} \). However, thanks to the fermionic commutation relation it is easy to notice that

\[
[\hat{A}_c^{q\pm\dagger}, \hat{c}_{\alpha_2} \hat{c}_{\alpha_1}] = \sum_{\alpha'} \left( A_{a_2\alpha a_1}^{q\pm} \hat{c}_{\alpha'} \hat{c}_{\alpha_1} - A_{a_2\alpha}^{q\pm} \hat{c}_{\alpha_1} \hat{c}_{\alpha'} \right) .
\]

(11.29)
Inserting Eq. (11.29) in the r.h.s. of Eq. (11.27) with \( s = q, \pm \), the latter may be rewritten as

\[
\left. \frac{d\rho_{\alpha_1\alpha_2}}{dt} \right|_{\text{scat}} = \frac{1}{2} \sum_{q, \pm} \left( \sum_{\alpha_1'\alpha_2'} A^{q\pm\ast}_{\alpha_2\alpha_1} A^{q\pm}_{\alpha_1'\alpha_2'} h_{\alpha_1'\alpha_2, \alpha_1\alpha_2} \right) - \sum_{\alpha_1'\alpha_2'} A^{q\pm\ast}_{\alpha_2\alpha_1} A^{q\pm}_{\alpha_1'\alpha_2'} h_{\alpha_2, \alpha_1'\alpha_2'} + \text{H.c. ,}
\]

(11.30)

where

\[
h_{\alpha_3\alpha_4, \alpha'_3\alpha'_4} = \text{tr}\{ \hat{c}^\dagger_{\alpha_3} \hat{c}_{\alpha_4} \hat{c}^\dagger_{\alpha'_4} \hat{c}\}_{c} .
\]

(11.31)

As anticipated, the crucial step in order to get a closed equation of motion for the single-particle density matrix consists of performing the well-known mean-field (or correlation-expansion) approximation [56, 95, 96],

\[
h_{\alpha_3\alpha_4, \alpha'_3\alpha'_4} = (\delta_{\alpha_4\alpha'_3} - \rho_{\alpha_4\alpha'_3}) \rho_{\alpha'_3\alpha_3} .
\]

(11.32)

Finally, inserting the Mean-Field Approximation (11.32) in Eq. (11.30), the (carrier-phonon) scattering-induced dynamics of the single-particle density-matrix element \( \rho_{\alpha_1\alpha_2} \) is given by

\[
\left. \frac{d\rho_{\alpha_1\alpha_2}}{dt} \right|_{\text{scat}} = \frac{1}{2} \sum_{q, \pm} \sum_{\alpha_1'\alpha_2'} (\delta_{\alpha_1\alpha'_1} - \rho_{\alpha_1\alpha'_1}) A^{q\pm\ast}_{\alpha_1'\alpha_2'} \rho_{\alpha_2'\alpha_2} A^{q\pm}_{\alpha_1\alpha_2} + \text{H.c. +}
\]

\[
- \frac{1}{2} \sum_{q, \pm} \sum_{\alpha_1'\alpha_2'} A^{q\pm\ast}_{\alpha_1\alpha_2'} (\delta_{\alpha_1\alpha'_1} - \rho_{\alpha_1\alpha'_1}) A^{q\pm}_{\alpha_1'\alpha_2'} \rho_{\alpha_2'\alpha_2} + \text{H.c. +}
\]

\[
+ \frac{1}{2} \sum_{q, \pm} \sum_{\alpha_1'\alpha_2'} A^{q\pm\ast}_{\alpha_1\alpha_2'} \rho_{\alpha_2'\alpha_2} \sum_{\alpha'} (\rho_{\alpha_1\alpha'} A^{q\pm\ast}_{\alpha_2\alpha'} - A^{q\pm\ast}_{\alpha_2\alpha'} \rho_{\alpha'\alpha_1}) + \text{H.c. :}
\]

(11.33)

this equation may be seen as the matrix representation of the operator equation

\[
\left. \frac{d\hat{\rho}}{dt} \right|_{\text{scat}} = \frac{1}{2} \sum_{q, \pm} (\hat{T} - \hat{\rho}) \hat{A}^{q\pm} \hat{\rho} \hat{A}^{q\pm\dagger} (\hat{T} - \hat{\rho}) \hat{A}^{q\pm} \hat{\rho} + \text{H.c. +}
\]

\[
+ \frac{1}{2} \sum_{q, \pm} \text{Tr}\{ \hat{A}^{q\pm\dagger} \hat{\rho} \} \left[ \hat{A}^{q\pm}, \hat{\rho} \right] + \text{H.c. ,}
\]

(11.34)
where $\hat{\rho}$ has been defined in Eq. (11.25) and the single-particle operators
and $\hat{A}^q_{\pm}$ may be written as

$$\hat{A}^q_{\pm} = \sum_{\alpha_1 \alpha_2} |\alpha_1\rangle A^q_{\alpha_1 \alpha_2} \langle \alpha_2| .$$ (11.35)

Since the terms in the second line of Eq. (11.34) are all in the form of a
commutator between the operator $\text{Tr}\{\hat{A}^q_{\pm \dagger} \hat{\rho}\} \hat{A}^q_{\pm}$
and the single-particle density-matrix operator $\hat{\rho}$ (or H.c.), they may be absorbed in the Liouville-
von Neumann term. More in general, all the terms in the form of

$$A^q_{\alpha \alpha'} \rho_{\alpha' \alpha}$$ (11.36)

provide energy renormalizations, e.g. contributions to $\hat{H}^{sp}$ in Eq. (11.5).
However, since the latter do not contribute to the scattering induced
superoperator in Eq. (11.6), they will be omitted from now on.

Summarizing, we have started from the many-body density-matrix op-
erator $\hat{\rho}$ and its Eq. of motion (2.24) with scattering-induced contribution
in Eq. (3.20); then, exploiting the reduction to the electronic subsystem,
the single-particle reduction and the mean-field approximation in cascade
we have found a closed equation of motion for the single-particle density
matrix $\hat{\rho}$ in the form of Eq. (11.4), where the scattering superoperator $\Gamma(\hat{\rho})$
may be rewritten either as

$$\left. \frac{d\hat{\rho}}{dt} \right|_{\text{scat}} \equiv \Gamma(\hat{\rho}) = \frac{1}{2} \sum_{q \pm} (\hat{I} - \hat{\rho}) \hat{A}^q_{\pm} \hat{\rho} \hat{A}^q_{\pm \dagger} - \hat{A}^q_{\pm \dagger} (\hat{I} - \hat{\rho}) \hat{A}^q_{\pm} \hat{\rho} + \text{H.c.}$$ (11.37)

where $\hat{I}$ is the identity operator, or in components as

$$\frac{d\rho_{\alpha_1 \alpha_2}}{dt} \bigg|_{\text{scat}} = \frac{1}{2} \sum_{\alpha' \alpha'_{\alpha'}} \left( (\delta_{\alpha_1 \alpha'} - \rho_{\alpha_1 \alpha'}) P^{s}_{\alpha' \alpha_2, \alpha'_{\alpha_1} \rho_{\alpha'_{\alpha_1} \alpha_2}} + \text{H.c.} \right)$$

with generalized carrier-phonon scattering rates

$$P^{s=\text{cph}}_{\alpha_1 \alpha_2, \alpha'_{\alpha_1} \alpha'_{\alpha_2}} = \sum_{q \pm} A_{\alpha_1 \alpha_1'} A_{\alpha_2 \alpha_2'}^{q \pm \dagger} ,$$ (11.39)
where $A^{q^\pm}_{a_1a_2}$ have been defined in Eq. (11.20).

Analogously, applying the same procedure to the conventional Born-Markov equation in Eq. (11.18) and omitting any energy-renormalization contributions, the scattering-induced dynamics of $\hat{\rho}$ is given by

$$
\left. \frac{d\hat{\rho}}{dt} \right|_{\text{scat}} \equiv \Gamma(\hat{\rho}) = \frac{1}{2} \sum_{q^\pm} \left( \hat{A}^{q^\pm} \hat{\rho} \hat{A}^{q^\pm\dagger} - \hat{A}^{q^\pm\dagger} \hat{\rho} \hat{A}^{q^\pm} \right) + \text{H.c.}
$$

(11.40)

where the single-particle operators $\hat{a}^{q^\pm}$ and $\hat{b}^{q^\pm}$ are defined by

$$
\hat{a}^{q^\pm} = \sum_{a_1a_2} a^{q^\pm}_{a_1a_2} |\alpha_1\rangle \langle \alpha_2| , \quad \hat{b}^{q^\pm} = \sum_{a_1a_2} b^{q^\pm}_{a_1a_2} |\alpha_1\rangle \langle \alpha_2|
$$

(11.41)

with coefficients $a^{q^\pm}_{a_1a_2}$ and $b^{q^\pm}_{a_1a_2}$ defined in Eq. (11.20); the scattering-induced dynamics in Eq. (11.40) may be written in components as Eq. (11.38) with scattering rates given by

$$
P^{s=\text{cp}}_{a_1a_2,a_1'a_2'} = \sum_{q^\pm} a^{q^\pm}_{a_1a_2} b^{q^\pm*}_{a_1'a_2'} .
$$

(11.42)

In both Eq. (11.37) and (11.40), the factors $(\hat{I} - \hat{\rho})$ may be considered as a generalization of the Pauli factors $(1 - f_\alpha)$ present in conventional Boltzmann or Pauli Master Equation (1.19): in the low-density limit $(\hat{I} - \hat{\rho}) \rightarrow \hat{I}$ the nonlinear superoperators in Eqs. (11.37) and (11.40) become

$$
\left. \frac{d\hat{\rho}}{dt} \right|_{\text{scat}} \equiv \Gamma(\hat{\rho}) = \sum_{q^\pm} \left( \hat{A}^{q^\pm} \hat{\rho} \hat{A}^{q^\pm\dagger} - \frac{1}{2} \left\{ \hat{\rho}, \hat{A}^{q^\pm\dagger} \hat{A}^{q^\pm} \right\} \right)
$$

(11.43)

and

$$
\left. \frac{d\hat{\rho}}{dt} \right|_{\text{scat}} \equiv \Gamma(\hat{\rho}) = \frac{1}{2} \sum_{q^\pm} \left( \hat{a}^{q^\pm} \hat{\rho} \hat{b}^{q^\pm\dagger} - \hat{a}^{q^\pm\dagger} \hat{\rho} \hat{b}^{q^\pm} \right) + \text{H.c.}
$$

(11.44)

We stress that, strictly speaking, in the low-density limit the single-particle density-matrix formalism becomes highly questionable, since in this regime electron-hole Coulomb-correlation dominates. It follows that the use of the Lindblad scattering superoperator in (11.43) is well justified in semiconductor bulk and nanostructured materials characterized by carrier densities sufficiently high to neglect excitonic effects, and sufficiently low to neglect the above non-linear Pauli contributions; as a matter of fact, such requirements are often fulfilled by new-generation semiconductor quantum devices.
respectively. As anticipated, the low-density limit of the nonlinear scattering superoperator $\Gamma(\hat{\rho})$ of Eqs. (11.37) and (11.40) becomes linear, as the operator $\Gamma(\hat{\rho})$ in Eq. (5.8). The comparison between the scattering-induced dynamics in Eqs. (11.43) and (11.44) shows how only the former is of Lindblad type, e.g. in the form

$$\frac{d\hat{\rho}}{dt} \bigg|_{\text{scat}} \equiv \Gamma(\hat{\rho}) = \sum_s \left( \hat{A}^s \hat{\rho} \hat{A}^{s\dagger} - \frac{1}{2} \{ \hat{\rho}, \hat{A}^{s\dagger} \hat{A}^s \} \right),$$

(11.45)

thus being able to guarantee the complete-positivity of the electronic subsystems. As we will show in Chap 12, this difference between conventional and novel Markov approximations has tremendous effects also at high carrier densities, where neither of the two superoperators in Eqs. (11.37) and (11.40) furnish a Lindblad dynamics; nevertheless, the former is able to guarantee the positivity of $\hat{\rho}$, contrary to the latter.

11.4.2 The Carrier-Carrier mechanism in the mean-field approximation

The many-electrons dynamics induced by the carrier-carrier mechanism is given by Eq. (11.27) with $\hat{A}^s = \hat{A}_{cc}^s$, where the latters have been defined in Eqs. (11.15), (3.22). Inserting the equality (see Eq. (11.29) for comparison with the carrier-quasiparticle case)

$$\left[ \hat{A}_{cc}^{s\dagger}, \hat{c}_{\alpha_2}^{\dagger} \hat{c}_{\alpha_1} \right] = \sum_{\alpha'\alpha''} \mathcal{A}_{\alpha'\alpha''}^{cc*} \hat{c}_{\alpha'}^{\dagger} \hat{c}_{\alpha''}^{\dagger} \hat{c}_{\alpha_1} \hat{c}_{\alpha_2} - \sum_{\alpha'\alpha''} \mathcal{A}_{\alpha'\alpha''}^{cc*} \hat{c}_{\alpha'}^{\dagger} \hat{c}_{\alpha''}^{\dagger} \hat{c}_{\alpha_1} \hat{c}_{\alpha_2}$$

(11.46)
in the r.h.s. of Eq. (11.27), the latter becomes

\[
\frac{d\rho_{\alpha_1\alpha_2}}{dt}\bigg|_{\text{scat}} = \left( \frac{1}{4} \sum_{\alpha_1\alpha_2\alpha_3\alpha_4} A_{\alpha_1'\alpha_2'\alpha_3'\alpha_4'}^{\alpha\alpha'} A_{\alpha_1'\alpha_2'\alpha_3'\alpha_4'}^{\alpha\alpha'} k_{\alpha_1\alpha_2\alpha_3'\alpha_4'} \right) \left( \sum_{\alpha_1\alpha_2\alpha_3'\alpha_4'} A_{\alpha_1'\alpha_2'\alpha_3'\alpha_4'}^{\alpha\alpha'} \rho_{\alpha_1\alpha_2}\right) H.c.
\]

(11.47)

where \(k\) is the four-particle correlation function

\[
k_{\alpha_5\alpha_6\alpha_7\alpha_8,\alpha_5'\alpha_6'\alpha_7'\alpha_8'} = \text{tr}\left\{ \hat{c}_{\alpha_5}^{\dagger} \hat{c}_{\alpha_6}^{\dagger} \hat{c}_{\alpha_7} \hat{c}_{\alpha_8} \hat{c}_{\alpha_5'}^{\dagger} \hat{c}_{\alpha_6'}^{\dagger} \hat{c}_{\alpha_7'} \hat{c}_{\alpha_8'} \right\}_{c} ;
\]

(11.48)

the latter may be mean-field approximated (see Eq. (11.32) for comparison) as

\[
k_{\alpha_5\alpha_6\alpha_7\alpha_8,\alpha_5'\alpha_6'\alpha_7'\alpha_8'} = \left( \rho_{\alpha_7\alpha_8} \rho_{\alpha_6'\alpha_5'} - \rho_{\alpha_6'\alpha_5} \rho_{\alpha_7\alpha_8} \right) \times
\]

\[
\times \left[ \left( \delta_{\alpha_8\alpha_5'} - \rho_{\alpha_8\alpha_5'} \right) \left( \delta_{\alpha_7\alpha_6} - \rho_{\alpha_7\alpha_6} \right) \right.
\]

\[
- \left. \left( \delta_{\alpha_7\alpha_6'} - \rho_{\alpha_7\alpha_6'} \right) \left( \delta_{\alpha_8\alpha_5} - \rho_{\alpha_8\alpha_5} \right) \right] .
\]

(11.49)

Inserting Eq. (11.49) in Eq. (11.47) and omitting self-contracting terms, e.g. contributions proportional to structures in the form of (see Eq. (11.36) for comparisons)

\[
A_{\alpha_1'\alpha_2'\alpha_3'\alpha_4'}^{\alpha\alpha'} \rho_{\alpha_2''\alpha_1''} , \text{with} \quad \alpha'' = \bar{\alpha}, \bar{\alpha}' \quad \text{and} \quad \alpha'' = \alpha, \alpha'
\]

(11.50)

(or H. c.), which once-again give rise to renormalization effects, the carrier-carrier induced dynamics on the single-particle density-matrix elements \(\rho_{\alpha_1\alpha_2}\) may be written as in Eq. (11.38) with generalized scattering-rates

\[
\mathcal{P}_{\alpha_1\alpha_2,\alpha_1'\alpha_2'}^{s=cc} = 2 \sum_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} \left( \delta_{\alpha_2\alpha_1'} - \rho_{\alpha_2\alpha_1'} \right) A_{\alpha_1'\alpha_2'\alpha_1\alpha_2''}^{\alpha\alpha'} A_{\alpha_2\alpha_1\alpha_1'\alpha_2''}^{\alpha\alpha'} \rho_{\alpha_1\alpha_2} .
\]

(11.51)

It is worth stressing that, differently from the generalized carrier-phonon rates in (11.39), the generalized carrier-carrier rates in (11.51) are themselves a function of the single-particle density matrix; this is a clear fingerprint of the two-body nature of the carrier-carrier interaction which
prohibits a direct operator interpretation such as in Eq. (11.37). It is straightforward to show that the conventional Markov approximation of Eq. (11.18) with \( \hat{a}^c_{cc} \) and \( \hat{b}^c_{cc} \) given in Eqs. (11.19) leads to the (carrier-carrier) scattering-induced dynamics in Eq. (11.38) with generalized scattering-rates

\[
P^{s=cc}_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} = 2 \sum_{\alpha_1\bar{\alpha}_2,\alpha_1'\bar{\alpha}_2'} (\delta_{\alpha_2\bar{\alpha}_1} - \rho_{\alpha_2\bar{\alpha}_1}) a^{cc}_{\alpha_1\bar{\alpha}_1,\alpha_1'\alpha_1'} b^{cc*}_{\alpha_2\bar{\alpha}_2,\alpha_2'\alpha_2'} \rho_{\alpha_1'\alpha_2'}, \tag{11.52}
\]

where the coefficients \( a^{cc}_{\alpha_1\bar{\alpha}_1,\alpha_1'\alpha_1'} \) and \( b^{cc}_{\alpha_2\bar{\alpha}_2,\alpha_2'\alpha_2'} \) have been defined in Eq. (11.20).

A closer inspection of Eqs. (11.38) and (11.51) or (11.52) confirms the two-body nature of the carrier-carrier interaction. Indeed, differently from the carrier-phonon scattering, in this case the density-matrix equation describes the time evolution of a so-called “main carrier”, whose density-matrix elements are labelled by \( \alpha \) indices, interacting with a so-called “partner carrier” with density-matrix elements labelled by the overlined indices \( \bar{\alpha} \)—this will be particularly evident within the diagonal limit introduced in Chap 13, see Eqs. (13.2) and (13.4).

### 11.4.3 In- vs Out-Scattering contributions

The scattering-induced dynamics in Eqs. (11.38) as well as their low-density limits in Eqs. (11.43) and (11.44) may be rewritten as the difference between so-called in- and out-scattering terms

\[
\frac{d\rho_{\alpha_1\alpha_2}}{dt} \bigg|_{\text{scat}} = F^{\text{in}}_{\alpha_1\alpha_2} - F^{\text{out}}_{\alpha_1\alpha_2}, \tag{11.53}
\]

where \( F^{\text{in/out}}_{\alpha_1\alpha_2} \) are defined in terms of the generalized scattering rates of, depending on the scattering mechanism and of the model used to describe them, Eqs. (11.39), (11.42), (11.51) and (11.52), and

(i) in the case of the superoperators \( \overline{\Gamma}(\hat{\rho}) \) of Eqs. (11.37) and (11.40) they are nonlinear functions of the single-particle density matrix,

\[
F^{\text{in}}_{\alpha_1\alpha_2} = \sum_s \sum_{\alpha_1'\alpha_2'} (\delta_{\alpha_1\alpha_1'} - \rho_{\alpha_1\alpha_1'}) P^s_{\alpha_1'\alpha_2',\alpha_2'\alpha_1'} \rho_{\alpha_1'\alpha_2'} \tag{11.54}
\]
\[ F_{\alpha_1\alpha_2} = \frac{1}{2} \sum_s \sum_{\alpha'_1\alpha'_2} (\delta_{\alpha'_1\alpha'_2} - \rho_{\alpha'_1\alpha'_2}) P_{\alpha'_1\alpha'_2,\alpha_1\alpha_2}^{s*} \rho_{\alpha'_1\alpha'_2} + \text{H.c.} \quad ; \quad (11.55) \]

(ii) in the case of the superoperators \( \Gamma(\hat{\rho}) \) of Eqs. (11.43) and (11.44) they are linear functions of the single-particle density matrix,

\[ F_{\alpha_1\alpha_2}^{\text{in}} = \sum_s \sum_{\alpha'_1\alpha'_2} P_{\alpha_1\alpha_2,\alpha'_1\alpha'_2}^s \rho_{\alpha'_1\alpha'_2} \quad (11.56) \]

and

\[ F_{\alpha_1\alpha_2}^{\text{out}} = \frac{1}{2} \sum_s \sum_{\alpha'_1\alpha'_2} P_{\alpha'_1\alpha'_2,\alpha_1\alpha_2}^{s*} \rho_{\alpha'_1\alpha'_2} + \text{H.c.} \quad . \quad (11.57) \]

The in/out nature of the scattering-induced dynamics has some interesting features, in fact

(i) as we will show in Chap. 13, their diagonal limit reproduces the in/out scattering-dynamics provided by the Pauli master Equations in (1.19) and (1.18), while in a more correct semiclassical limit (exploited by means of the Wigner function) it recovers the Boltzmann collision term of Eq. (1.14), which displays in/out contributions as well;

(ii) as it will be shown in Chap. 14, the separation in Eq. (11.53) has a key role in the phenomenon of quantum nonlocality.

11.5 Single-particle description of Spatially Open System

In what follows we extend the proposed single-particle treatment to quantum systems with spatially open boundaries, namely to the case of a quantum device electrically connected to one or more external carrier reservoirs. To this end, in analogy to the system factorization between electronic and phononic degrees of freedom in (11.8), we shall describe the global carrier system (device plus reservoirs) as the product of a device density-matrix operator times a quasiequilibrium density-matrix operator \( \hat{\rho}_c^\circ \) corresponding to one or more carrier reservoirs:

\[ \hat{\rho}_c = \hat{\rho}_d \otimes \hat{\rho}_c^\circ \quad . \quad (11.58) \]
The quantum-mechanical coupling between device and external reservoirs \((s \equiv \text{dr})\) may conveniently be described via the following interaction Hamiltonian
\[
\hat{H}_{\text{dr}} = \sum_{\alpha\beta} \left( \gamma_{\alpha\beta} \hat{c}^\dagger_\alpha \hat{\xi}_\beta + \gamma_{\alpha\beta}^* \hat{\xi}^\dagger_\beta \hat{c}_\alpha \right),
\]
where \(\hat{c}^\dagger_\alpha (\hat{c}_\alpha)\) are now creation (destruction) operators acting on the device single-particle states \(\alpha\), while \(\hat{\xi}^\dagger_\beta (\hat{\xi}_\beta)\) denote creation (destruction) operators acting on the reservoir single-particle states \(\beta\). Here, the first contribution describes carrier injection \((\beta \rightarrow \alpha)\) via the destruction of a carrier in state \(\beta\) and the creation of a carrier in state \(\alpha\), while the second one describes carrier loss \((\alpha \rightarrow \beta)\) via the inverse process. Moreover, the physical properties of the device-reservoir interaction Hamiltonian in (11.59) are dictated by the explicit form of the coupling matrix elements \(\gamma_{\alpha\beta}\); the latter, in general, are given by a properly weighted spatial overlap between device and reservoir single-particle wavefunctions.

Following the general prescription in (3.21), the Lindblad operator corresponding to the device-reservoir interaction Hamiltonian (11.59) depends on the carrier coordinates only, and is always of the form
\[
\hat{A}_{\text{dr}} = \sum_{\alpha\beta} \left( A_{\alpha\beta} \hat{c}^\dagger_\alpha \hat{\xi}_\beta + A_{\alpha\beta}^* \hat{\xi}^\dagger_\beta \hat{c}_\alpha \right).
\]

The evaluation of the single-particle dynamics induced by the above device-reservoir coupling may be performed following the very same steps of the corresponding carrier-phonon and carrier-carrier treatments previously considered. In particular, it is easy to realize that the single-particle contribution in Eq. (11.27) due to device-reservoir coupling involves average values of two device plus two reservoir creation/destruction operators. More specifically, in view of the device-reservoir factorization in (11.58) as well as of the typical quasiequilibrium nature of the reservoirs, one obtains
\[
\text{tr} \left\{ \hat{c}^\dagger_{\alpha_2} \hat{\xi}^\dagger_{\beta_2} \hat{c}_{\alpha_1} \hat{\xi}_{\beta_1} \hat{\rho}_c \right\} = \rho_{\alpha_1\alpha_2} \rho_{\beta_1\beta_2} \text{tr} \left\{ \hat{\rho}_c \right\},
\]
where \(\rho_{\alpha_1\alpha_2}\) is the single-particle density matrix of the device and
\[
\rho_{\beta_1\beta_2} = f_{\beta_1} \delta_{\beta_1\beta_2}
\]
is the (diagonal) single-particle density matrix of the quasiequilibrium carrier reservoirs.
Employing the device-reservoir factorization result in (11.61), a straightforward calculation shows that the contribution to the system evolution due to the device-reservoir coupling Hamiltonian (11.59) is

$$\frac{d\rho_{\alpha_1\alpha_2}}{dt}\bigg|_{\text{dr}} = \frac{1}{2} \sum_{\beta} \left( \mathcal{P}_{\alpha_1\alpha_2,\beta\beta}^\text{dr} f_{\beta}^\circ - \sum_{\alpha'} \mathcal{P}_{\alpha_1\alpha',\beta\beta}^\text{dr} \rho_{\alpha'\alpha_2} \right) + \text{H.c.} \quad (11.63)$$

with generalized scattering rates

$$\mathcal{P}_{\alpha_1\alpha_2,\beta_1\beta_2}^\text{dr} = A_{\alpha_1\beta_1}^\text{dr} A_{\alpha_2\beta_2}^\text{dr*} \quad (11.64)$$

In the semiclassical limit (see Eq. (13.1)), the above device-reservoir scattering superoperator reduces to the relaxation-time model

$$\frac{df_{\alpha}}{dt}\bigg|_{\text{dr}} = - \sum_{\beta} P_{\alpha\beta}^\text{dr} (f_{\alpha} - f_{\beta}^\circ) \quad (11.65)$$

with device-reservoir scattering rates

$$P_{\alpha\beta}^\text{dr} = P_{\alpha\alpha,\beta\beta}^\text{dr} = \left| A_{\alpha\beta}^\text{dr} \right|^2 \quad (11.66)$$

It is worth stressing that the above semiclassical equation, usually referred to as the injection-loss model, has been widely employed in the semiclassical modeling of optoelectronic semiconductor devices. [97]

In order to gain more insight on the structure of the density-matrix equation (11.63), the latter may conveniently be rewritten in a compact operatorial form; more specifically, recalling the definition of the single-particle density-matrix operator in (11.25) and introducing the device-reservoir coupling operators

$$\hat{A}_\beta = \sum_\alpha |\alpha\rangle A_{\alpha\beta}^\text{dr} \langle \beta| \quad (11.67)$$

as well as the reservoir density-matrix operator

$$\hat{\rho}^\circ = \sum_\beta |\beta\rangle f_{\beta}^\circ \langle \beta| \quad (11.68)$$

one gets:

$$\frac{d\hat{\rho}}{dt}\bigg|_{\text{scat}} = \sum_\beta \left( \hat{A}_\beta \hat{\rho}^\circ \hat{A}_\beta^\dagger - \frac{1}{2} \{ \hat{A}_\beta \hat{A}_\beta^\dagger, \hat{\rho} \} \right) \quad (11.69)$$
Equation (11.69) should be compared to the Lindblad superoperator in Eq. (11.37) describing energy exchange with the phononic excitations. On the one end, the device-reservoir superoperator (11.69) is inhomogeneous, due to the presence of the density-matrix operator $\hat{\rho}$ of the external reservoirs. This implies that the trace of the device density matrix $\hat{\rho}$ is not conserved, as expected in a system that can exchange particles with the reservoirs.

The analysis presented so far can be regarded as a formal derivation of the Lindblad-like device-reservoir scattering superoperator recently proposed in Ref. [77], where the reservoir states are plane waves ($|\beta\rangle = |k\rangle$) and the device single-particle states are the scattering states of the confinement potential profile ($|\alpha\rangle = |\alpha_k\rangle$).
Chapter 12

Study of the positivity

Primary goal of this section is to face the most important issue related to the proposed kinetic treatment: the positivity analysis of the nonlinear density-matrix equation in (11.38). Indeed, if the single-particle density matrix describes a physical state, its eigenvalues are necessarily positive-definite and not greater than one (Pauli exclusion principle); in order to preserve such physical nature, it is imperative that the scattering-induced time evolution preserves the values of the density-matrix eigenvalues within the interval [0, 1].

To this aim, let us start considering the case of carrier-phonon interaction previously discussed, whose nonlinear equation in (11.38) (equipped with the generalized rates in (11.39)) may also be easily rewritten in a more compact way via the one-electron operators respectively in Eqs. (11.25) and (11.35) as in Eq. (11.37). Importantly, due to the quantum-mechanical Pauli factors \((\hat{I} - \hat{\rho})\), the scattering superoperator in Eq. (11.37) is nonlinear in \(\hat{\rho}\) and non-Lindblad.\(^1\) Only in the low-density limit, i.e. \(\hat{I} - \hat{\rho} \rightarrow \hat{I}\), the nonlinear equation in Eq. (11.37) reduces to the Lindblad superoperator in Eq. (11.43) and the positive-definite character of \(\hat{\rho}\) is thereby ensured; as already stressed, this is not verified for the conventional Markov approximation in Eq. (11.40), whose low-density limit in Eq. (11.44) is not

---

\(^1\)Indeed, at any time \(t\) Eq. (11.37) can always be locally linearized [25] treating the two Pauli factors \((\hat{I} - \hat{\rho})\) as input parameters; however, the resulting (time-dependent) linear superoperator is definitely non-Lindblad.
in a Lindblad form. At finite or high densities, no straightforward conclusion can be drawn about the positive-definite character of the generic time-dependent solution \( \hat{\rho}(t) \).

Nevertheless, we show now that the proposed nonlinear single-particle equation in (11.38) does preserve the positive-definite character of \( \hat{\rho} \). In order to prove that, let us describe the single-particle density matrix \( \rho_{\alpha\alpha_2} \) via the corresponding operator \( \hat{\rho} \) in (11.25); at any time \( t \) it is possible to define its instantaneous (i.e., time-dependent) eigenvalues \( \Lambda_\lambda \) and eigenvectors \( |\lambda\rangle \) according to

\[
\hat{\rho}|\lambda\rangle = \Lambda_\lambda |\lambda\rangle ,
\]

which implies that

\[
\Lambda_\lambda = \langle \lambda | \hat{\rho} | \lambda \rangle .
\]

The eigenvalues \( \Lambda_\lambda \) in (12.1) of a single-particle density matrix \( \hat{\rho} \) describing a physical state are necessarily positive-definite and not greater than one (Pauli exclusion principle). In order to preserve such positive-definite nature, it is imperative that the scattering-induced time evolution maintains the values of the eigenvalues within the physical interval \([0, 1]\); this can be verified by studying the time derivative of the generic eigenvalue in (12.2), namely:

\[
\frac{d\Lambda_\lambda}{dt} = \frac{d\langle \lambda | \hat{\rho} | \lambda \rangle}{dt} + \langle \lambda | \frac{d\hat{\rho}}{dt} | \lambda \rangle + \langle \lambda | \hat{\rho} \frac{d|\lambda\rangle}{dt} \rangle .
\]

In view of the completeness of the basis set \( \{|\lambda\rangle\} \), the time derivative in (12.3) can also be written as:

\[
\frac{d\Lambda_\lambda}{dt} = \sum_{\lambda'} \frac{d\langle \lambda | \hat{\rho} | \lambda'\rangle}{dt} \langle \lambda' | \hat{\rho} | \lambda \rangle + \langle \lambda | \frac{d\hat{\rho}}{dt} | \lambda \rangle + \sum_{\lambda'} \langle \lambda | \hat{\rho} | \lambda'\rangle \langle \lambda' | \frac{d|\lambda\rangle}{dt} \rangle .
\]

Recalling that

\[
\langle \lambda | \hat{\rho} | \lambda'\rangle = \Lambda_\lambda \delta_{\lambda\lambda'} ,
\]

the result in (12.4) reduces to

\[
\frac{d\Lambda_\lambda}{dt} = \Lambda_\lambda \frac{d\langle \lambda |}{dt} | \lambda \rangle + \langle \lambda | \frac{d\hat{\rho}}{dt} | \lambda \rangle + \Lambda_\lambda \langle \lambda | \frac{d|\lambda\rangle}{dt} \rangle .
\]
Taking into account that
\[
\frac{d\langle \lambda |}{dt} + \langle \lambda |\frac{d\lambda}{dt} = \frac{d\langle \lambda |\lambda \rangle}{dt} = 0 ,
\] (12.7)
the first and third term in (12.6) cancel out exactly, and one finally concludes that
\[
\frac{d\Lambda}{dt} = \langle \lambda |\frac{d\hat{\rho}}{dt} | \lambda \rangle = \frac{d\rho_{\lambda \lambda}}{dt} .
\] (12.8)
This shows that the time variation of the eigenvalues \( \Lambda_\lambda \) coincides with the
time variation of the diagonal elements \( \rho_{\lambda \lambda} \) of the operator \( \hat{\rho} \) within the
instantaneous eigenbasis \( \{|\lambda\rangle\} \).

In order to evaluate the above time derivative, the crucial step is to
analyze the explicit form of the proposed single-particle scattering superoperator written in the density-matrix eigenbasis of Eq. (12.1). Taking into account that the generic density-matrix equation (11.38) is basis-independent,
by replacing the original single-particle basis \( \{|\alpha\rangle\} \) with the density-matrix
eigenbasis \( \{|\lambda\rangle\} \) and making use of Eq.(12.5), its diagonal elements turn out to be:
\[
\frac{d\rho_{\lambda \lambda}}{dt} = \sum_{\lambda'} [(1 - \Lambda_\lambda)P_{\lambda \lambda'}^{s}\Lambda_{\lambda'} - (1 - \Lambda_{\lambda'})P_{\lambda' \lambda}^{s}\Lambda_{\lambda}] ,
\] (12.9)
where
\[
P_{\lambda \lambda'}^{s} = P_{\lambda \lambda', \lambda'}^{s}
\] (12.10)
are positive-definite quantities given by the diagonal elements of the
generalized scattering rates (see Eqs. (11.39) and (11.51)) written in our in-
stantaneous density-matrix eigenbasis. By inserting this last result into
Eq. (12.8), one finally gets
\[
\frac{d\Lambda_\lambda}{dt} = \sum_{\lambda'} [(1 - \Lambda_\lambda)P_{\lambda \lambda'}^{s}\Lambda_{\lambda'} - (1 - \Lambda_{\lambda'})P_{\lambda' \lambda}^{s}\Lambda_{\lambda}] .
\] (12.11)
This last result is highly non-trivial: it states that, in spite of the partially
cohherent nature of the carrier dynamics in (11.38), the time evolution of
the eigenvalues \( \Lambda_\lambda \) is governed by a non-linear Boltzmann-type equation,
formally identical to the semiclassical result in (13.2).

We are now in the position to state that the physical interval \([0, 1]\) is
the only possible variation range of our eigenvalues \( \Lambda_\lambda \). To this end, one
can show that, when the latter approach the extremal values, 0 or 1, their
time derivatives do not allow them to exit the interval. Indeed, a closer inspection of the Boltzmann-like equation in (12.11) shows that:

(i) if one of the eigenvalues \( \Lambda_\lambda \) is equal to zero, the corresponding time derivative in (12.11) is always non-negative;

(ii) if one of the eigenvalues \( \Lambda_\lambda \) is equal to one, its time derivative in (12.11) is always non-positive.

This leads us to the important conclusion that, for both carrier-phonon and carrier-carrier scattering, the proposed nonlinear single-particle equation (11.38) preserves the positive-definite character of the single-particle density matrix.

We finally stress that the above positivity analysis is based on the fact that the scattering rates in (12.10) are positive-definite quantities. This property, which applies to the proposed single-particle equation (obtained starting from the scattering superoperator in (3.20)), is generally not fulfilled by conventional Markov models. In particular, for the case of carrier-phonon scattering, the nonlinear equation (11.40) is not intrinsically positive-definite, as confirmed by the fact that in the low-density limit the latter reduces to the non-Lindblad form of Eq. (11.44). Since the generalized scattering rates corresponding to the above non-Lindblad superoperator are given in Eq. (11.42), within the eigenbasis \( \{|\lambda\rangle\} \) their diagonal elements (see Eqs. (11.42) and (12.10))

\[
P_{\lambda\lambda'}^{cph} = P_{\lambda\lambda',\lambda'\lambda}^{s=cph} = \sum_{q\pm} a_{\lambda\lambda'}^{q\pm} b_{\lambda\lambda'}^{q\pm*}
\]  

(12.12)

are not necessarily positive-definite. This is the reason why, starting from a non-Lindblad many-body scattering model, the system dynamics may exit the physical eigenvalue region, giving rise to positivity violations also in the low-density limit. [1,98]

To emphasize this point, in Fig. 12.1 we report the time evolution of the density-matrix eigenvalues for a subset of simulated experiments in the simple case of a two-level system. The evolutions in both panel are governed by Eq. (11.23), where the eigenergies in Eq. (11.26) are randomly generated (with uniform distribution) between 0 and \( \hbar \omega_0 \) (\( \omega_0 \) denoting the typical single-particle energy scale in units of \( \hbar \)), and the explicit form of the last
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term is given by the non-linear scattering superoperator in (11.38) with generalized carrier-phonon scattering rates of the form

\[ \mathcal{P}_{\alpha_1\alpha_2,\alpha_1',\alpha_2'}^{s=\text{cph}} = A_{\alpha_1\alpha_1'} B_{\alpha_2\alpha_2'}^* , \]

(12.13)

where \( A_{\alpha_1\alpha_2} \) and \( B_{\alpha_1\alpha_2} \) are random complex numbers, whose modulus and phase are uniformly generated between 0 and \( \sqrt{\omega_0} \) and 0 and \( 2\pi \), respectively. In particular, while for mimicking conventional Markov models the two carrier-phonon operators \( A \) and \( B \) are generated independently (see
Eq. (11.42)), in simulating the proposed scattering superoperator we take
\[ A_{\alpha_1\alpha_2} = B_{\alpha_1\alpha_2} \] (see Eq. (11.39)).

Our simulated experiments are based on a numerical solution of the
density-matrix equation (11.23), starting each simulated experiment from
a randomly selected single-particle density matrix \( \rho_{\alpha_1\alpha_2}(t = 0) = P_\alpha \delta_{\alpha_1\alpha_2} \),
where \( P_\alpha \) are randomly generated (with uniform distribution) between 0
and 1; more specifically, the free single-particle rotation in (11.26) has been
treated exactly, while the scattering-induced dynamics has been evaluated
via a standard time-step integration scheme. [25]

As one can see, while for the proposed nonlinear equation in (11.37) all
the eigenvalue trajectories fall within the physical interval \([0, 1]\) (see panel
a), for the nonlinear equation in (11.40) a significant number of simulated
eigenvalue trajectories exit the physical interval (panel b)).

Similarly, thanks to its Lindblad-like structure also the open-system
dynamics in Eq. (11.69) guarantees the positivity; in fact, the latter may be
written in components in terms of the eigenbasis \( \{\lambda\} \) of the device density-
matrix operator \( \hat{\rho} \) (keeping unchanged the reservoir basis \( \{\beta\} \)) as

\[
\frac{d\Lambda_\lambda}{dt} \bigg|_{\text{scat}} = \sum_\beta (f_\beta - \Lambda_\lambda) ||A_{\lambda\beta}^{\text{dr}}||^2 ,
\]

with

\[
A_{\lambda\beta}^{\text{dr}} = \sum_\alpha u_\lambda^\alpha A^{\text{dr}}_{\alpha\beta} ,
\]

where \( u_\lambda^\alpha \) are the elements of the unitary matrix which is responsible for
the change of basis \( \{\alpha\} \to \{\lambda\} \), e.g.

\[
|\lambda\rangle = \sum_\alpha u_{\lambda\alpha} |\alpha\rangle .
\]

A closer inspection of the injection-loss equation in (12.14) shows that:

(i) if one of the eigenvalues \( \Lambda_\lambda \) is equal to zero, the factor \( f_\beta - \Lambda_\lambda \) is always
non-negative for every reservoir state \(|\beta\rangle\) (and hence the corresponding
time derivative in (12.11));

(ii) if one of the eigenvalues \( \Lambda_\lambda \) is equal to one, the factor \( f_\beta - \Lambda_\lambda \) is always
non-positive for every reservoir state \(|\beta\rangle\) (and hence the corresponding
time derivative in (12.11)).
As a consequence, due to its Lindblad-like structure the proposed linear single-particle equation (11.38) description of open-systems preserves the positive-definite character of the single-particle density matrix.
Chapter 13

The Semiclassical limit

Extending the scattering-free discussion of Sec 6.2 and Eq. (6.31), we are now ready to complete the link between the semiclassical or Boltzmann theory of Eq. (1.12) and the single-particle density-matrix formalism (see Eq. (11.6)). As discussed in the fundamental solid-state text-book by Ashcroft and Mermin, [21] a general and rigorous (i.e. quantum-mechanical) derivation of the standard semiclassical charge-transport theory constitutes a formidable task. The simplest approach to this tedious problem —usually referred to as the “diagonal limit”— is to neglect all non-diagonal density matrix elements, which implies to assume a single-particle density matrix of the form [25]

\[ \rho_{\alpha_1 \alpha_2} = f_{\alpha_1} \delta_{\alpha_1 \alpha_2} \]  

(13.1)

From a physical point of view, this amounts to assume that the impact of various energy dissipation versus decoherence phenomena is so strong to suppress at any time all inter-state (\(\alpha_1 \neq \alpha_2\)) quantum-mechanical phase coherence. By inserting the diagonal-limit prescription (13.1) into Eq. (11.38), the latter assumes the expected nonlinear Boltzmann-type or Pauli Master Equation form (see Eq. (1.19))

\[ \frac{df_{\alpha}}{dt} \bigg|_{\text{scat}} = \sum_{s=\text{cph,cc}} \sum_{\alpha'} (1 - f_{\alpha}) P_{\alpha \alpha'}^{s} f_{\alpha'} - (1 - f_{\alpha'}) P_{\alpha' \alpha}^{s} f_{\alpha} \]  

(13.2)

with semiclassical carrier-phonon scattering rates

\[ P_{\alpha \alpha'}^{s=\text{cp}} = P_{\alpha \alpha,\alpha' \alpha'}^{s=\text{cp}} = \sum_{q_{\pm}} \left| A_{\alpha \alpha'}^{q_{\pm}} \right|^2 \]  

(13.3)
and semiclassical carrier-carrier scattering rates

\[ P_{\alpha\alpha'}^{s=cc} = P_{\alpha\alpha,\alpha'\alpha'}^{s=cc} = 2 \sum_{\alpha\alpha'} (1 - f_{\alpha}) |A_{\alpha\alpha,\alpha'\alpha'}^{cc}|^2 f_{\alpha'} . \] (13.4)

The above semiclassical limit shows once again that the nonlinearity factors \((\delta_{\alpha_1\alpha_2} - \rho_{\alpha_1\alpha_2})\) in Eqs. (11.51) and (11.42) can be regarded as the quantum-mechanical generalization of the Pauli factors \((1 - f_{\alpha})\) of the conventional Boltzmann theory (see also Sec. 1.3).

Indeed, the Boltzmann-like equation in (13.2) can be regarded as the formal justification and starting point of a wide variety of Monte Carlo simulations of charge transport in semiconductor nanostructures, whose main microscopic ingredients are the carrier wavefunctions \(\psi_{\alpha}(r)\) as well as the corresponding scattering rates \(P_{\alpha\alpha'}\) obtained via the Fermi’s golden rule.

In spite of the success of such Boltzmann-like treatment applied to the study of the steady-state electro-optical response of semiconductor nanodevices, [99–110] the latter is not able to describe the time-dependent evolution of the spatial carrier density. This can be easily understood by defining the spatial charge density \(n(r)\) in terms of the single-particle density matrix \(\hat{\rho}\) (rather than using the Wigner function as in Eq. (5.6)) as

\[ n(r) = \sum_{\alpha_1\alpha_2} \psi_{\alpha_1}(r)\rho_{\alpha_1\alpha_2}\psi_{\alpha_2}^*(r) ; \] (13.5)

within the diagonal approximation of Eq. (13.1) the latter reduces to

\[ n(r) = \sum_{\alpha} |\psi_{\alpha}(r)|^2 f_{\alpha} . \] (13.6)

This tells us that for the particular case of a bulk system —the one considered in the conventional Boltzmann theory— the single-particle basis states \(|\alpha\rangle\) are momentum eigenstates, whose probability density \(|\psi_{\alpha}(r)|^2\) is space-independent. It follows that for a bulk system the carrier density \(n(r)\) corresponding to the above diagonal-limit picture is space-independent as well.

The obvious conclusion is that the diagonal-approximation scheme just recalled does not allow one to recover the space-dependent Boltzmann theory. Nevertheless, as already stressed, a number of simulation strategies [69, 85, 86, 99–110] based on such diagonal-approximation paradigm came out to
be quite successful in describing the steady-state electro-optical response of various semiconductor nanomaterials and devices; this is particularly true in the presence of a strong energy dissipation and decoherence, since in this case the latter dominate over scattering-free carrier diffusion (not properly described within the diagonal-approximation picture).

In order to perform a derivation of the conventional Boltzmann transport equation, it is thus vital to replace the above diagonal-approximation scheme with a genuine space-dependent description of the problem; this may be conveniently performed once again via the Wigner picture, completing the scattering-free discussion of Sec. 6.2 with the semiclassical limit of the many-particle contributions, while we will omit the treatments of the device-reservoir interactions of Eq. (11.69) (which has been omitted also in Eq. (1.12), where the normalization of the distribution \( \int d\mathbf{r} d\mathbf{v} f(\mathbf{r}, \mathbf{v}) \) was constant in time)\(^1\). In particular, we start from the low-density superoperator (11.45), whose corresponding matrix elements can be conveniently expressed as in Eq. (11.53) with in and out contribution given in Eqs. (11.56) and (11.57). Next, we consider the Wigner function defined in Eq. (5.1) and its equation of motion (5.12) with superoperator \( \Gamma \) defined in Eq. (11.45).

In order to discuss the so-called semiclassical limit, which will prove to recover the Boltzmann transport equation, we consider the (formal) limit for \( \hbar \to 0 \) of the Wigner transport theory. As far as the single-particle contribution in Eq. (6.6) is concerned, this limit has already been discussed in Sec. (6.2) in terms of the well-known Moyal brackets, [64] which for \( \hbar \to 0 \) reduce to the usual diffusion-plus-drift terms of the Boltzmann theory (see Eq. (1.14) in Sec. (1.3)).

The most difficult task of the semiclassical limit is to show that for \( \hbar \to 0 \) the (spatially non-local) scattering superoperator in (5.14) reduces to the (spatially local) collision term of the Boltzmann theory. In order

\(^1\)As a consequence, the limitations of the inflowing boundary-conditions analyzed in Secs. (7.2) and (9.3) do not apply to the Wigner-function analysis presented in this Chapter, since the latter refers to an infinitely extended system and not to a quantum device with open spatial boundaries.
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to complete this task, the first step is to rewrite the Wigner scattering superoperator in (5.16) with $\Gamma(\hat{\rho})$ of Eq. (11.45) within the momentum representation. More specifically, denoting with

$$A^s(p_1, p_2) = \langle p_1 | \hat{A}^s | p_2 \rangle$$

(13.7)

the (continuous) matrix elements of the Lindblad operators in (11.45) and taking into account that

$$\langle p_1 | \hat{W}(r, p) | p_2 \rangle = e^{(p_1 - p_2) \cdot r / \hbar} \delta \left( \frac{p_1 + p_2}{2} - p \right),$$

(13.8)

the explicit form of the scattering superoperator in (5.16) with $\Gamma(\hat{\rho})$ of Eq. (11.45) comes out to be

$$\Gamma(r, p; r', p') = \left( \frac{2}{\pi \hbar} \right)^3 \sum_s \int dp_1 dp_2 e^{2(p_1 - p_2 + p' - p') \cdot r / \hbar} e^{-2p_2 \cdot p' / \hbar} \times$$

$$A^s(2p - p_1, 2p' - p_2) A^{s*}(p_1, p_2)$$

$$- \left( \frac{2}{\pi \hbar} \right)^3 \sum_s \Re \left\{ \int dp_1 dp_2 e^{2(p' - p) \cdot r / \hbar} e^{-2(p_1 - p') \cdot (r' - r) / \hbar} \times$$

$$A^{s*}(p_2, 2p - p_1) A^s(p_2, 2p' - p_1) \right\}.$$  

(13.9)

By inserting the above result into Eq. (5.14), one gets:

$$\frac{\partial f^W(r, p)}{\partial t} \bigg|_{\text{scat}} = \left( \frac{2}{\pi \hbar} \right)^3 \sum_s \int dp' dp'' dp_1 dp_2 e^{2(p_1 - p_2 + p' - p'') \cdot r / \hbar} e^{-2p_2 \cdot p' / \hbar} \times$$

$$A^s(2p - p_1, 2p' - p_2) A^{s*}(p_1, p_2) f^W(r, p')$$

$$- \left( \frac{2}{\pi \hbar} \right)^3 \sum_s \Re \left\{ \int dp' dp'' dp_1 dp_2 e^{2(p' - p) \cdot r / \hbar} e^{-2(p_1 - p') \cdot (r' - r) / \hbar} \times$$

$$A^{s*}(p_2, 2p - p_1) A^s(p_2, 2p' - p_1) f^W(r, p') \right\}.$$  

(13.10)

Let us now analyze the semiclassical limit of the above quantum-mechanical scattering superoperator. From a physical point of view, in the limit $\hbar \to 0$ the various phase factors entering Eq. (13.10) will display infinitely fast oscillations, which allows one to evaluate some of the above coordinate and
momentum integrals via a sort of adiabatic-decoupling procedure. As far as the coordinate $r'$ is concerned, for any regular function $F(r)$ we have:

$$\lim_{\hbar \to 0} \int d'r' e^{\frac{p''(r' - r)}{i\hbar}} F(r') = (2\pi\hbar)^3 \delta(p'')F(r). \quad (13.11)$$

By employing this general property, in the semiclassical limit ($\hbar \to 0$) the scattering superoperator in (13.10) simplifies to:

$$\left. \frac{\partial f^W(r, p)}{\partial t} \right|_{\text{scat}} = 8 \sum_s \int dp'dp_1 e^{\frac{2(p_1 - p')}{i\hbar}} A^s(2p - p_1, p')A^{s*}(p_1, p')f^W(r, p')$$

$$- 8 \sum_s \Re \left\{ \int dp'dp_2 e^{\frac{2(p' - p_2)}{i\hbar}} A^{s*}(p_2, 2p - p')A^s(p_2, p')f^W(r, p') \right\}. \quad (13.12)$$

In addition to the spatial adiabatic decoupling in (13.11), in the semiclassical limit it is also possible to show that for any regular function $G(r, p)$:

$$\lim_{\hbar \to 0} \int dp'' e^{\frac{(p'' - p)}{i\hbar}} G(r, p'') = (2\pi\hbar)^3 \frac{\Omega}{\hbar} G(r, p). \quad (13.13)$$

Here $\Omega$ denotes a proper crystal normalization volume; indeed, in order to derive this result it is crucial to perform a sort of spatial coarse graining, i.e., a spatial average of the function $G$ over a volume $\Omega$ much larger than the typical carrier coherence length and much smaller than the macroscopic spatial variations of our material. By employing the general property in (13.13) the scattering superoperator in (13.12) reduces to:

$$\left. \frac{\partial f^W(r, p)}{\partial t} \right|_{\text{scat}} = \frac{(2\pi\hbar)^3}{\Omega} \sum_s \int dp' \times$$

$$\times \left[ |A^s(p, p')|^2 f^W(r, p') - |A^s(p', p)|^2 f^W(r, p) \right]. \quad (13.14)$$

This is exactly the Boltzmann collision term of the semiclassical theory we were looking for; indeed, the latter can be written in a more compact form according to Eq. (1.14), where

$$P(p, p') = \sum_s P^s(p, p') \quad (13.15)$$
and
\[ P^s(p, p') = \frac{(2\pi \hbar)^3}{\Omega} |A^s(p, p')|^2. \]  
(13.16)

This shows that the scattering rates of the Boltzmann transport theory can be easily expressed in terms of the matrix elements of the various Lindblad operators.

In order to establish a direct link with the conventional Fermi’s-golden-rule prescription, let us finally move from the continuous momentum representation employed so far to its discrete version corresponding to the crystal normalization volume \( \Omega \); more precisely, employing the usual continuous-versus-discrete prescription, the scattering rates in (13.16) can also be written as
\[ P^s_{p, p'} = |A^s_{p, p'}|^2, \]  
(13.17)
in total agreement with the low-density limit, e.g. \((1 - f_\alpha) \to 1\), of diagonal-approximation result in (13.4).
Chapter 14

Quantum nonlocality

The goal of this chapter is to provide a rigorous treatment of scattering nonlocality, e.g. a non-null scattering-induced charge-density variation,

$$\frac{\partial n(r)}{\partial t} \bigg|_{\text{scat}} \neq 0 \ ,$$

(14.1)

where $n(r)$ has been defined in terms of $\hat{\rho}$ in Eq. (13.5). It is important to stress that such a phenomenon is a genuine quantum-mechanical feature: in fact, as already stressed in Sec. (1.3), the semiclassical Boltzmann-Equation (1.14) does not provide a scattering-induced charge-density variation (see Eq. (1.17)).

Thanks to Eq. (11.4) the time variation of $n(r)$ given in Eq. (13.5) may be written as

$$\frac{\partial n(r)}{\partial t} = \frac{\partial n(r)}{\partial t} \bigg|_{\text{sp}} + \frac{\partial n(r)}{\partial t} \bigg|_{\text{scat}} .$$

(14.2)

Here as in the following we will explore the low-density limit, where the single-particle density-matrix equation of motion is given by (5.8) and hence the terms in the r.h.s. of Eq. (14.2) are given by

$$\left. \frac{\partial n(r)}{\partial t} \right|_{\text{sp}} = \frac{1}{i\hbar} \sum_{\alpha_1\alpha_2} \psi_{\alpha_1}(r)(\epsilon_{\alpha_1} - \epsilon_{\alpha_2})\rho_{\alpha_1\alpha_2} \psi^*_{\alpha_2}(r)$$

(14.3)

and

$$\left. \frac{\partial n(r)}{\partial t} \right|_{\text{scat}} = \sum_{\alpha_1\alpha_2} \psi_{\alpha_1}(r)\Gamma(\hat{\rho})_{\alpha_1\alpha_2}\psi^*_{\alpha_2}(r) .$$

(14.4)
In order to show the genuine quantum nonlocality we will concentrate on the linear operator $\Gamma(\hat{\rho})$ given in Eq. (11.43), while we will disregard the one in Eq. (11.44) due to the fact that it does not preserve the positivity. However, we will compare the results with those coming from another widely employed model for describing the dissipation and decoherence in semiconductors, the Relaxation Time Approximation (RTA): as we will show in the following, the latter displays some unphysical features, contrary to the Lindblad superoperator.

### 14.1 Physical model and simulation strategy

As prototypical physical system we shall consider an effective one-dimensional GaN-based nanostructure, whose main energy-dissipation and decoherence mechanism is carrier-LO phonon scattering. The latter will be described via the low-density Lindblad scattering superoperator in (11.43) with $s = q, \pm$ and $\hat{A}^q, \pm$ given in Eq. (11.35) after replacing the three-dimensional wave-vector $q$ with the one-dimensional index $q$.

It is imperative to stress that the choice of considering a simple one-dimensional model is by no means dictated by computational limits; indeed, opposite to more refined quantum-kinetic approaches, the proposed simulation strategy may be easily applied to realistic nanostructures within a fully three-dimensional description, as recently realized in Ref. [77]. We just decided to adopt a one-dimensional system in order to facilitate the analysis of scattering-induced spatial nonlocality, and to better elucidate its physical origin and magnitude.

For the case of a one-dimensional system with coordinate $z$ and momentum $p$, the space (see Eq. (13.5)) and momentum charge distributions are simply given by

$$n(z) = \sum_{\alpha_1 \alpha_2} \psi_{\alpha_1}(z) \rho_{\alpha_1 \alpha_2} \psi_{\alpha_2}^*(z)$$ \hspace{1cm} (14.5)

and

$$n(p) = \sum_{\alpha_1 \alpha_2} \tilde{\psi}_{\alpha_1}(p) \rho_{\alpha_1 \alpha_2} \tilde{\psi}_{\alpha_2}^*(p),$$ \hspace{1cm} (14.6)

where $\tilde{\psi}_{\alpha}(p) \equiv \langle p | \alpha \rangle$ denotes the Fourier transform of $\psi_{\alpha}(z)$.

Combining the prescription in (14.5) with the density-matrix equation
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(5.10), the total time evolution of the spatial carrier density \( n(z) \) is described via the one-dimensional versions (\( r \to z \)) of Eqs. (14.2)-(14.4). As already pointed out in Chap. 13, for the relevant case of the Lindblad superoperator in (11.53) the corresponding time evolution can be expressed as the difference of two terms, which in the semiclassical limit reduce to the in- minus out-scattering structure of the conventional Boltzmann theory (see Eq. (1.14)). This suggests to write the one-dimensional version of Eq. (14.4) as

\[
\frac{\partial n(z)}{\partial t} \bigg|_{\text{scat}} = F^\text{in}(z) - F^\text{out}(z) \tag{14.7}
\]

with

\[
F^\text{in/out}(z) = \sum_{\alpha_1\alpha_2} \psi_{\alpha_1}(z) F^\text{in/out}_{\alpha_1\alpha_2} \psi^*_{\alpha_2}(z). \tag{14.8}
\]

Our simulation strategy is based on a numerical solution of the density-matrix equation in (5.10); this is realized via a fixed-time-step discretization [25] based on an exact integration of the single-particle dynamics. More specifically, the single-particle states \( \alpha \) of the structure under examination are described via the usual envelope-function picture (see Sec. 1.1) within the standard effective-mass approximation, [111] in terms of a plane-wave expansion. [25]

In order to mimic the main features of a realistic GaN-based material, the following parameters have been employed: effective mass \( m^* = 0.2m_o \) (\( m_o \) denoting the free-electron one) and LO-phonon energy \( \epsilon_{\text{LO}} = 80 \text{ meV} \); moreover, the amplitude of the carrier-phonon matrix elements in Eq. (1.4) are chosen such to reproduce an average bulk carrier-LO phonon scattering rate \( \tau_{\text{LO}} = 25 \text{ fs} \).

For all the simulated experiments presented below we have chosen as initial condition a single-particle density matrix \( \rho_{\alpha_1\alpha_2} \) corresponding to a gaussian carrier distribution both in space and momentum, namely

\[
\bar{n}(z) \propto e^{-\frac{z^2}{2\Delta^2_z}}, \quad \bar{n}(p) \propto e^{-\frac{p^2}{2\Delta^2_p}}, \tag{14.9}
\]

where \( \Delta_z \) describes the degree of spatial localization of our initial state, and \( \Delta_p = \sqrt{m^*k_BT} \) describes the thermal fluctuations of our carrier gas.
It is easy to show that such initial condition corresponds to a one-dimensional Wigner function

\[ f^W(z,p) \propto \hbar \frac{e^{-\frac{z^2}{2\Delta z^2}} e^{-\frac{p^2}{2\Delta p^2}}}{\sqrt{2\pi \Delta z \Delta p}}, \]  

(14.10)

and therefore to an initial density matrix

\[ \rho_{\alpha_1 \alpha_2} \propto \frac{1}{2\pi} \int dz dp W_{\alpha_1 \alpha_2}(z,p) \frac{e^{-\frac{z^2}{2\Delta z^2}} e^{-\frac{p^2}{2\Delta p^2}}}{\sqrt{2\pi \Delta z \Delta p}}, \]  

(14.11)

where \( W_{\alpha_1 \alpha_2}(z,p) \) are the one-dimensional analogous of \( W_{\alpha_1 \alpha_2}(r,p) \) defined in Eq. (5.19).

Primary goal of our simulated experiments is to investigate the non-local character of the Lindblad-like scattering superoperator in (11.53), and to compare it with other scattering models. The simplest parameter-free form of the scattering term entering our density-matrix equation (5.10) is given by the following RTA model: \[ \frac{d\rho_{\alpha_1 \alpha_2}}{dt} \bigg|_{\text{scat}} = -\frac{\Gamma_{\alpha_1} + \Gamma_{\alpha_2}}{2} \left( \rho_{\alpha_1 \alpha_2} - \rho_{\alpha_1 \alpha_2}^\circ \right). \]  

(14.12)

Here \( \rho_{\alpha_1 \alpha_2}^\circ = f_{\alpha_1}^\circ \delta_{\alpha_1 \alpha_2} \) is the equilibrium density matrix dictated by the host material, and

\[ \Gamma_\alpha = \sum_s \sum_{\alpha'} P_{\alpha' \alpha}^s \]  

(14.13)

is the total scattering rate (i.e., summed over all final states \( \alpha' \) and relevant interaction mechanisms \( s \)) corresponding to the microscopic transition probabilities \( P_{\alpha' \alpha}^s \) of the semiclassical transport theory given by the standard Fermi’s golden rule. [112] Within such relaxation-time paradigm, the

---

1We stress that the (mixed-state) density matrix in (14.11) is not always physical; indeed, it is possible to show that the uncertainty principle imposes the following restriction: \( \Delta z \geq \frac{\hbar}{2\Delta p} \). Recalling that \( \Delta p = \sqrt{m^* k_B T} \), it follows that at room temperature and for the GaN parameters previously recalled, one gets: \( \Delta z \geq \frac{\hbar}{2\sqrt{m^* k_B T}} \simeq 2 \text{ nm} \).
diagonal contributions ($\alpha_1 = \alpha_2$) describe population transfer (and thus energy dissipation) toward the equilibrium carrier distribution $f_{\alpha_1}$ according to the relaxation rate $\Gamma_{\alpha_1}$, whereas the off-diagonal contributions ($\alpha_1 \neq \alpha_2$) describe a decay of the inter-state polarizations according to the decoherence rate $(\Gamma_{\alpha_1} + \Gamma_{\alpha_2})/2$.

In spite of its simple form and straightforward physical interpretation, the structure of the relaxation-time term (14.12) is intrinsically different from the in- minus out-structure of the Boltzmann collision term as well as of the Lindblad superoperator in (11.53), and for this reason it may lead to a significant overestimation of decoherence processes (see below).

14.2 Scattering nonlocality in homogeneous GaN systems

Our first set of room-temperature simulated experiments corresponds to an effective (one-dimensional) homogeneous GaN system (i.e., no confinement potential profile along the $z$ direction).

Let us start our analysis by investigating the carrier-LO phonon scattering nonlocality induced by the Lindblad superoperator in (11.53). Figure 14.1 shows the scattering-induced time derivative of the spatial carrier density (see Eq. (14.7)) as a function of the relative coordinate $z/\Delta_z$ for three different values of the localization parameter $\Delta_z$. As we can see, in the presence of an initial nanometric confinement (solid and dashed curves) the phonon-induced time variation is significantly different from zero; the latter displays a negative peak —corresponding to a sort of replica of the initial distribution— and, more importantly, a positive contribution extending over a much larger range. This is exactly the signature of scattering-induced spatial nonlocality we were looking for. By significantly increasing the value of $\Delta_z$ (dash-dotted curve), the magnitude and relative spatial extension of such nonlocality effects is strongly reduced, thus confirming that in the semiclassical limit $\Delta_z \rightarrow \infty$ the scattering-induced time variation tends to zero, as predicted by the conventional Boltzmann theory (see Sec. 1.3).

In order to better understand the physical origin and relative magnitude of the positive versus negative regions in Fig. 14.1, let us examine separately the impact of in- and out-scattering terms (see Eq. (14.7)). Figure 14.2
Figure 14.1. Room-temperature carrier-LO phonon scattering nonlocality induced by the Lindblad superoperator in Eq. (11.53) in a homogeneous GaN system: scattering-induced time derivative of the spatial carrier density (see Eq. (14.7)) as a function of the relative coordinate $z/\Delta z$ for three different values of the localization parameter: $\Delta z = 5$ nm (solid curve), $\Delta z = 10$ nm (dashed curve), and $\Delta z = 50$ nm (dash-dotted curve), together with the initial spatial density profile in Eq. (14.9) (thin solid curve) (see text).

shows in- (panel a) and out-scattering contributions (panel b) corresponding to the time derivatives of the spatial carrier density (see Eq. (14.7)) reported in Fig. 14.1. As we can see, in the presence of an initial nanometric confinement (solid and dashed curves) the in-scattering contribution (panel a) is significantly larger than the initial distribution profile (see thin solid curve in Fig. 14.1) while, in contrast, the out-scattering contribution (panel b) comes out to be more localized. It is exactly such different spatial extension of in- and out-scattering contributions that gives rise to the density-variation profiles in Fig. 14.1; in particular, the significant delocalization of the in-scattering contribution (compared to the out-scattering
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**Figure 14.2.** Room-temperature carrier-LO phonon scattering nonlocality induced by the Lindblad superoperator in Eq. (11.53) in a homogeneous GaN system: in- (panel a) and out-scattering contributions (panel b) corresponding to the time derivatives of the spatial carrier density (see Eq. (14.7)) reported in Fig. 14.1 (see text).

one) is responsible (i) of the negative central peak, and (ii) of the two positive external regions.\(^2\) By significantly increasing the value of \(\Delta_z\) (dash-dotted curves), in- and out-scattering contributions tend to coincide, which implies that their difference tends to vanish, in total agreement with the corresponding result in Fig. 14.1 (dash-dotted curve). This clearly shows that the local character of the Boltzmann theory (see Eq. (1.17)) originates from an exact cancellation between in- and out-scattering contributions, which takes place in the semiclassical limit (i.e., \(\Delta_z \to \infty\)) only.

Based on the numerical results presented so far, it is easy to conclude that the impact of scattering nonlocality is intimately related to the different

\(^2\)It is worth stressing that, in view of the trace-preserving character of the Lindblad superoperator (11.43), the total carrier density (i.e., integrated over the spatial coordinate \(z\)) is preserved; this implies that the positive and negative regions in Fig. 14.1 should cancel each other out.
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spatial extension of in- and out-scattering contributions. In order to better quantify the phenomenon under examination, it is useful to introduce the effective nonlocality parameter

$$\eta^{\text{in/out}} = \frac{1}{\Delta z} \sqrt{\frac{\int z^2 \left| F^{\text{in/out}}(z) \right| \, dz}{\int \left| F^{\text{in/out}}(z) \right| \, dz}}. \tag{14.14}$$

According to its definition, this dimensionless parameter can be regarded as the standard deviation of the spatial density variation $F^{\text{in/out}}(z)$ (see Eq. (14.7)) in units of $\Delta z$. It follows that when the shape of the density variation $F^{\text{in/out}}(z)$ tends to the initial Gaussian profile (see dash-dotted curves in Fig. 14.2), the nonlocality parameter $\eta^{\text{in/out}}$ in (14.14) tends to one; moreover, for charge variations wider than the initial distribution (see solid and dashed curves in Fig. 14.2a) the nonlocality parameter is expected to be greater than one, while for charge variations sharper than the initial distribution (see solid and dashed curves in Fig. 14.2b) the latter is expected to be smaller than one.

![Figure 14.3](image-url)  

**Figure 14.3.** Nonlocality parameter in Eq. (14.14) as a function of $\Delta z$ for both in- and out-scattering contributions. Here, the 5 nm, 10 nm, and 50 nm values (see symbols) correspond to the in- and out-scattering profiles of Fig. 14.2 (see text).
This scenario is fully confirmed by the numerical results reported in Fig. 14.3, where the nonlocality parameter in (14.14) is plotted as a function of $\Delta z$ for both in- and out-scattering contributions (here, the two curves have been obtained repeating our numerical calculation for a large set of $\Delta z$ values). As we can see, in the presence of a strong spatial confinement ($\Delta z = 5\,\text{nm}$) (see solid curves in Fig. 14.2) the nonlocality parameter of the in-scattering term is definitely greater than one, while for the out-scattering term the latter is significantly smaller than one. By increasing the value of $\Delta z$, the difference between in- and out-parameters is progressively reduced, and for $\Delta z = 50\,\text{nm}$ (see dash-dotted curves in Fig. 14.2) their value is already very close to unity.

The homogeneous-GaN simulated experiments presented so far allows one to draw two basic conclusions: (i) in the presence of a nanometric spatial confinement one deals with a significant carrier-phonon scattering nonlocality (see solid curve in Fig. 14.1); (ii) opposite to other simplified scattering models (see below), the Lindblad superoperator of Eq. (11.43) is able to properly reproduce the semiclassical-limit behavior (see dash-dotted curve in Fig. 14.1), thus recovering the local character of the Boltzmann collision term.

At this point it is crucial to compare the action of the Lindblad scattering superoperator (11.53) (see Fig. 14.1) with that of simplified dissipation models, and in particular with the conventional relaxation-time approximation. Figure 14.4 shows the scattering-induced time derivative of the spatial carrier density corresponding to the relaxation-time model in (14.12) as a function of the relative coordinate $z/\Delta z$ for the same three values of the localization parameter $\Delta z$ considered in Fig. 14.1. As we can see, also for the case of the relaxation-time model one deals with significant nonlocality effects. However, comparing Fig. 14.4 with Fig. 14.1, it is easy to recognize strong differences between the Lindblad treatment and the relaxation-time approximation: opposite to the Lindblad-superoperator results of Fig. 14.1, here the shape and amplitude of the charge-density variation is not strongly influenced by the value of $\Delta z$; more importantly, while in Fig. 14.1 the positive regions are spatially localized (i.e., they display a maximum and then vanish at large distances), here the charge variation tends to a constant and $\Delta z$-independent value. This constitutes an unambiguous proof of the intrinsic limitations of the relaxation-time approximation; indeed, opposite to the Lindblad-superoperator treatment, the latter (i) comes out to be
totally non-local (as confirmed by its nearly constant values at large coordinate values),\(^3\) and (ii) in the semiclassical limit (\(\Delta_z \to \infty\)) it is intrinsically unable to reproduce the local character of the Boltzmann collision term. As we shall see, the totally non-local character of the relaxation-time model may give rise to a strong overestimation of the scattering-induced quantum diffusion (see Figs. 15.2 and 15.3 in the next chapter).

\(^3\)Indeed, for the relaxation-time model in (14.12) it is not possible to introduce a nonlocality parameter (see Eq. (14.14)), since the spatial standard deviation of the charge-density variation in Fig. 14.4 is always infinite.
Chapter 15

Dissipation-induced quantum diffusion

15.1 Quantum diffusion in homogeneous GaN systems

So far our focus has been devoted to the investigation of the spatial nonlocality induced by carrier-LO phonon coupling; a somehow similar analysis has been made in [23] for acoustic phonons in GaAs. However, in order to establish how such scattering-induced charge redistribution will affect the overall diffusion process, it is imperative to perform a time-dependent analysis including single-particle as well as scattering dynamics as in Eq. (14.2). Figure 15.1 displays the sub-picosecond time evolution of the spatial carrier density corresponding to the initial mixed state in (14.11) with $\Delta z = 10$ nm, obtained in the absence of carrier-phonon coupling (upper panel), via the Lindblad scattering superoperator in (11.53) (central panel), and via the relaxation-time model in (14.12) (lower panel). As we can see, compared to the scattering-free case (upper panel), both Lindblad and relaxation-time treatments give rise to a speedup of the diffusion process, and the effect is more pronounced in the relaxation-time case (lower panel).

Such ultrafast diffusion dynamics is the result of a highly non-trivial interplay between single-particle and scattering contributions; indeed, it is well known that also in the presence of a spatially local (i.e., Boltzmann) scattering model (for which the contribution in (14.7) is always equal to...
any scattering-induced carrier redistribution tends to speedup the diffusion process. [21] In order to better evaluate the genuine diffusion contribution due to scattering nonlocality, it is then crucial to start our simulated experiments from a thermalized carrier distribution; this has been realized adopting the initial state in (14.11); indeed, for a parabolic-band homogeneous system (as the one considered here) in the absence of scattering nonlocality, the time evolution of the spatial carrier density is described by

\[ \Delta_z = 10 \text{ nm} \]
the following (time-dependent) Gaussian distribution (see upper panel in Fig. 15.1)

\[ n(z, t) \propto e^{-\frac{z^2}{2\Delta_z(t)}} \sqrt{\frac{2}{\pi \Delta_z(t)}} \]  

(15.1)

with

\[ \Delta_z(t) = \Delta_z \sqrt{1 + \frac{t^2}{\tau_d^2}}, \]  

(15.2)

where

\[ \tau_d = \frac{m^* \Delta_z}{\Delta p} \]  

(15.3)

describes the typical time scale of the scattering-free diffusion process (for the case of Fig. 15.1 this is about 70 fs).

The physical origin and relative magnitude of the diffusion speedup reported in Fig. 15.1 can be easily understood in terms of the scattering-induced nonlocality previously investigated. Indeed, for both the Lindblad (Fig. 14.1) and the relaxation-time model (Fig. 14.4), carrier-phonon scattering induces a progressive charge transfer from the initial peak toward outer regions, which results in an overall spatial broadening. As already pointed out, the impact of such scattering-induced diffusion is expected to be particularly pronounced in the case of the relaxation-time model, since the latter is totally non-local (see Fig. 14.4). Such highly non physical behavior gives rise to an increased dissipation and decoherence dynamics, which in turn results in the significant overestimation of the diffusion process reported in the lower panel of Fig. 15.1.

To quantify the amount of extra diffusion reported in Fig. 15.1, let us introduce the effective carrier distribution width

\[ \lambda = \sqrt{\frac{\int z^2 n(z) \, dz}{\int n(z) \, dz}}. \]  

(15.4)

Figure 15.2 shows the time evolution of the above effective distribution width \( \lambda \). Here, the local-scattering result \( \lambda = \Delta_z(t) \) (solid curve) is compared to the corresponding results obtained adopting as scattering models the Lindblad superoperator (11.53) (dashed curve) as well as the relaxation-time model (14.12) (dash-dotted curve). As expected, the relaxation-time
model gives rise to a strong overestimation of the diffusion process (see dash-dotted curve) compared to the Lindblad-superoperator treatment (dashed curve).

As anticipated, the relaxation-time model in (14.12) does not exhibit the well established in- minus out-scattering structure of the Boltzmann collision term as well as of the Lindblad superoperator in (11.53); it follows that within such simplified model the decay of the inter-state phase coherence (also referred to as inter-state polarization) is not dictated by a balance between in- and out-contributions, but is determined by out-scattering contributions only, leading to an overestimation of electronic decoherence. In order to elucidate this crucial point, let us start by analyzing the explicit form of Eq. (5.10) for the case of the relaxation-time model in (14.12). By denoting with

$$\rho_{\alpha_1\alpha_2}^i(t) = \rho_{\alpha_1\alpha_2}(t)e^{-\frac{(\epsilon_{\alpha_1} - \epsilon_{\alpha_2})t}{\hbar}}$$  \hspace{1cm} (15.5)

the single-particle density matrix written in the interaction picture (see Eq.
(2.10)), the time evolution of its non-diagonal ($\alpha_1 \neq \alpha_2$) elements is given by

$$
\frac{d\rho^i_{\alpha_1 \alpha_2}}{dt} = -\frac{\Gamma_{\alpha_1} + \Gamma_{\alpha_2}}{2} \rho^i_{\alpha_1 \alpha_2},
$$

(15.6)

which shows that, in addition to the free rotation in (15.5), the inter-state polarization decays according to the decoherence rate $(\Gamma_{\alpha_1} + \Gamma_{\alpha_2})/2$. In contrast, by inserting into Eq. (5.10) the explicit form of the Lindblad superoperator (11.53), it is easy to get

$$
\frac{d\rho^i_{\alpha_1 \alpha_2}}{dt} = (\mathcal{L}_{\alpha_1 \alpha_2, \alpha_1 \alpha_2} + \mathcal{L}_{\alpha_2 \alpha_1, \alpha_2 \alpha_1}) \rho^i_{\alpha_1 \alpha_2}
$$

$$
+ \sum_{\alpha_1' \alpha_2' \neq \alpha_1 \alpha_2} \left( e^{\frac{(\epsilon_{\alpha_1'} - \epsilon_{\alpha_2'}) - (\epsilon_{\alpha_1} + \epsilon_{\alpha_2})}{\hbar}} \mathcal{L}_{\alpha_1 \alpha_2, \alpha_1' \alpha_2'} \rho^i_{\alpha_1' \alpha_2'} + \text{H.c.} \right)
$$

(15.7)

with

$$
\mathcal{L}_{\alpha_1 \alpha_2, \alpha_1' \alpha_2'} = \frac{1}{2} \sum_s \left( \mathcal{P}^s_{\alpha_1 \alpha_2, \alpha_1' \alpha_2'} - \delta_{\alpha_2 \alpha_2'} \sum_{\alpha'} \mathcal{P}^{s*}_{\alpha' \alpha_1', \alpha_1' \alpha_1} \right).
$$

(15.8)

In the presence of strongly nonelastic interaction processes, the overall impact of the second term in (15.7) is strongly reduced thanks to the fast temporal oscillations of the various free-rotation phase factors; moreover, taking into account that in such nonelastic-interaction limit $\mathcal{P}^s_{\alpha \alpha', \alpha \alpha'} \to 0$,

one gets

$$
\mathcal{L}_{\alpha \alpha', \alpha \alpha'} \to -\frac{\Gamma_{\alpha}}{2}
$$

(15.9)

which implies that in this limit the Lindblad-model equation in (15.7) reduces to the relaxation-time one in (15.6). In contrast, in the presence of quasielastic processes one deals with a significant cancellation between in- and out-scattering contributions, not accounted for by the relaxation-time equation (15.6). It is worth stressing that such intrinsic limitation of relaxation-time models has been already recognized in the analysis of ultrafast phenomena in photoexcited semiconductors [56], showing that the latter becomes particularly severe for the case of quasielastic processes. [113]

To confirm this physical interpretation, we have repeated the simulated experiments presented so far artificially reducing the GaN LO-phonon energy by a factor 4 (from 80 to 20 meV), such to mimic the quasielastic-process limit. The time evolution of the effective distribution width $\lambda$ corresponding to these new simulations is reported in Fig. 15.3. As expected,
compared to the results reported in Fig. 15.2, the decoherence overestimation produced by the relaxation-time model (dash-dotted curve) is still increased, while the diffusion speedup induced by the Lindblad superoperator (dashed curve) is strongly reduced. Indeed, in spite of the fact that the LO-phonon energy is still significantly different from zero, the effect of phonon scattering is already negligible. This is a clear indication that in the presence of genuine quasi elastic processes like, e.g., carrier-acoustic phonons or carrier-carrier scattering (i) the relaxation-time model is definitely inadequate, and (ii) quantum diffusion due to scattering nonlocality is expected to play a minor role.

**15.2 Scattering-induced suppression of the coherent oscillations in superlattices**

As a final set of simulated experiments aimed at showing the power and flexibility of the proposed density-matrix approach, we have extended the homogeneous-system analysis presented so far to the case of a periodic nanostructure. Figure 15.4 displays the sub-picosecond time evolution of
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Figure 15.4. Room-temperature quantum-diffusion dynamics in a GaN-based superlattice (lower panel) (band offset of 0.3 eV and well and barrier widths of 4.5 and 1 nm) obtained in the absence of carrier-phonon coupling (upper panel) and via the Lindblad scattering superoperator in Eq. (11.53) (central panel): sub-picosecond time evolution of the spatial carrier density corresponding to the initial mixed state in Eq. (14.11) with $\Delta z = 2$ nm (see text).

the spatial carrier density in a GaN-based superlattice (see lower panel) corresponding to the initial mixed state in (14.11) with $\Delta z = 2$ nm, obtained in the scattering-free case (upper panel) and employing the Lindblad scattering superoperator in (11.53) (central panel). Compared to the corresponding homogeneous-system results of Fig. 15.1, here the superlattice structure (see lower panel) gives rise to a non-trivial interplay between the
spatial quantum confinement dictated by the nanostructure potential profile and the scattering-induced diffusion, resulting in a superlattice-induced modulation of the density profile.

Figure 15.5. Time evolution of the carrier population in the central well of the superlattice (panel a) as well as in the two adjacent wells (panel b) corresponding to the scattering-free simulation (solid curves (upper panel in Fig. 15.4)) and to the Lindblad-scattering simulation (dashed curves (central panel in Fig. 15.4)) (see text).

In the absence of carrier-phonon scattering (upper panel) one deals with coherent charge oscillations originating from the diffusion dynamics of the initial packet through the superlattice structure. In particular, it is easy to recognize the typical signature of inter-well coherent tunneling, a peculiar phenomenon in coupled quantum-well structures. [100] To better elucidate this crucial feature, in Fig. 15.5 we have reported the time evolution of the carrier population in the central well of the superlattice (panel a) as well as in the two adjacent wells (panel b). As we can see, in the scattering-free case (solid curves corresponding to the upper-panel result of Fig. 15.4) one deals with a significant charge transfer from the central well toward the adjacent ones and vice versa, the so-called coherent-tunneling dynamics. However, compared to simple two-well systems, here the situation is by far more complicated: once a fraction of the central-well charge has reached the
adjacent wells, part of it will be transferred back to the central well, but also to the external nearest-neighbor ones; this process will progressively extend to an increasing number of wells, giving rise to the quantum-mechanical diffusion process displayed in the upper panel of Fig. 15.4.

In the presence of carrier-LO phonon scattering (see central panel in Fig. 15.4 and dashed-curves in Fig. 15.5), the fully coherent dynamics just described is strongly suppressed; indeed, the significant temporal oscillations in Fig. 15.5 are strongly reduced, giving rise at long times to a classical-like diffusion scenario typical of a so-called incoherent-tunneling dynamics. [100]

![Figure 15.6. Effective spatial-distribution width $\lambda$ in Eq. (15.4) as a function of time. Here, the local-scattering homogeneous result in Eq. (15.1) (thin solid curve) is compared to the scattering-free superlattice result (solid curve corresponding to the upper-panel result of Fig. 15.4) as well as to the Lindblad-scattering superlattice result (dashed curve corresponding to the central-panel result of Fig. 15.4) (see text).](image)

Finally, it is important to point out that in the presence of energy dissipation the interplay between single-particle phase coherence (dictated by the superlattice potential profile) and phonon-induced decoherence (dictated by the Lindblad scattering superoperator) is highly non-trivial. This is clearly shown in Fig. 15.6, where we report the effective spatial-distribution
width $\lambda$ in (15.4) corresponding to the two simulated experiments of Fig. 15.4 as well as to the scattering-free homogeneous result of Fig. 15.1.

As we can see, at short times (less than 100 fs) the scattering-free diffusion dynamics within the superlattice structure (solid curve) does not differ significantly from the corresponding homogeneous result (thin solid curve). In contrast, the presence of carrier-LO phonon scattering (dashed curve) gives rise to a significant diffusion speedup (compared to the scattering-free result (solid curve)); at longer times the non-local action of the scattering superoperator vanishes, and at the end of the simulation the spatial broadening induced by the Lindblad superoperator comes out to be similar to the scattering-free one. Such non-trivial behavior can be explained as follows: at short times the strong spatial localization of the initial distribution induces a significant diffusion speedup due to carrier-phonon nonlocality effects; at longer times such scattering-induced nonlocality is strongly reduced, and, at the same time, energy dissipation tends to destroy inter-state phase coherence, thus limiting the diffusion process compared to the scattering-free case.

Generally speaking, we finally stress that the ability of investigating such space dependent phenomena originating from the complex interplay between single-particle quantum coherence and phonon-induced energy dissipation versus decoherence —definitely not possible via Boltzmann-like Monte Carlo simulation schemes— constitutes a distinguished feature of the proposed quantum mechanical treatment.
Chapter 16

Summary and Conclusion

In Chaps. (11) and (12), following the already published papers [78, 114] and exploiting the Lindblad scattering superoperator coming from the alternative Markov limit recalled in Chap. 3, we have applied in cascade the electronic reduction and the mean-field approximation to the many-body dynamics, obtaining in this way a closed equation of motion for the electronic single-particle density matrix, in the presence of carrier-phonon as well as carrier-carrier scattering mechanisms. While in the low-density limit the equation exhibits a Lindblad form —like for the many-electron density matrix— at finite carrier concentrations the resulting time evolution for the single-particle density matrix turns out to be non-linear and non-Lindblad.

We have proven (see Eq. (12.11)) that, despite the lack of a Lindblad form, the mean-field approximation does preserve the positive-definite character of the single-particle density matrix, an essential prerequisite of any reliable and robust kinetic treatment of semiconductor quantum devices. This result is in striking contrast with the case of mean-field approximation applied to conventional (non-Lindblad) Markov approaches (see Eq. (11.18)), where the corresponding single-particle equations may lead to positivity violations and thus to unphysical results.

The proposed single-particle formulation has then been extended to the case of quantum systems with spatial open boundaries; such microscopic treatment can be regarded as a formal derivation of a recently proposed density-matrix treatment [77] based on a Lindblad-like system-reservoir scattering superoperator.
In Chaps. (13), (14) and (15), we have provided, following the published papers [23,115–117], a rigorous treatment of scattering-induced spatial non-locality in homogeneous as well as in nanostructured materials.

On the one end, starting from the conventional density-matrix formalism and employing as ideal instrument for the study of the semiclassical limit the well-known Wigner-function picture, we have performed a fully quantum-mechanical derivation of the space-dependent Boltzmann collision term.

On the other end, we have analyzed the validity limits of such semi-classical approximation scheme, pointing out, in particular, regimes where scattering-nonlocality effects may play a relevant role; to this end we have supplemented our analytical investigation with a relevant set of simulated experiments (already published in [116]).

Our numerical investigation of ultrafast space-dependent phenomena in homogeneous GaN systems allows one to draw the following conclusions.

In the presence of carrier localization on the nanometric space scale (see Fig. 14.1) within the proposed Lindblad treatment one deals with significant phonon-induced nonlocality effects; our analysis has shown that such non-local character is the result of a different spatial localization of in- and out-scattering contributions (see Figs. 14.2 and 14.3); these nonlocality effects will progressively vanish as the carrier delocalization increases, thus recovering, as expected, the local character of the Boltzmann collision term.

A detailed comparison of the proposed Lindblad scattering model (see Fig. 14.1) with the conventional relaxation-time approximation (see Fig. 14.4), has shown that the latter (i) leads to a significant overestimation of phonon-induced decoherence as well as scattering nonlocality, and (ii) is intrinsically unable to reproduce the local character of the Boltzmann collision term.

Thanks to our time-dependent simulations, we have shown that in homogeneous GaN systems one deals with a relevant competition between free-particle diffusion and phonon-induced non-local effects, giving rise to a global diffusion speedup (see Fig. 15.1); once again, a comparison between the proposed Lindblad treatment and the relaxation-time model has clearly shown that the latter leads to a significant overestimation of such diffusion speedup (see Fig. 15.2), and that this limitation is particularly severe for the case of quasielastic dissipation processes (see Fig. 15.3).

Moving from homogeneous systems to periodically modulated nanostructures, the interpretation of the diffusion process in the presence of phonon-induced dissipation is by far more complicated. Indeed, compared
to the homogeneous-system results (see Fig. 15.1), the presence of the superlattice structure (see Figs. 15.4 and 15.5) gives rise to a non-trivial interplay between the spatial quantum confinement dictated by the nanostucture potential profile and the scattering-induced diffusion, resulting in a superlattice-induced modulation of the density profile.

Let us finally stress that in the presence of particularly strong interaction mechanisms as well as of extremely short electromagnetic excitations, the application of the Markov limit becomes questionable; [56, 96] however, for a wide range of nanodevices and operation conditions the proposed Markov treatment is expected to well reproduce the sub-picosecond dynamics induced by a large variety of single-particle scattering mechanisms.
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