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Abstract—This paper addresses the synthesis of equivalent circuits from black box state-space macromodels, as produced by model order reduction or rational curve fitting schemes. The emphasis is here thermal noise compliance, intended as the guarantee that the produced netlists can be safely used in standard solvers of the SPICE class to perform thermal noise analysis, in addition to usual DC, AC, and transient simulations. Due to the fact that Signal to Noise (S/N) ratio is a key figure of merit in nearly all signal processing analog circuits, noise analysis is mandatory in design and verification of most analog and RF/mm-wave electronic applications. However, common macromodel synthesis approaches rely on components that do not (and cannot) have an associated thermal noise model, such as controlled sources or negative circuit elements. Therefore, macromodel-based noise analyses are generally not possible with currently available approaches. We propose a circuit realization derived from the classical resistance extraction synthesis, with suitable modifications for enhancing macromodel sparsity and efficiency. The resulting equivalent netlist, which is compatible with any standard circuit solver, is shown to produce exact noise characteristics, even if its elements are derived through a mathematical procedure, totally unrelated to the actual topology of the physical system under modeling. The procedure is validated by several examples.
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I. INTRODUCTION

Reduced-order behavioral macromodels are nowadays a common tool in electronic design and verification flows. In general terms, a macromodel aims at describing a complex system based on its input-output behavior, through a simplified description of the dominant dynamics that can be observed from its external interface ports. Reduced-order macromodels of various components in a system enable much faster system level numerical simulations with respect to detailed descriptions based on first principle or partial differential equation models, thus enabling automated design, verification, and optimization flows. The application fields where macromodeling has been and is successfully adopted range from signal and power integrity in electronics, power distribution systems, thermal analysis, till mechanical, naval, and aerospace structural modeling, to name a few [11–4].

Based on the native characterization through which the behavior of the system or component under analysis is known, two main different macromodeling strategies can be defined. The first approach, usually denoted as Model Order Reduction (MOR), derives a macromodel starting from an existing detailed large-scale model through a projection or approximation process [1], [2]. The starting large-scale model is often available from the spatial discretization of field equations in integral form (e.g., Partial Element Equivalent Circuit, PEEC) or differential form (e.g., via Finite Elements or Finite Differences). The second approach applies instead system identification or curve fitting techniques [5]–[8] to sampled system responses, in order to construct a behavioral model whose dynamics are able to reproduce the same outputs. The raw characterization is usually available in the frequency or time domain as a result of direct measurements or full-wave simulations. When applied to linear systems, both these approaches lead to macromodels that can be cast in a state-space form [9], [10]. This will be the starting point in this paper. Once a state-space macromodel is available, it is necessary to cast it in a form that is suitable for system-level analysis. Very often, the designers that need to use the model are forced to adopt specific circuit solvers, typically of the SPICE class. It is therefore convenient to translate the macromodel equations into an equivalent circuit based on standard elementary components, so that it can be parsed and solved by a general purpose circuit solver. This conversion is typically denoted as macromodel synthesis. A few advanced commercial solvers allow a direct inclusion of state-space matrices in the definition of a multiport component, making macromodel synthesis unnecessary. However, this feature is not available in all solvers, and certainly not in freeware or legacy SPICE engines.

Many different types of synthesis and circuit solver interfaces have been proposed in the past. Most of these are targeted to fast transient analysis, leading to various alternative techniques with a varying degree of complexity and numerical efficiency. Among these, most common solutions include: direct translation of the state-space equations via interconnected dependent sources [4], pole/zero or pole/residue forms [11], and direct admittance stamping [12]–[14], which however may lead to negative components that may be rejected by some solvers. All above approaches may be acceptable to setup a transient circuit analysis. However, they generally fail in thermal noise analysis, which is the main subject of this paper.

With electrical noise analysis, we consider the evaluation of the spectral components of the thermal noise generated by the lossy elements in the system operating at a given
temperature [15]. Thermal fluctuations induce in fact electrical noise that is observed at the system interface ports, and that for many applications is very important to be accounted for the computation of overall noise budget. Examples are all kind of analog and RF small-signal processing applications implemented in System on Chip or System in Package typically found in mobile platforms, such as smartphones and tablets.

The basic mechanism for noise generation is modeled and implemented in practically all modern circuit solvers, in form of equivalent noise sources associated to each elementary resistor [15], [16]. Unfortunately, when a behavioral macromodel is synthesized as an equivalent circuit, the resulting circuit elements are not at all related to the actual physics and topology of the underlying system. They are mere circuit representations of mathematical equations. As a result, a thermal noise analysis of a synthesized behavioral macromodel using a standard circuit solver loses significance and generally leads to wrong results: the equivalent circuit is simply used outside its scope of validity. The main purpose of this work is in fact to provide a non-intrusive bridge between the macromodel and the solver, so that with no modifications to the solver engine, the solver will be able to extract correct noise information.

We define as noise-compliant synthesis a process that generates an equivalent circuit that, once processed by a thermal noise analysis in a standard circuit solver, will produce noise spectra that are consistent with the physical device under modeling. To the best of the Authors’ knowledge, there is at present no commercial tool that is able to conduct a correct thermal noise analysis when a behavioral (state-space) macromodel is embedded in the simulation deck. We show however that there are several possibilities to achieve this goal. In particular, any circuit realization that uses only positive resistors, inductors, capacitors, and ideal transformers leads to a noise-compliant macromodel. We therefore see that any of the classical synthesis methods [17] such as Youla’s reactance extraction [18] or Darlington and Belevitch synthesis [19], [20] will do, although these approaches have never been applied for behavioral macromodel synthesis. Two exceptions are [21], where a first attempt based on reactance extraction was documented, and [22], which provides an alternative approach based on classical spectral factorization. These earlier methods do not specifically address the sparsity and the efficiency of the resulting circuit when solved numerically. In fact, classical synthesis approaches were developed several decades ago to physically realize circuits, at that time of moderate complexity. However, the sparsity and the numerical efficiency of large-size macromodels with possibly thousands of states, as required by the complexity of modern components and systems, is very important and should be considered as a prerequisite for an effective macromodeling flow.

The main contribution of this work is a noise-compliant synthesis process that builds on Darlington’s and Belevitch’s idea of resistance extraction [12], [17], [20], and differently from [21], produces a sparse equivalent circuit whose complexity scales only linearly with the number of macromodel states \( n \). As a result, the macromodel netlist can be seamlessly used in any type of circuit analysis such as AC, DC, TRAN (Transient), PSS (Periodic Steady State), HB (Harmonic Balance), and for all kinds of noise analysis with high efficiency. Moreover, differently from [22], the proposed method produces a netlist of basic circuit elements, that is compatible with any circuit solver. The excellent scalability of proposed synthesis is demonstrated on selected test cases from real designs.

II. BACKGROUND AND NOTATION

We consider a \( p \)-port macromodel with an immittance (impedance or admittance) or scattering transfer matrix \( H(s) \) defined by a state-space realization

\[
H(s) = D + C(sI - A)^{-1}B \leftrightarrow \begin{bmatrix} A & B \\ C & D \end{bmatrix},
\]

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times p} \), \( s \) is the Laplace variable The realization is assumed to be minimal, i.e., both controllable and observable. Furthermore, the macromodel is stable, so that the eigenvalues of \( A \) have either negative real part or are purely imaginary with unit multiplicity. Several minimal realizations can be associated to the same macromodel through a similarity transformation

\[
H(s) \leftrightarrow \begin{bmatrix} A & B \\ C & D \end{bmatrix} \leftrightarrow \begin{bmatrix} TAT^{-1} & TB \\ CT^{-1} & D \end{bmatrix}
\]

defined by any nonsingular matrix \( T \in \mathbb{R}^{n \times n} \). The macromodels considered in this work are passive and reciprocal. We review the corresponding definitions and conditions below [17], [23]–[25]. Passivity is achieved either by construction using one of the passivity-preserving MOR approaches [4], [26], or by direct enforcement [27]–[35].

A. Passivity

According to the input-output representation of the macromodel, we define

\[
\Theta(s) = \begin{cases} \frac{1}{2}(H(s) + H(s)^*) & \text{immittance} \\ I - H(s)H(s)^* & \text{scattering} \end{cases}
\]

where \( H(s)^* \) denotes conjugate (hermitian) transpose (we will denote transposition with \( ^T \) and conjugation with \( ^* \)). The macromodel is passive if its transfer matrix \( H(s) \) is positive real (immittance) or bounded real (scattering), i.e., when the following three conditions hold

1) \( H(s^*) = H^*(s) \);
2) \( H(s) \) has no singularities for \( \text{Re} \{s\} > 0 \);
3) \( \Theta(s) \geq 0 \) for \( \text{Re} \{s\} > 0 \).

If these conditions hold and, in addition, \( \Theta(j\omega) = 0 \) for each \( \omega \in \mathbb{R} \) such that \( j\omega \) is not a pole of \( H(s) \), then the system is lossless. Note that for scattering systems, condition 3 implies that \( H(s) \) is regular on the imaginary axis \( s = j\omega \).

Equivalent conditions that characterize passive state-space systems are provided by the Positive Real Lemma (PRL)

\[
\exists P = P^T > 0 : \quad \mathcal{P}(P) \leq 0
\]

where

\[
\mathcal{P}(P) = \begin{bmatrix} A^TP + PA & PB - C^T \\ B^TP - C & -(D + D'^T) \end{bmatrix}
\]
Lemma (BRL)

\[ \exists \mathbf{P} = \mathbf{P}^T > 0 : \quad B(\mathbf{P}) \leq 0 \quad (6) \]

where

\[ B(\mathbf{P}) = \begin{bmatrix} A^T \mathbf{P} + \mathbf{P} A + \mathbf{C}^T \mathbf{C} & \mathbf{P} \mathbf{B} + \mathbf{C}^T \mathbf{D} \\ \mathbf{B}^T \mathbf{P} + \mathbf{D}^T \mathbf{C} & - (\mathbf{I} - \mathbf{D}^T \mathbf{D}) \end{bmatrix} \quad (7) \]

valid for scattering systems. Further, if the block matrices \( \mathcal{P}(\mathbf{P}) = 0 \) or \( B(\mathbf{P}) = 0 \) in (5) and (7) for some symmetric and positive definite matrix \( \mathbf{P} \), then the state-space realization defines a lossless system.

In case the inequalities (4) and (6) are satisfied by \( \mathbf{P} = \mathbf{I} \), then the state-space realization is called internally passive. An internally passive realization \{\( \mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D} \)\} can be obtained by any passive realization (1) by applying a similarity transformation (2) defined by any matrix \( \mathbf{T} \) such that \( \mathbf{P} = \mathbf{T}^T \mathbf{T} \).

Note that, even if some of the original state-space matrices are sparse, the resulting internally passive state matrices produced by this transformation are in general full. The computation of \( \mathbf{P} \) can be performed by solving some associated Algebraic Riccati Equations [36] by one of the several available techniques [37]–[42].

B. Reciprocity

An immittance or scattering transfer matrix \( \mathbf{H}(s) \) describes a reciprocal system if it is symmetric, \( \mathbf{H}(s) = \mathbf{H}(s)^T \). Applying this symmetry constraint to the state-space realization (1), we can easily obtain the following characterization of reciprocal state-space macromodels

\[ \exists \mathbf{T} = \mathbf{T}^T : \quad \mathbf{A} = \mathbf{T}^T \mathbf{A} \mathbf{T}, \quad \mathbf{B} = \mathbf{T}^T \mathbf{C} \mathbf{T}, \quad (8) \]

where \( \mathbf{T} \) is nonsingular, complemented by the obvious condition \( \mathbf{D} = \mathbf{D}^T \). Suppose that a nonsingular symmetric matrix \( \mathbf{T} \) is found such that (8) holds. Let us compute its eigendecomposition \( \mathbf{T} = \mathbf{Q} \Lambda \mathbf{Q}^T \), where \( \mathbf{Q} \) is orthogonal and \( \Lambda = \text{diag}\{\lambda_i\} \), and let us define

\[ \Sigma_{\text{int}} = \text{diag}\{\text{sgn}(\lambda_i)\}, \quad \mathbf{R} = \mathbf{Q} \text{diag}\{\sqrt{|\lambda_i|}\}, \quad (9) \]

where \( \text{sgn} \) extracts the sign of its argument. Matrix \( \Sigma_{\text{int}} \) is a diagonal of +1 and -1 and is called internal signature matrix. Applying the similarity transformation defined by matrix \( \mathbf{R}^{-1} \) to the original state-space system, we obtain the new realization

\[ \mathbf{H}(s) \leftrightarrow \begin{bmatrix} \mathbf{A}_{\text{rec}} & \mathbf{B}_{\text{rec}} \\ \mathbf{C}_{\text{rec}} & \mathbf{D}_{\text{rec}} \end{bmatrix} = \begin{bmatrix} \mathbf{R}^{-1} \mathbf{A} \mathbf{R} & \mathbf{R}^{-1} \mathbf{B} \\ \mathbf{C} \mathbf{R} & \mathbf{D} \end{bmatrix}, \quad (10) \]

for which (8) becomes

\[ \mathbf{A}_{\text{rec}} \Sigma_{\text{int}} = \Sigma_{\text{int}} \mathbf{A}_{\text{rec}}^T, \quad \mathbf{B}_{\text{rec}} = \Sigma_{\text{int}} \mathbf{C}_{\text{rec}}^T. \quad (11) \]

This latter property defines an internally reciprocal state-space realization.

III. NOISE COMPLIANCE

Consider a physical multiport linear circuit made of positive resistors, inductors, capacitors, and ideal transformers, henceforth denoted as physical RLCT network, and assume thermal equilibrium at a given temperature \( T \). It is well known that the noise properties of the circuit can be derived by replacing each noisy resistor \( \tilde{R} \) with an equivalent Thevenin (Norton) local noise source, as depicted in Fig. 1, connected in series (parallel) with a noiseless resistance \( R \) [15] (henceforth, a tilde will be used to label noisy components) These equivalent noise sources are characterized by their (white) noise spectra \( V^2(\omega) = 4K_bTR \) or \( T^2(\omega) = 4K_bTG \), where \( G = 1/R \) and \( K_b = 1.38065 \times 10^{-23} J/K \) is the Boltzmann constant. The power spectral densities and cross-spectra of the noise that is observed at the circuit interface ports are simply derived by considering all internal noise sources as uncorrelated, and by performing a standard AC circuit analysis.

Thanks to Nyquist theorem, the noise characterization at the circuit interface ports is also directly available in terms of its transfer matrix. Depending on the input-output representation, and recalling definition (3), the full \( p \)-port noise power spectral density matrix (which collects on the main diagonal the power spectral densities of the noise signals at each port, and their respective cross spectrum in its off-diagonal entries) reads [16]

\[ C(\omega) = 4K_bT \Theta(j\omega). \quad (12) \]

This well known result states that it is not necessary to consider or disclose the internal structure of the system under modeling in order to capture noise statistics. The latter can be readily determined only based on the frequency responses.

Assume now that the physical structure of the system is not known, and that only a black-box state-space macromodel (1) is available. The result (12) leads to the following conclusions.

- Any state-space description of the system response embeds via (3) and (12) a correct representation of the thermal noise, as it appears at the external ports. Therefore, any state-space macromodel can be defined as Externally Noise Compliant (ENC), in the sense that the noise power spectral density matrix \( C(\omega) \) is available from direct evaluation of (12).
- Any RLCT circuit realization (with nonnegative circuit elements) that is constructed from the state-space macromodel is such that, upon replacing each resistor with its equivalent noise circuit (Fig. 1), will lead to the correct external noise characterization (12) by standard circuit analysis. This can be regarded as a corollary of Nyquist theorem. We define such circuit realization as Internally Noise Compliant (INC). Note that, even if the components used in the circuit synthesis are not related at all with the
topology and the structure of the physical system under modeling, the noise power spectral densities and cross-spectra will be correct, since all components used in the synthesis that are lossy (hence can act as noise sources), namely the positive resistors, do have an associated self-consistent noise model.

- A circuit realization that synthesizes a given state-space macromodel, and that includes either negative components (in particular resistors $R < 0$) or controlled sources (CS), is guaranteed to be ENC but is generally not INC. This is due to the fact that negative resistors and controlled sources are not equipped with a noise model. A brute-force AC circuit analysis with any given circuit solver will not be able to reproduce the noise contributions from such elements, and will produce incorrect noise power spectral densities and cross-spectra at the external interface ports.

The above considerations allow us to state that, in order to achieve an INC macromodel synthesis, we should make sure that all lossy components that are responsible for power dissipation (hence noise generation), are suitably represented by circuit elements that have an associated elementwise noise model. In other words, all losses must be captured by positive resistors. A sufficient condition to achieve this goal is to perform a RLCT synthesis (note that ideal transformers are lossless and do not contribute to noise generation). Therefore, all classical synthesis methods that are able to produce a physically realizable RLCT network will be INC, including Youla’s reactance extraction [18], Darlington’s synthesis [19] and Belevitch’s synthesis [12]. These are not the only possible INC synthesis approaches, however. We will show in the following that controlled sources are actually allowed, as far as their overall subnetwork does not dissipate any power. This idea is in fact the key enabling factor for our proposed approach, which achieves INC by making use of controlled sources to reduce overall circuit complexity.

We should mention an alternative approach to INC synthesis, recently presented in [22]. In this work, the Authors derive a companion noise model through a spectral factorization process, that is able to reproduce the desired frequency-dependent power spectral density matrix (12). The latter is used to filter white uncorrelated noise sources, in order to construct equivalent noise sources to be suitably connected to the external ports of a standard synthesized noiseless macromodel. With respect to this method, our proposed technique has the following advantages:

- INC is attained by construction, thus avoiding the need of building a second state-space model for the synthesis of the equivalent noise sources;
- the dynamic order of the macromodel (hence the number of reactive elements) matches the state-space size, whereas [22] duplicates the number of states;
- there is no need to synthesize explicitly a set of individual white uncorrelated noise sources, since these are generated automatically by the circuit solver, according to Fig. 1;
- the proposed netlist is based on standard circuit elements, hence compatible with any circuit solver, whereas [22] only communicates the state space matrices to a specific solver [43], thus restricting compatibility.

IV. Formulation

Our proposed macromodel synthesis is based on the classical Darlington resistance extraction. The $p$-port state-space macromodel (1) is realized as a $(p + \rho)$-port lossless network, whose first $p$ port provide the external interface, and last $\rho$ ports are closed on positive noisy resistances, as depicted in Fig. 2. The system decomposition is reviewed in Sec. IV-A for the immittance case, and in Sec. IV-B for the scattering case. These decompositions are well known, see [17].

A. System decomposition, immittance case

Our starting point is here an immittance macromodel described by a passive state-space realization (1). In particular, we require that the state-space realization is internally passive, so that the PRL condition (4) is fulfilled with $P = I$. Since $\mathcal{P}(I) = \mathcal{P}(I)^T \leq 0$, we can perform the following (minimum-rank) factorization according to [17]

$$
\mathcal{P}(I) = -\mathcal{M} \mathcal{M}^T, \quad \mathcal{M}^T = [L^T \hspace{1em} W],
$$

where a block partition of $\mathcal{M} \in \mathbb{R}^{(n+p) \times \rho}$ is induced by the block size in (5), so that $L \in \mathbb{R}^{n \times \rho}$ and $W \in \mathbb{R}^{\rho \times \rho}$. Using these matrix factors, we construct the following extended $(p + \rho)$-port state-space system

$$
H_L(s) \leftrightarrow \left[ \begin{array}{c|c}
A_L & B_L \\
C_L & D_L \\
\end{array} \right],
$$

where

$$
A_L = \frac{1}{2}(A - A^T) \hspace{2em} (15a)
$$

$$
B_L = C_L^T \left[ \frac{1}{\sqrt{2}} (B + C^T) \right] \hspace{2em} (15b)
$$

$$
D_L = \left[ \begin{array}{c}
\frac{1}{\sqrt{2}}(D - D^T) & \frac{1}{\sqrt{2}} W^T \\
\frac{1}{\sqrt{2}} W^T & 0 \\
\end{array} \right]. \hspace{2em} (15c)
$$

It is straightforward to see that

1) the immittance system $H_L(s)$ is lossless, since its state-space matrices (15) satisfy the PRL condition (4) with an equality sign (and with $P = I$);
2) closing the last $\rho$ ports of $H_L(s)$ into unit resistances leads to a $p$-port system described by the original transfer matrix $H(s)$ of the macromodel (1).

The above system decomposition complies with the structure depicted in Fig. 2. The smallest allowed number of resistors $\rho$ equals the normal rank of $H(s) + H(-s)^T$, so that $\rho \leq p$.

B. System decomposition, scattering case

The same steps for immittance system decomposition discussed in Sec. IV-A can be repeated for the scattering case, with simple modifications. The starting point is always an internally passive state-space realization such that the BRL condition (6) is fulfilled with $P = I$. Applying to $B(I)$ the
same factorization (13) allows us to construct a lossless system (14) with (scattering) transfer matrix \( H_L(s) \), characterized by state-space matrices

\[
\begin{align*}
A_L &= A \\
B_L &= [B \ - (C^T D_{12} + L D_{22})] \\
C_L^T &= [C^T \ L] \\
D_L &= \begin{bmatrix} D & D_{12} \\ W & D_{22} \end{bmatrix} ,
\end{align*}
\]

where the last \( \rho \) columns of \( D_L \) formed by \( D_{12} \) and \( D_{22} \) are constructed to form an orthonormal basis of the subspace that is orthogonal to the first \( p \) columns, implying that \( D_{12}^T D_{12} = I \).

As for the immittance case, it is straightforward to verify that

1) the scattering system \( H_L(s) \) is lossless, since its state-space matrices (16) satisfy the BRL condition (6) with an equality sign (and with \( P = I \));

2) closing the last \( \rho \) ports of \( H_L(s) \) into resistances \( \bar{R}_0 \) (equal to the normalization impedance that defines the adopted scattering representation), leads to a \( p \)-port system described by the original transfer matrix \( H(s) \) of the macromodel (1).

Therefore, we see that also this decomposition complies with the structure depicted in Fig. 2. Also in this case we have that the smallest possible \( \rho \) equals the normal rank of \( I - H(-s)^T H(s) \), so that \( \rho \leq p \).

C. Some remarks

The system decomposition carried out in Sec. IV-A and Sec. IV-B, respectively, for immittance and scattering representations, leads to a state-space description of the lossless coupling system \( H_L(s) \). The macromodel synthesis is therefore complete once we are able to produce an equivalent circuit for this lossless system. It turns out that \( H_L(s) \) is generally not symmetric, or equivalently, the state-space realizations (15) and (16) do not satisfy conditions (8). This implies that the lossless system is not guaranteed to be reciprocal, even if the original macromodel (1) is reciprocal.

Lack of reciprocity of \( H_L(s) \) may seem a dead end, since it is well known that a RLCT synthesis of nonreciprocal networks is impossible, and at least gyrators if not controlled sources are needed. In fact, most research efforts that led to the most prominent classical synthesis approaches have been targeted to purely reciprocal syntheses without gyrators.

In the context of synthesis from state-space description, the fundamental requirement for achieving a purely reciprocal synthesis is to obtain a particular state-space realization that is at the same time internally passive and internally reciprocal. If the underlying system is passive and reciprocal, this is indeed always possible, as discussed in [17], [24]. Such a realization enables purely reciprocal synthesis by both resistance and reactance extraction, even addressing additional constraints such as minimality in the number of reactive or resistive elements. It is however unfortunate that all these purely reciprocal techniques require extensive use of ideal transformer networks (or multport transformers), whose size is essentially dictated by the model order \( n \). As a consequence, the number of equivalent elementary (scalar) components that are produced in the synthesis scales as \( O(n^2) \), as shown in [21]. We can regard this fact as a consequence that internally passive and reciprocal state-space realizations are generally characterized by full matrices.

Our main objective in this work is not a synthesis based on individually passive and reciprocal components. Rather, we want to guarantee noise compliance and sparsity. The price we will have to pay to achieve a sparse synthesis is in fact a relaxation of the reciprocity constraint. Therefore, the fact that \( H_L(s) \) is not symmetric has no importance in our context, as far as we can produce for it a sparse circuit representation that is noise compliant. We should remark that, if we start from a reciprocal macromodel \( H(s) = H(s)^T \), the resulting overall circuit synthesis will be reciprocal at the external interface ports, since the decompositions of Sec. IV-A and Sec. IV-B are exact, at least up to the numerical accuracy that is permitted by finite-precision arithmetics.

D. Sparse quasi-diagonal lossless realization

We start here from the state-space realization of \( H_L(s) \) defined by (15) or (16). In case all eigenvalues \( \lambda_i \) of \( A_L \) are simple, or at least with a geometric multiplicity that equals their algebraic multiplicity, we can perform a full diagonalization

\[
T_c^{-1} A_L T_c = A_c = \text{diag}\{\lambda_i\} ,
\]

where \( T_c \) collects the eigenvectors and is in general complex-valued. Since \( A_L \) is real, however, a straightforward manipulation [43] applied to each pair of complex conjugate eigenvalues \( \lambda_i = \alpha_i \pm j \beta_i \) and corresponding eigenvectors leads to the real block-diagonal form

\[
T^{-1} A_L T = \Lambda = \text{blkdiag}\{\ldots, \mu_i, \ldots, \Lambda_i, \ldots\} ,
\]

where \( \mu_i \) denote the purely real eigenvalues and

\[
\Lambda_i = \begin{bmatrix} \alpha_i & \beta_i \\ -\beta_i & \alpha_i \end{bmatrix} .
\]

We remark that in the immittance case \( A_L \) is skew-symmetric, so that \( \alpha_i \) and \( \mu_i \) must be identically vanishing. For the scattering case, instead, the eigenvalues of \( A_L \) are equal to the poles of the initial macromodel. In both cases, the nonvanishing entries in \( \Lambda \) are at most \( n \).

When the state-space matrix \( A_L \) is defective, it cannot be diagonalized since there does not exist a complete basis of eigenvectors. Since the Jordan decomposition is well-known to be ill-conditioned and unreliable [43], we resort to a more
numerically stable decomposition based on a block-diagonal Schur factorization. This is defined as
\[
T^{-1}A_L T = \Lambda = \text{blkdiag} \{ \ldots, \mu_i, \ldots, \Lambda_i, \ldots, S_i, \ldots \},
\]
where \(\mu_i\) and \(\Lambda_i\) collect simple eigenvalues or multiple eigenvalues with complete eigenspaces, with the corresponding eigenvectors stacked in the respective columns of \(T\). Each of the blocks \(S_i\) arises instead from a partial Schur decomposition of the contribution from a defective Jordan block (which is never formed explicitly). A corresponding orthogonal basis is constructed and placed in \(T\). The construction of (20) is available from function \texttt{bdschur} in the MATLAB software [44]. Also in this case, the number of nonvanishing coefficients in \(\Lambda\) is \(O(n)\) due to the very unlikely occurrence of large-size defective eigenspaces.

Application of the above constructed similarity transformation \(T^{-1}\) to the realization \(\{A_L, B_L, C_L, D_L\}\) leads to a diagonal or almost-diagonal realization of the lossless coupling network
\[
H_L(s) \leftrightarrow \begin{bmatrix} \Lambda & B_L \\ C_L & D_L \end{bmatrix} = \begin{bmatrix} T^{-1}A_L T & T^{-1}B_L \\ C_L T & D_L \end{bmatrix},
\]
where the number of nonvanishing coefficients is \(O((2p + 2p + 1)n + (p + p)^2)\), whereas the corresponding complexity of realizations (15) or (16) is \(O(n^2 + (2p + p)n + (p + p)^2)\). Since typically \(n \gg p \geq \rho\), the overall complexity is greatly reduced.

### E. Sparse lossless coupling network synthesis

The state-space system (21) is cast in expanded form as
\[
\begin{align*}
\dot{x}_i(t) &= \sum_j \Lambda_{ij} x_j(t) + \sum_j \tilde{B}_{L,ij} u_j(t), \\
y_k(t) &= \sum_j \tilde{C}_{L,kj} x_j(t) + \sum_j D_{L,kj} u_j(t),
\end{align*}
\]
where inputs and outputs are \(u_j = \{v_j, i_j, a_j\}\) and \(y_j = \{i_j, v_j, b_j\}\) for admittance, impedance, and scattering representations, respectively. Its synthesis is performed here in the simplest and most direct way, according to [4]. Both state and output equations are constructed as the interconnection of Controlled Sources (CS), as depicted in Fig. 3. Summations are realized as series or parallel connections of elementary controlled sources, in order to guarantee compatibility with all possible circuit solvers. All components are considered as “cold” or noiseless, including the auxiliary resistance \(R_0\) that is needed for the realization of the scattering output equation. This synthesis will be denoted as RCCS since based only on Resistors, Capacitors, and Controlled Sources.

As already stated in Sec. IV-A and Sec. IV-B, the last \(p\) ports are closed on unit resistances \(R_i = 1\Omega\) for immittance representations, and on reference resistances \(R_0\) for scattering representations. These termination resistors are defined as “noisy”, so that a noise analysis performed by a standard circuit solver will replace them with the equivalent circuit depicted in Fig. 1. Internal Noise Compliance of this synthesis is guaranteed, since \(H_L(s)\) is lossless, and since all components used in its realization are defined as noiseless.

We should remark that some modern circuit solvers allow a direct implementation of multiport elements described by state-space matrices. An example is the component \texttt{cktrom} in Cadence Spectre [45]. Since these components are generally considered as noiseless by the simulators, the synthesis of \(H_L(s)\) can also be performed by just communicating to the solver its state-space matrices (15) or (16). Internal Noise Compliance will be guaranteed also with this simpler approach, which is however not general and solver-dependent.
V. Examples

The proposed equivalent circuit synthesis technique has been verified on a large number of test cases. Here, we report the results for two state-space models derived from real designs in Sec. V-A and Sec. V-B. For these two cases, consistency is verified through a reference solution, obtained by defining a set of noise sources with spectral densities specified by (12), which are then suitably connected to the state-space system defining the multiport macromodel under analysis (assumed noiseless). The resulting system is then solved analytically at each frequency point through a Matlab script. The corresponding results will be labeled as “data” in all plots.

Noise compliance and network size of proposed synthesis will be compared to three alternative approaches, one based on direct state-space synthesis through controlled sources, and the other two based on reactance extraction [21] and spectral factorization [22]. It should be considered that [22] suggests no circuit synthesis, but proposes to communicate directly to the solver [45] the state-space matrices of the macromodels (through the \texttt{cktrom} component). We will see that, although the adopted state-space realizations are quasi-diagonal and sparse, the achieved runtime for [22] is much larger than for proposed approach.

The good scalability properties of proposed approach is finally documented in Sec. V-C, where the network complexity of the various synthesis methods is compared as a function of model order $n$ and port count $p$.

A. LC-tank core of a Digitally Controlled Oscillator

The first example is based on a state-space model for a centrally involved LC-tank core from an Digitally Controlled RF Oscillator (DCO) containing a coil structure, capacitor feed lines and other interconnects, see Fig. 4. DCO’s can be accurately tuned by means of digital controls: the noise behavior is a key figure of merit and therefore requires accurate noise modeling of all the parts in the design. In particular, the structure under modeling includes the metal lines of the tank core, the VDD and VSS supply lines, excluding the MOS transistors and the array of capacitors. A total of $p = 25$ ports were placed at the device pins and at the ends of the supply lines. The interconnect parasitics were extracted by means of field solver [46] in form of tabulated frequency responses (S-parameters).

![Fig. 4. Schematic illustration of a Digitally Controlled Oscillator.](image)

A passive and reciprocal black-box macromodel (order $n = 350$) was first obtained by rational fitting [5], followed by passivity enforcement as implemented in [27], [28]. The model, available in pole-residue form, was then processed to compute a Gilbert quasi-diagonal state-space realization [10], [47], which was then synthesized into a RCCS equivalent network as in Sec. IV-E without any preliminary resistance extraction. The resulting circuit is not INC. Then, three different INC syntheses were carried out, based on reactance extraction [21], on spectral factorization [22], and on the new proposed resistance extraction.

The scattering responses computed from SPICE via AC sweeps of the INC synthesized networks are compared to the reference in Fig. 5. As expected, all synthesis approaches provide the same result. The voltage noise (port 1) spectral densities computed by standard SPICE noise analyses are reported in Fig. 6. We see that the noise spectral density is correctly reproduced only by the INC synthesized networks, whereas the direct RCCS synthesis gives incorrect results.

The number of circuit elements for each of the synthesized circuits (except [22], which is not comparable) is reported in Table I. The table shows that the RCCS synthesis is the most compact (but not INC). The other two INC circuits have more circuit elements, but the proposed approach is significantly less complex, since it preserves the same dynamic order of the

![Table I](image)
model, with a minimal overhead in the number of nodes. The number of controlled sources used in the synthesis (directly related to matrix fill-in in the solver), is about three times less than for reactance extraction.

The total runtime required by an AC sweep for the evaluation of the Scattering responses of the synthesized macromodel over \( K = 3500 \) points is reported in the last row of Table I. Our proposed equivalent circuit runs about 10 times faster than the corresponding circuit from reactance extraction, with an overhead of about \( 3 \times \) with respect to the RCCS netlist. The netlist from [22] performed the same analysis in a runtime of 9.5 minutes, comparable to the reactance extraction case.

### B. Frontend SAW filter

The second example we consider is a \( p = 2 \) port frontend SAW filter design used in the receiver chain of a 3G transceiver. Also in this case noise compliance is of paramount importance. In fact, all components in a receiver chain are carefully designed and optimized in order to minimize noise contributions and signal distortion of the weak signal from the antenna. The basic component under study is the GP6 Dual SAW filter, whose scattering responses were measured and processed by the same modeling flow already discussed in Sec. V-A for the LC tank core structure, obtaining a state-space macromodel with order \( n = 248 \).
The accuracy of the scattering responses of the INC synthesized networks is confirmed by Figure 7. The (port 1) voltage noise spectral density as computed by SPICE through a noise analysis is reported for the four different synthesized networks in Fig. 8. Also in this case, the three INC networks provide consistent spectra, whereas the results based on the RCCS synthesis is completely wrong.

Since the ratio \( n/p \) between model order and number of ports is larger for this example with respect to the LC tank core case, we expect a more dramatic enhancement in circuit sparsity for our proposed approach with respect to the reactance extraction synthesis [21]. This is demonstrated in Table II. The total number of circuit elements from proposed approach is only slightly larger than for the RCCS synthesis but significantly smaller than from reactance extraction synthesis. As a result, the total runtime required for an AC sweep (last row in Table II) demonstrates a speedup of \( 50 \times \) with respect to the reactance extraction case, but only a moderate overhead of \( 2.4 \times \) with respect to the RCCS case. The synthesis from [22] required for the same analysis a very long total runtime of 1 minute and 52 seconds, even if a quasi-diagonal state-space realization was used.

### C. Scalability analysis

In this section, we compare the network complexity of the RCCS, reactance extraction [21], spectral factorization [22], and proposed resistance extraction syntheses. Since [22] does not suggest a circuit synthesis, but communicates directly to the solver [45] the state-space matrices of the macromodel, instead of network complexity (number of circuit elements) we report for [22] the total number of nonvanishing entries in the state-space models. We further assume that the macromodel has a quasi-diagonal state-space realization as presented in Section IV-D, although this detail is not discussed in [22]. Therefore, the results that are reported for [22] should be regarded as a best case, characterized by the least possible complexity among all possible state-space realizations.

Figure 9 reports the total number of components (or nonzero state matrix elements) required by the four different syntheses with varying order \( n \) and port count \( p \), under the assumption that \( A_L \) can be diagonalized, and assuming that \( \rho = p \), i.e., the normal rank of \( H(s) + H(-s)^T \) (immittance case) or \( I - H(-s)^T H(s) \) (scattering case) is maximum. We see that our proposed approach is most efficient when \( n \gg p \), i.e., when the dynamic order is much larger than the interface ports (the most common scenario in many applications). If \( p \approx n \), the proposed synthesis is less sparse due to the presence of many controlled sources in the input-to-state and state-to-output maps \( B_L \) and \( C_L \) of the lossless coupling network, and the complexity of all four syntheses becomes comparable. For large \( n \), both proposed approach, [22] (with a quasi-diagonal realization), and the RCCS synthesis scale as \( O(n) \), whereas the reactance extraction synthesis scales as \( O(n^2) \).

We remark that all documented synthesis approaches produce equivalent circuits with a minimum number \( n \) of reactive elements (states), except [22], which requires \( 2n \) internal states. The proposed resistance extraction approach also attains the least possible number of resistors \( \rho \). The reactance extraction requires instead a larger number of resistors due to the additional constraints (internal reciprocity) required by the synthesis process [17], and further requires a large number of ideal transformers, here realized by a pair of controlled sources.

**VI. Conclusions**

This paper presented a systematic approach for the equivalent circuit synthesis of behavioral linear lumped macromodels. The key feature of proposed approach is the thermal noise compliance of the synthesized circuit, intended as the ability of the network to provide consistent power spectral densities of thermal noise from internal resistive losses. This is guaranteed even if the realized network is just a mere translation into a behavioral circuit of the macromodel state-space matrices, which have no direct relationship with the topology of the physical structure that the macromodel is intended to represent. The proposed approach produces a unique equivalent network that can be safely used in DC, AC, transient (TRAN), and all kind of noise analyses using off the shelf SPICE solvers.
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