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source of randomness has not been presented in the literature North
before.

The rest of this paper is organized as follows: In Section
Il the system model is presented. The AoA estimation is then
addressed in section lll. Our secret key generation algorithm
is presented in Section IV. We evaluate the performance of
our algorithm in Section V. The paper is then concluded in
section VI.

Il. SYSTEM MODEL Fig. 1: AoA estimation reference: (a) Both have the same

Let us assume that the two legitimate nodes, Alice and BOr&ference, let it be the North and (b) Alice has the reference
exchange a signal(t). Each of Alice’s or Bob's receiver is as the North and Bob has the reference as the South.
equipped with a smart antenna system consisting/ gintenna
elements, separated by a xed separatidrand operating
at frequencyf. When using) receivers, the received andWhere¢. is the common AoA and the estimated AoA at Bob
sampled signak[n] in the matrix notation is: P2 Is:

X =as+V, (1) ¢1r =+ (6)
Therefore, Bob estimates the common AoA, simply, by sub-
tractingm from its estimated AoAp,. Another approach is that
Alice uses the selected reference, let it be the North and Bob
uses the opposite reference which is in this case the South. The

AWGN matrix of sizeM x N. . X . o . .
When using a single r;ceiver to estimate the AoA as in orc?tanon direction for Both is still the same, let it be Clockwise.
As shown in Fig. 1 (b), the estimated AoAs are:

newly developed Cross Correlation Switched Beam System
(XSBS) presented in [23], the received signal reduces to: D1 = G2 = Pe. @)

where X is of size M x N with N being the total number
of received samples; is of sizel x N as seen from each
receiver, the steering vecteris of size M x 1 andV is the

Xk = aS + v, (2) To generate a sequence of AoA and use that sequence to
generate the secret key, at least one of the communication
wherexy, the received signal from the'* beam, is of size npodes, i.e., either Alice or Bob, is assumed to be mobile.
1 x N, wherek € [1 : K], where K is the total number

of generated beam§ is of size M x N as seen by thé/ lIl. A OA ESTIMATION TECHNIQUES
elements of the antenna array ands of sizel x N. There exists many techniques to estimate the AoA; some
Each antenna array has an array response vector also knofvvhich are: beam switching, classical AoA technigues and
as steering vector a(¢,0) € CM, where ¢ is the azimuth subspace techniques [25][29]. Subspace based techniques
angle and is the elevation angle. For a uniform circular arraperform better than classical techniques, particularly at low
(UCA), a(¢,0), can be given by [24]: SNR levels. This comes on the cost that they require a higher
computational complexity. The most popular AoA estimation
subspace based technique is the MUItiple Signal Classi cation
(MUSIC) presented in [30]. For 1-D AoA estimation, the
elevation angl® is assumed to be0 degrees. Therefore, the
steering vector for the UCA in (3) reduces to:

a(¢7 0) _ [eﬁ’rsin(é)) cos(¢—¢1)’ eﬂrsin(é)) cos(¢—¢2)7 (3)
. e,@r sin(0) v:os(q§—<z$M)]7
where s = 27“ is the wave number) is the wavelength and
r is the radius of the antenna array. a(g) = [efreos(9=dr) gfrcos(éo—gz) (8)

2 s 657‘005(¢—¢M)]7

O =——, m=1,2,.., M, (4)
M The auto-covariance matrix of the received sigifal,, has a
and ¢ ranges betweef0, 27] andd ranges betweefo, 7] dimensionM x M, i.e. M receivers are used,,, is estimated
To generate a secret key based on the estimated AoA, &%
estimated AoA has to be common at both Alice and Bob. Ro. — 1 (XXH) ©)
In other words, both Alice and Bob estimate the same AoA, XN

whether it is 1-D (Azimuth only) only or 2-D (Azimuth andwhere /I denotes the Hermitian matrix operation. The MUSIC
Elevation). To do so, Both Alice and Bob agree only once oigorithm exploits the orthogonality of the signal and noise

a selected reference, let it be the North, along with a rOtati@Ubspaces_ After an eigenva|ue decomposition (EVDRQQ,
direction, let it be Clockwise as shown in Fig. 1 (a). In thig can be written as:

case, the estimated AoA at Aligg, is: H )
Rxx = a(¢)Rssa (¢) +o°I (10)

(bl = ¢C7 (5) = USASUSI-I + UvAvau (11)



where Ry is the autocovariance matrix of the transmitted
signal, o2 is the noise variance] is the unitary matrix,U,

and U, are the signal and noise subspaces unitary matrices
andA, and A, are diagonal matrices of the eigenvalues of the
signal and noise. The spatial power spectrum for the MUSIC
technique is given by [30], [31]:
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Puusic(9) = 757 (12)
aH(d))P'Ua(Cb) -20 -20 -20
whereP, = U,UH. - e .

Our XSBS collects an omni-directional reference signal, ——xsBs —— xsBs —— xSBS
Xo, Using a number of antennas in the antenna array with 2 e e LSC
. N 0 200 0 200 0 200
setting the elements of the steering vectafy), equal to o (degrees) ¢ (degrees) ¢ (degrees)

unity at selected elements (the antenna elements used as omni-

directional antennas) and equal to zero in the rest. Our XSB&: 2: Spatial power spectrum of MUSIC vs. XSBS tor=
then starts to scan the angular region of interest and collect f& degrees at SNR = -15 dB fal = 100 samples (left),
signalsxy, for & € [1 : kJ. The cross correlation coef cient . = 1000 samples (middie) and/ = 2000 samples (right).
between our omni-directional reference signal and e
;ggsl,b;\./mch is our XSBS spatial power spectrum, can kIJLF Initialization
' Both Alice and Bob agree on the reference as well as the
Ry — 1 (XkXH) (13) rotation direction, from which the AoA is estimated. This step
N ° is performed only once at the beginning of communication

There are several ways to estimate the 2-D AoA as presenfédween them. It is not required to be applied each time Alice
in [32] [34] where they use the cross correlation betweefind Bob communicate.
the recejved signal from.an L-shaped antenna array. In [3%], 4,4 Estimation
they estimate the 2-D using a UCA based on the fourth order

cumulant of the the received signals. Another example in [36 ,BOth Alice and Bob estimate their AoA and based on

they use an antenna array that consists of a vertical lindaf selected reference, they estimate the common source of

array to estimat@ using the MUSIC algorithm, they then usdandomness, i.e.g. for 1-D or ¢. and 6 for 2-D. The

a circular antenna array with fed to the MUSIC algorithm algorithm applied at either Alice or Bob does not necessarily
again to estimate be the same. One can use the MUSIC if it can afford both the

Figure 2 shows the simulation results for both the MUSI omputational and hardware complexity. The other can use
algorithm for M — 16, and for XSBS forM = 17, with ve e XSBS if, for example, it is a portable device and can not
antenna used as_om’ni-directional antennagto ’coﬂgolvith afford both computational and hardware complexities. Both

a separation between each two antennag ofl to such that Algorithms as we showed earlier can operate in low SNR

. . . vels. Other techniques could be used as well after studying
the correlation between the signals received for the selec dir erformance at low SNRs to make sure that the generated
antenna elements is minimized. The simulation results are tof ' ° 9

¢ = 270 degrees using a UCA an¥ = 100 samples (left), secret key will have a low BMR.
N = 1000 samples (middle) andv' = 2000 samples (right). C. Quantization

The simulation is at SNR = - 15 dB. One can see that both ;.\ that we have the common sources of randomeiess
algorithms have a remarkable pe_rformance_at_SNR Ievelstﬁa third step of our algorithm is to convert it into a bit
low as -15 dB. The MUSICdaIgorlthm is achieving a pee(ljk Qiream suitable for the secret key generation. The conventional
oor ratio (PFR) of 3, 10 and 13 fotV = 100, N = 1000 an secret key length is between 128 and 512 bits [4]. We use the

N = 2000, respectively. On the other hand the PFR for thl’?lost popular technique for quantization which is the uniform
XSBS 15, 19, and 23 faV = 100, N = 1000 and N = 2000, antization [37]:

u
respectively. Increasing the number of samples enhances %he
performance of both algorithms. For an adequate number of z=Q(y) Yy € (pi,Pi+1) (14)
collected samplesV = 1000, both algorithms will have a

decent performance even at very low SNR levels. wherep is the interval and; is the input, which in this case is

estimated AoA. In the uniform quantization, the spaces along
the x-axis, i.e., time, is uniformly distributed. Similarly for the
spaces in the y-axis, i.e., the estimated AoA. Wemnsg,, bits

Both Alice and Bob start exchanging signals to estimate tlaad therefore2™«=s~ |evels to quantize our common sources
AOoA and consequently generate the secret key. The stepotodandomness and then convert the quantized decimal values
generate the secret key based on the AoA are: into bits.

IV. SECRETKEY GENERATION ALGORITHM



D. Encoding Algorithm 1 Secret Key Generation algorithm

Although uniform quantization is easy to implement, in- Step 0: Initialization _
creasing the quantization bit number, dramatically degradeg™ic€ and Bob agree on the reference and the rotation
the performance of the algorithm since the bit mismatch ratediréction from which they estimate the AoA.
between the two communicating nodes increases. In [3], ar>teP 1: AoA Estimation
encoding algorithm is proposed to tackle this problem where/lic€ and Bob estimate the common source(s) of ran-
each uniformly quantized value is encoded with multiple 90MNesS.d., or ¢. and 6., each using its implemented

values. We encode our most signi cant bit with,,..q bits. techmque.. o
Step 2: Uniform Quantization
E. Combining the Two Bit Streams Alice and Bob quantize the, or ¢. and 6. using nqyan

Now that we have measured, quantized and encoded our twdits to convert the decimal values into bits.
common sources of randomness, which are the elevation AoAStep 3: Encoding
and the Azimuth AoA, we have two bit streams containing Alice and Bob encode each uniformly quantized value with
these data. To combine these two bit streams, any logical opmultiple valuesncoq-
eration such as AND, OR or concatenation can be applied orStep 4: Combining the Two Bit Streams
the two bit streams to generate a single bit stream containing?lice and Bob apply concatenate the two bit streams.
both Azimuth and Elevation angles information. We choose Step 5: Information Reconciliation (Optional for very low
to use concatenation operation with the two bit streams as théSNR)
inputs to generate the single bit stream. Before we concatenatélice and Bob permute the bit stream and divide them into
we drop the least signi cant,,ua, — Neompn bits from each  small blocks.
single bit stream, where...., is the number of bits selected Alice sends the permutation and parities to Bob.
from each bit streant is worth noting that we chose a simple Bob compares the received parity information with his.
bit operation to be applied on the bit streams for the sake of In case of mismatch, Bob corrects his bits accordingly.
simplification. One can apply a more complicated operation at Step 6: Privacy Amplification (Optional for very low SNR)
the bit streams such as bit masking or combinations of serieAlice sends the number of the hash function to Bob.
and parallel logical gates. Alice and Bob apply the hash function to the bit stream.
Up to this step, the key is generated and ready to be used to
encrypt the transmitted data. The following steps are optional
and preferred to be used at very low SNR levels (below -20 V. PERFORMANCEEVALUATION
dB) where the generated key will have a considerable BMR. To show that the secret key generated based on the estimated
AoA will have a low BMR at low SNR levels, we rst plot
the root mean squared error (RMSE) of the estimated AoA for

The generated bit streams at Alice and Bob might have sogg@ two algorithms; the MUSIC and the XSBS. The RMSE is
discrepancy, particularly at very low SNR levels. This is duge ned as:

to several reasons such as interference, noise and hardware
limitations. We adopt the reconciliation protocol presented in RMSE =4/ E (((50 — qb(:)?) (15)
[38] to minimize the discrepancy. Both Alice and Bob rst
permute their bit streams in the same way. Then they dividghere E[.] denotes the mean operation angd is the actual
the permuted bit stream into small blocks. Alice then sendstimated AoA of the true AoAgp..
permutations and parities of each block to Bob. Bob thenFig. 3 presents the RMSE for both the MUSIC as well as
compares the received parity information with the ones hiee XSBS versus SNR for different number of samples for the
already processed. In case of a parity mismatch, Bob changesmuth angle. The true Azimuth angle és. = 270 degrees
his bits in this block to match the received ones. and the RMSE is estimated according to Eg. (15). Table |
summarizes the RMSE values for both the MUSIC and the
XSBS for different number of samples at different SNR values
Although information reconciliation protocol leaks Mini-tor the Azimuth angle . Table Il summarizes the RMSE values
mum information, the eavesdropper can still use this leakgs} poth the MUSIC and the XSBS at different SNR values for
information to guess the rest of the secret key. Privacy aRpe Elevation angle foN = 1000 samples. The true Elevation
pli cation solves this issue by reducing the length of th%ngle is0, = 90 degrees and the RMSE is estimated according
outputted bit stream. The generated bit stream is shortertd'qu_ (15).
length but higher in entropy. To do so, both Alice and Bob From Tables | and I, one can see that both the MUSIC
apply a universal hash function selected randomly from a $§{q the XSBS have a low RMSE at low SNR levels. As the
of hash functions known by both Alice and Bob. Alice send§NR decreases, more samples are required to achieve a very
the number of the selected hash function to Bob so that By, RMSE. The XSBS outperforms the MUSIC algorithms,
can use the same hash function. Our algorithm is Summarié?éjrticularly at very low SNR levels. One can see that when
below. using an adequate number of samples, the RMSE of both

FE. Information Reconciliation

G. Privacy Amplification



TABLE I: RMSE for MUSIC vs. XSBS for the Azimuth angle. @

RMSE (degrees) oe
SNR (dB) N= 100 N= 1000 N= 2000
MUSIC [ XSBS | MUSIC [ XSBS | MUSIC [ XSBS
-10 0 0 0 0 0 0
-15 39 0 0 0 0 0
-20 115 0 29 0 5 0 % v = 4 ® 9 o
25 132 66 114 0 98 0 SNR (d8) ’
-30 135 126 131 61 129 20 05 )
0.4t
q
150 ‘ ‘ « 0.34 —o—cl|
——— XSBS: N=100 D g4 ——nDH
= = =MUSIC:N=100 || IO e e e o e e o e e e e e e e - [,
——— XSBS: N=1000 01l —o—F|]
= = = MUSIC: N=1000 ---G
——— XSBS: N=2000 0 4 . 4 @ ®
100 = = = MUSIC: N=2000/] -30 -25 -20 -15 -10 -5 0

SNR (dB)

Fig. 4. BMR for (a) MUSIC and (b) XSBS vs. SNR for
Azimuth angle, Elevation angle and both angles combined.

RMSE (degrees)

@
S

TABLE II: RMSE for MUSIC vs. XSBS for the Elevation
angle for N = 1000 Samples.

0
-30 -10 -5 0
SNR (dB)

RMSE (degrees)

Fig. 3: RMSE vs. SNR for the MUSIC algorithm and for the SNR (d8) I wusic [ XSBS

XSBS. -10 0 0
15 0 0
20 8 0

. . -25 34 0

algorithm will be very low. Consequently, the secret key 30 37 20

generated using the estimated AoA as the seed will have a

low BMR.

We use the estimated RMSE to generate random Azimukh Effect of number of quantization bits
and Elevation angles and use them as the seed to generatghe rst observation aside from the effect of any parameter
the secret key. We compare the BMR of the generated ke¥Rether it is the number of quantization bits or the encoding
based on AoA with the BMR of the most commonly usegits, which can be seen from the subsequent Figures, that
physical layer characteristics which are the channel gain apgr AoA based algorithm signi cantly outperforms both the
phase. The simulation parameters for the subsequent Figusggnnel amplitude and phase based ones. It is shown that the
4 to 7 are summarized in Table Ill. Also, the Legends fasur algorithm has an operating range below the acceptable
the curves within the same gures are identi ed in Table IVthreshold which varies according to the testing parameters.
We rst use a single characteristic, i.e., amplitude only, phaggnlike the channel amplitude and phase based algorithm that
only, Azimuth angle only and Elevation angle only. We thefsjl to have an operating range at that low SNR level by
combine the channel amplitude and phase and combine #ieving a BMR much higher than the acceptable threshold.
Azimuth and Elevation angles to generate the secret key. If§so, it is worth noting that the upper bound on the BMR is
worth noting that the acceptable BMR threshold as presentgg which is equivalent to random guessing. In other words,
in [14] is 0.15 to achieve a reliability condition. the highest, i.e., the worst BMR is 0.5.

For a fair comparison between the different common sourcesit is shown from Fig. 5 that as the number of quantization
of randomness, we rst scale the sequence of informatigjits increases, the performance of our algorithm deteriorates.
collected to the same scaling level such that all common

sources of randomness used below, i.e., channel amplitu?égBLE - Simulati ters for th b ¢
channel phase, Azimuth angle and Elevation angle uctua - >imufation parameters for the subsequent gures

within the same levels. Figure | Algorithm | Samples| Quan. Bits | Enc. Bits | Comb. Bits
Fig. 4 Both 1000 7 2 2
A. MUSIC vs. XSBS Fig. 5 | MUSIC 1000 6:9 2 5
. Fig. 6 | MUSIC 1000 7 14 5
In Fig. 4 we compare the performance of the MUSICTFg 7 [ MUSIC 1000 7 2 36
algorithm versus the XSBS in generating the secret key. It
can be seen that the algorithm based on XSBS outperforms the TABLE IV: Legend
MUSIC based algorithm, which was expected since the RMSE; [ B c D [E [F G l
for the XSBS is lower than that for the MUSIC. The MUSICcnan T chan. T Az Elev. | Comb. T Comb. 1 Thresn.

based algorithm can operate within the acceptable range up tamp. phase | angle. | angle | amp. | Az. &
- 17 dB, while the XSBS based can operate up to -27 dB. &ph | Elev




BMR
BMR

-30 -25 -20 =30 -25 -20

-15  -10 -5 -15  -10
SNR (dB) SNR (dB)

» ®
-0 25 -20 -15 -10 -5 0
SNR (dB)

© (d)

-3 25 20 -15 -10 -5 30 -25 20 -15
SNR (dB) SNR (dB)

30 25 -20 -15 -10 -5 0 30 25 -20 -15 -10 -5 0
SNR (dB) SNR (dB)

Fig. 5: BMR for the AoA based algorithm vs. channel based
for (a) nguan = 6 and (b) nguan = 7 (€) Nguan = 8 (d) Fig. 6: BMR for the AoA based algorithm vs. channel based

for (a) Nencod = 1 and (b) Nencod = 2 (C) Nencod = 3 (d)

Nguan = 9 .
Nencod = 4.

This is expected since as the number of quantization b~ @
increases, more levels are added. Therefore a smaller mism: °*

or error between the estimated AoAs will lead to mor Oy
mismatched bit. The acceptable range using., = 7 is o
as low as -16 dB using the Azimuth angle, -17 dB using tt £

Elevation angle and -22 using the combination of both of ther **| .\ ______ et
C. Effect of number of Encoding bits 01 ___(%.:E

It is shown from Fig. 6 that as the number of encodin % = = _& =& =
bits increases, the performance of our algorithm improve

As the number of encoding bits increases, more matched t © 0s @
are added to soothe the effect of quantization. The accepta l l
range usingiencoq = 2 is as low as -16 dB using the Azimuth °“'{>-\ "
angle, -17 dB using the Elevation angle and -22 using tl oe—e 5 o.;_\\\
combination of both of them. 5
D. Effect of number of Combining bits o1
It is shown from Fig. 7 that as the number of combinini . \_ .
bits increases, the performance of our algorithm improves.  oRew T ke

7: BMR for the AoA based algorithm vs. channel based
a) n(’omb - 3 and (b) Neomb = =4 (C) Neomb = 5 (d)

Tcomb =

longer the generated key which is the main advantage of
concatenation process. The acceptable range using, =

is as low as -16 dB using the Azimuth angle, -17 dB usmg
the Elevation angle and -22 using the combination of both of

them. Vi

addition to that, the higher the number of combining bits t:ﬁg
(

. CONCLUSION

In this paper, we proposed a novel secret key generation
algorithm that is based on the estimated AoA between the
two legitimate nodes. We rst showed that the RMSE for
the estimated AoA between Alice and Bob is very low at
very low SNR levels. We used both the 1-D AoA information
and the 2-D AoA information. Exploiting a second common
source of randomness adds an extra degree of freedom to the
algorithm since one can use either a single common source



or combine both of them in a way that minimizes the BMR16] R. Al Alawi, Rssi based location estimation in wireless sensors net-
We Compared the performance Of our algorlthm to the most WOrkS, in Networks (ICON), 2011 17th IEEE International C()nference
widely used; the channel gain based algorithm. We show[qq]
that our algorithm has signi cantly outperformed the channel
gain based algorithm at low SNR levels. We also studied the
. . . [18]
effect of number of quantization bits, number of encodmb
bit and number of combining bits on the performance of our

algorithm.

(19]
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