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## Introduction

Discovery of the Cosmic Microwave Background (CMB) in 1965 revealed a new realm to the astrophysicists in order to study the age of the universe. CMB polarization was produced due to the density perturbations and gravitational waves. It can be decomposed into curl-free (E-modes) and grad-free (B-modes) modes and both have the same order of magnitude [1]. CMB anisotropies in polarization has been initially detected by the Degree Angular Scale Interferometer (DASI) [2]. In order to study the cosmological re-ionization history, the measurement of the CMB polarization [3, 4] is one of the key objectives.

The CMB polarized component is quite weak with respect to the unpolarized background. In fact only $10 \%$ of the CMB is estimated to be polarized [5] as compared to the unpolarized component. Hence, in order to detect this faint signal, measurement instruments should have very high sensitivity to the polarized component with a very high rejection to the unpolarized background, i.e. they should have very low systematic errors[2]. This goal can be achieved by exploiting clusters of high-performance polarimeters. The measurement accuracy mainly depends on the performance of the polarimeter's building blocks, e.g. antennas, polarizers, ortho-mode transducers, correlation units and low noise amplifiers. Since arrays containing tens or hundreds of polarimeters are used for Cosmic Microwave Background Radiation (CMBR) measurement, the manufacturing of each polarimeter building block should be compatible with a medium/large-scale production. Hence from the mechanical point of view, each building block should be compact in size, low weight, low cost, easily scalable and easy to manufacture for medium/large-scale production with high precision and accuracy. From the electrical point of view, generally, every component should exhibit good return loss, low cross polarization and high isolation level. Recent astrophysical experiments based on arrays of polarimeters aimed at the detection of the CMB polarization state are QUIET [6], LSPE [7] and QUIJOTE [8, 9].

In this perspective, a novel layout of OMTs and polarizers, that are key passive waveguide elements of dual-circular polarization polarimeters, have been designed during the doctoral program. The polarizer is based on a dual-fold stub design having $20 \%$ bandwidth centered at 94.5 GHz , whereas the broadband OMT [10, 11] is based on turnstile junction with $30 \%$ bandwidth centered at 94 GHz .

Besides the novelty of the electromagnetic design of both components, the manufacturing technology has been duly considered in this research work. As an example, electro-forming techniques provide a monolithic fabrication with good manufacturing accuracy, compactness and without any packing screws, but the machining time is quite long, thus leading to a relatively high cost. Another manufacturing technique commonly used is milling that is compatible with a split-block design of the components. Since the milling process can be automatized, the corresponding manufacturing time and costs are reduced. For this manufacturing process, a limitation in the fabrication of millimeter-wave components can be the minimum size of the milling tool.

Nowadays, the platelet/multilayer manufacturing is an emerging solution in Radio Frequency (RF) design in order to combine high accuracy with large-scale production. Platelet manufacturing has already been employed for the realization of corrugated horn arrays $[12,13,14,15]$ and its Technological Readiness Level (TRL) in this field is relatively high [16]. Platelet manufacturing is definitely cheaper with respect to electroforming [17] and provides the same accuracy level [14]. Hence, there is no trade-off in terms of performance. In a platelet design, each part of the component is machined out of a specific plate by a metal removal technique. Various metal removal techniques can be exploited in this regards. For instance, metal can be removed from each plate through photo-lithography, laser machining or wire Electrical Discharge Machining (EDM). The latter technology is known also as spark erosion technique. Photo-lithographic masks and machine programs can be developed once for all and, then, several identical components can be easily realized. The main limitation comes from the maximum height of the metal layer to be removed. Laser machining and wire spark erosion are good choices because several identical plates can be manufactured in just one machining process. These approaches provide the parallelism in manufacturing that consequently reduces the machining time and the component cost. Finally, a stack of metallic plates can be assembled together by bonding (light brazing or diffusion bonding) or by employing the packing screws in order to assemble the complete component.

In light of the above discussion, the present doctoral research activity focused on the feasibility study and the prototype development of polarizers and OMTs based on platelet manufacturing where metal is removed from each plate through wire EDM. The exploitation of this manufacturing solution provides high level of repeatability and accuracy along with low cost, making this solution well suitable for the realization of polarimetric arrays consisting of tens/hundreds of chains. Both components have been designed by exploiting the Component Object Model Electromagnetic Automation Tool (COM-EM-AT) developed during the doctoral program. Parallel Computing Toolbox (PCT) and MATLAB ${ }^{\oplus}$ Distributed Computing Server Toolbox (MDCST) have also been employed in order to accelerate simulations. The performance of both components have been measured through a vector network
analyzer waveguide setup. A tight agreement between the predicted and measured electrical responses have been achieved.

The layout of the thesis is as follows.
In Chapter 1, basic terminologies for the polarizer (i.e. linear/circular polarization basis, transformation matrices for linear/circular polarization basis, scattering matrix in linear basis and figure-of-merits of the polarizer) are defined. These terminologies are used in the subsequent chapter. The behavior of the polarizer in terms of Stokes parameters is also reported.

Chapter 2 is dedicated to the polarizer design. A polarizer stub configuration is chosen since its structure is suitable for platelet manufacturing. A detailed comparison is performed between the existing single-fold stub structure and the dual-fold stub configuration conceived in the doctoral program. It's proved that the performance required in the astrophysical experiments aimed at the detection of the CMB polarization can not be achieved through the SFS design as long as platelet manufacturing is concerned. Conversely, the DFS configuration proves to be applicable to this manufacturing process. Polarizer performances are reported for DFS designs with one, two and three stubs. Tolerance analysis are also reported in order to verify that the uncertainty in the manufacturing does not degrade significantly the component performance. Two prototypes have been developed and their mechanical accuracy has been verified using a 2 -axis non-contact measuring microscope. The electrical performance of the prototypes have been measured through a waveguide setup connected to a vector network analyzer operating in W band. The remarkable agreement between the measured and predicted results confirms the applicability of the polarizer desgin to the fabrication of polarimeter clusters operating in W band.

Chapter 3 is focused on the OMT design. In this chapter a broad-band turnstile junction layout is presented and the complete architecture of a W-band multilayer OMT is reported. The OMT configuration has been specifically designed in view of a platelet manufacturing based on wire EDM. Finally, measurements of the OMT electrical response, being in good agreement with the computed results, are reported.

In Chapter 4, the COM-EM-AT developed during the doctoral program is reported. The COM-EM-AT provides an integration among Matrix Laboratory Mathworks, Inc. (MATLAB ${ }^{\circledR}$ ) and a commercial EM tool, e.g. CST Micro Wave Studio Suite (CST-MWS) and Ansys HFSS (HFSS). This tool provides various features like the integration between in-house simulation tools and commercial EM tools and flexibility in terms of optimization, grid parametric analysis and post processing. These features are explained with the help of simple examples.

Chapter 5 is devoted to the Distributed Computing (DC) approach that, as an example, has been applied to the tolerance analysis of the polarizer described in Chapter 2. In order to speed-up the analysis the two MATLAB ${ }^{\circledR}$ toolboxes PCT and MDCST have been employed. Local computer cluster configuration, PCT and MDCST implementation details from the EM perspective along with the obtained
results are reported.
The whole research activity has been carried out in the AE\&ED group of the IEIIT that is a research structure of the CNR of Italy. All the component's performances have been measured in the IEIIT-CNR microwave laboratory located in the headquarters inside the main campus of Politecnico di Torino.

## Chapter 1

## Waveguide Polarizer Principles and Stokes Parameters

### 1.1 Introduction

A general scheme of correlation polarimeter for the evaluation of the Stokes parameters $Q_{m}$ and $U_{m}$ of a partially-polarized radiation is shown in Fig. 1.1. A key role in this scheme is represented by the polarizer that converts the two circular polarizations fields, incident at the antenna, into two mutual orthogonal linear polarizations which are subsequently split by the OMT. Finally, the Stokes parameters are computed by the Correlation Unit (CU). The polarizer features can be realized exploiting different configurations, one of the most common choice is the insertion of iris discontinuities along the waveguide (see Fig. 1.2) as reported in [18] and in [19]. The iris behaves differently for the two polarizations of the $\boldsymbol{T} \boldsymbol{E}_{11}$ mode. Indeed, the $T E_{11}$ mode polarized along $\hat{\mathbf{y}}$ gets a phase advancement with respect to the $\boldsymbol{T} E_{11}$ mode polarized along $\hat{\mathbf{x}}$. This fact is usually described as inductive and capacitive behavior of the discontinuity for the two polarizations of the incident field.

A polarizer has two physical ports but from an electrical point of view, if only the


Figure 1.1. General scheme of a dual-circular polarization correlation polarimeter.


Figure 1.2. Iris discontinuity in circular waveguide. The discontinuity behaves inductively for the $T E_{11}$ mode polarized along $\hat{\mathbf{y}}$ and capacitively for $T E_{11}$ mode polarized along $\hat{\mathbf{x}}$. This explains the "C" and "I" close to the $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ axes.
fundamental mode is considered, then four electrical ports are required in order to take into account the two polarizations of the fundamental mode. As a consequence, the relevant scattering matrix $\mathbf{S}$ is $4 \times 4$. The scattered field at the physical port 2 $\left(\mathbf{E}_{2}^{\text {scat }}=E_{x, 2}^{\text {scat }} \hat{\mathbf{x}}+E_{y, 2}^{\text {scat }} \hat{\mathbf{y}}\right)$ is related to the incident one $\mathbf{E}_{1}^{\text {inc }}=E_{x, 1}^{\text {inc }} \hat{\mathbf{x}}+E_{y, 1}^{\text {inc }} \hat{\mathbf{y}}$ at the physical port 1 by the scattering matrix block $\mathbf{S}_{21}$. In the ideal case where insertion losses and mutual coupling between the polarizations can be neglected, the matrix block $\mathbf{S}_{21}$ is diagonal and contains only phase shift terms. In particular, the scattered and incident fields components along $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ are related by:

$$
\left[\begin{array}{l}
E_{y, 2}^{s c a t} \\
E_{x, 2}^{s s a t}
\end{array}\right]=\left[\begin{array}{cc}
e^{j \varphi_{y}} & 0 \\
0 & e^{j \varphi_{x}}
\end{array}\right]\left[\begin{array}{c}
E_{y, 1}^{i n c} \\
E_{x, 1}^{i n c}
\end{array}\right]
$$

i.e.

$$
\begin{aligned}
& E_{y, 2}^{s c a t}=e^{j \varphi_{y}} E_{y, 1}^{i n c}, \\
& E_{x, 2}^{\text {seat }}=e^{j \varphi_{x}} E_{x, 1}^{\text {inc }}
\end{aligned}
$$

This means that a Left Hand Circular Polarization (LHCP) incident signal (i.e. $\left.\mathbf{E}_{1}^{\text {inc }}=(\hat{\mathbf{x}}+j \hat{\mathbf{y}}) / \sqrt{2}\right)$ generates a scattered field at the port 2, which is given as:

$$
\mathbf{E}_{2}^{s c a t}=\frac{1}{\sqrt{2}}\left(e^{j \varphi_{x}} \hat{\mathbf{x}}+j e^{j \varphi_{y}} \hat{\mathbf{y}}\right)=\frac{e^{j \varphi_{x}}}{\sqrt{2}}\left(\hat{\mathbf{x}}+j e^{j\left(\varphi_{y}-\varphi_{x}\right)} \hat{\mathbf{y}}\right)=\frac{e^{j \varphi_{x}}}{\sqrt{2}}\left(\hat{\mathbf{x}}+j e^{j \Delta \varphi} \hat{\mathbf{y}}\right)
$$

where $\Delta \varphi=\varphi_{y}-\varphi_{x}$.
If the polarizer is designed such that $\Delta \varphi=\pi / 2$ then $\mathbf{E}_{2}^{\text {scat }}$ is linear polarized along $\hat{\mathbf{v}}=(\hat{\mathbf{x}}-\hat{\mathbf{y}}) / \sqrt{2}$ direction. Similarly, a Right Hand Circular Polarization (RHCP) incident signal at the port 1 generates a scattered field at the port 2 that is linearly
polarized along $\hat{\mathbf{u}}=(\hat{\mathbf{x}}+\hat{\mathbf{y}}) / \sqrt{2}$. The OMT connected to the polarizer is rotated by $45^{\circ}$ with respect to the polarizer principal axes. In this way, the OMT output ports are proportional to $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ field components.

The example just considered here puts in evidence that the polarizer $\pi / 2$ phase difference between the inductive and capacitive polarizations is necessary for the correct work of the polarimeter chain.

### 1.2 Polarizer's Basis Definition and Matrix Relation

The brief discussion of the previous section has shown that the polarizer characteristics can be clearly described by exploiting three different set of basis:

- Principal direction basis
- Circular polarization basis
- Tilted polarization basis

Principal Direction Basis The principal direction basis is defined by $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ orthonormal unit vectors. They form the natural basis to describe the two polarizations ${ }^{1}$ of the fundamental $T E_{11}$ mode. The scattering matrix of the polarizer is computed in this basis.

Circular Polarization Basis The circular polarization basis is composed by the $\hat{\mathbf{e}}_{\mathbf{R}}$ and $\hat{\mathbf{e}}_{\mathbf{L}}$ orthonormal unit vectors. These vectors are related to the principal direction basis by the following equations:

$$
\left.\begin{array}{l}
\hat{\mathbf{e}}_{\mathrm{R}}=\frac{1}{\sqrt{2}}(\hat{\mathbf{x}}-j p \hat{\mathbf{y}})  \tag{1.1}\\
\hat{\mathbf{e}}_{\mathrm{L}}=\frac{1}{\sqrt{2}}(\hat{\mathbf{x}}+j p \hat{\mathbf{y}})
\end{array}\right\}
$$

Since the right and left circular polarizations definitions depend on the wave propagation direction $\hat{\mathbf{n}}$, we introduce the symbol $p$ to take into account both cases, i.e. $\hat{\mathbf{n}}= \pm \hat{\mathbf{z}}$. In particular $p$ is equal to:

$$
p=\left\{\begin{aligned}
-1 & \text { if } \hat{\mathbf{n}}=-\hat{\mathbf{z}} \\
1 & \text { if } \hat{\mathbf{n}}=+\hat{\mathbf{z}}
\end{aligned}\right.
$$

[^0]

Figure 1.3. Tilted polarization basis representation.

This basis is the natural basis to describe the incident (and scattered) field at the port 1 of the polarizer, i.e. the port connected to the antenna, as depicted in Fig. 1.1.

Tilted Polarization Basis The tilted polarization basis is composed by $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ orthonormal unit vectors. These vectors are related to $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ by the following equations (see Fig. 1.3):

$$
\left.\begin{array}{l}
\hat{\mathbf{u}}=\frac{1}{\sqrt{2}}(\hat{\mathbf{x}}+\hat{\mathbf{y}})  \tag{1.2}\\
\hat{\mathbf{v}}=\frac{1}{\sqrt{2}}(\hat{\mathbf{x}}-\hat{\mathbf{y}})
\end{array}\right\}
$$

This basis is the natural basis to describe the scattered (and incident) field at the port 2 of the polarizer, i.e. the port connected to the OMT, as depicted in Fig. 1.1.

### 1.2.1 Transformation Matrices for the Electric Field

The three different basis introduced in the previous section are necessary for the description of the polarizer characteristics. The purpose of this section is to derive the transformation matrices which relate the components of the electric field described in these three different basis. The electric field $\mathbf{E}$ in principal, circular and tilted polarization basis can be written as

$$
\begin{equation*}
\mathbf{E}=E_{x} \hat{\mathbf{x}}+E_{y} \hat{\mathbf{y}}=E_{R} \hat{\mathbf{e}}_{\mathrm{R}}+E_{L} \hat{\mathbf{e}}_{\mathbf{L}}=E_{u} \hat{\mathbf{u}}+E_{v} \hat{\mathbf{v}} \tag{1.3}
\end{equation*}
$$

The projection of Eq.( 1.3) with $\hat{\mathbf{e}}_{\mathbf{R}}$ permits to find the relation between $E_{R}$ and $E_{x}$ and $E_{y}$ :

$$
\begin{equation*}
E_{R}=\left\langle\mathbf{E}, \hat{\mathbf{e}}_{\mathbf{R}}\right\rangle=\frac{1}{\sqrt{2}}\left(j p E_{y}+E_{x}\right) \tag{1.4}
\end{equation*}
$$

similarly, the projection of $\mathbf{E}$ along $\hat{\mathbf{e}}_{\mathbf{L}}$ :

$$
\begin{equation*}
E_{L}=\left\langle\mathbf{E}, \hat{\mathbf{e}}_{\mathrm{L}}\right\rangle=\frac{1}{\sqrt{2}}\left(-j p E_{y}+E_{x}\right) \tag{1.5}
\end{equation*}
$$

Combining Eq.( 1.4) with (1.5), one obtains in matrix form:

$$
\left[\begin{array}{c}
E_{R} \\
E_{L}
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
j p & 1 \\
-j p & 1
\end{array}\right] \cdot\left[\begin{array}{l}
E_{y} \\
E_{x}
\end{array}\right]=\mathbf{T}_{p} \cdot\left[\begin{array}{l}
E_{y} \\
E_{x}
\end{array}\right]
$$

where

$$
\mathbf{T}_{p}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
j p & 1 \\
-j p & 1
\end{array}\right]
$$

Similarly by projecting $\mathbf{E}$ along $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ one obtains:

$$
\begin{align*}
E_{u} & =\langle\mathbf{E}, \hat{\mathbf{u}}\rangle=\frac{1}{\sqrt{2}}\left(E_{y}+E_{x}\right)  \tag{1.6}\\
E_{v} & =\langle\mathbf{E}, \hat{\mathbf{v}}\rangle=\frac{1}{\sqrt{2}}\left(-E_{y}+E_{x}\right) \tag{1.7}
\end{align*}
$$

Combining Eq.( 1.6) and ( 1.7):

$$
\left[\begin{array}{l}
E_{u} \\
E_{v}
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right] \cdot\left[\begin{array}{l}
E_{y} \\
E_{x}
\end{array}\right]=\mathbf{T} \cdot\left[\begin{array}{l}
E_{y} \\
E_{x}
\end{array}\right]
$$

where:

$$
\mathbf{T}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right]
$$

### 1.3 Polarizer Scattering Matrix

The polarizer analysis is performed in the principal direction basis, while its operative condition are naturally described considering the circular and tilted basis at the input physical port (1) and output physical port (2), respectively. It is, then, necessary to to derive the relation between the scattering matrices of the polarizer where these two different basis sets are employed.

The polarizer has two physical ports but four electrical ports are necessary to describe the different polarizations of the $\boldsymbol{T} \boldsymbol{E}_{11}$ mode. With reference to Fig. 1.1,


Figure 1.4. Polarizer scattering matrix in principal direction basis.
electrical port 1 and port 2 are connected to the feed antenna/horn whereas the electrical port 3 and port 4 are connected to the OMT. Using the principal polarization basis, we assume that electrical port 1 and 3 are related to $\hat{\mathbf{y}}$ direction while the electrical ports 2 and 4 are related to $\hat{\mathbf{x}}$ direction. Let $\mathbf{S}$ be the relevant $4 \times 4$ polarizer scattering matrix. For definition, by collecting the scattered and incident power waves in column vectors $\mathbf{b}$ and $\mathbf{a}$, respectively, we have:

$$
\mathbf{b}=\mathbf{S} \cdot \mathbf{a}
$$

where:

$$
\mathbf{b}=\left[\begin{array}{l}
b_{1}^{(1)} \\
b_{2}^{(x)} \\
b_{3}^{(x)} \\
b_{4}^{(x)}
\end{array}\right] \quad \mathbf{a}=\left[\begin{array}{l}
a_{1}^{(1)} \\
a_{2}^{(x)} \\
a_{3}^{(i)} \\
a_{4}^{(x)}
\end{array}\right]
$$

Here the superscripts are employed to emphasize the relevant polarization direction, as referred in Fig. 1.4.

The physical ports 1 and 2 can be described in the circular and tilted polarization basis, respectively. Let $\tilde{\mathbf{S}}$ be the $4 \times 4$ polarizer scattering matrix computed in this reference system. In particular the electrical ports 1 and 2 (which belong to physical port 1) would refer to right and left circular polarization basis, respectively, while the electrical ports 3 and 4 (which belong to physical port 2) refer to the $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ tilted polarization basis, respectively as referred in Fig. 1.5. By collecting the scattered and incident power waves in the column vectors $\tilde{\mathbf{b}}$ and $\tilde{\mathbf{a}}$, respectively, we obtain the following matrix relation:

$$
\tilde{\mathbf{b}}=\tilde{\mathbf{S}} \cdot \tilde{\mathbf{a}}
$$



Figure 1.5. Polarizer scattering matrix in circular and tilted basis.
where:

$$
\tilde{\mathbf{b}}=\left[\begin{array}{c}
\tilde{b}^{\left.()_{1}\right)} \\
\tilde{b}_{(L)}^{(L)} \\
\tilde{b}_{3}^{(u)} \\
\tilde{b}_{4}^{(v)}
\end{array}\right] \quad \tilde{\mathbf{a}}=\left[\begin{array}{c}
\tilde{a}_{1}^{\left.()_{1}\right)} \\
\tilde{a}_{(L)}^{(L)} \\
\tilde{a}_{(u)}^{(u)} \\
\tilde{a}_{4}^{(v)}
\end{array}\right]
$$

To get the relation between the $\tilde{\mathbf{S}}$ and $\mathbf{S}$ it is necessary to exploit matrices $\mathbf{T}_{p}$ and $\mathbf{T}$ introduced in section 1.2.1. The incident and scattered power waves in these two different polarization basis are indeed related by the following equations:

$$
\left[\begin{array}{c}
\tilde{a}_{1}^{(R)} \\
\tilde{a}_{2}^{(L)}
\end{array}\right]=\hat{\mathbf{T}}\left[\begin{array}{l}
a_{1}^{(\nu)} \\
a_{2}^{(x)}
\end{array}\right], \quad\left[\begin{array}{c}
\tilde{b}_{1}^{(R)} \\
\tilde{b}_{2}^{(L)}
\end{array}\right]=\check{\mathbf{T}}\left[\begin{array}{c}
b_{1}^{(\nu)} \\
b_{2}^{(x)}
\end{array}\right], \quad\left[\begin{array}{c}
\tilde{a}_{3}^{(\nu)} \\
\tilde{a}_{4}^{(v)}
\end{array}\right]=\mathbf{T}\left[\begin{array}{c}
a_{3}^{(\nu)} \\
a_{4}^{(x)}
\end{array}\right], \quad\left[\begin{array}{c}
\tilde{b}_{3}^{(\nu)} \\
\tilde{b}_{4}^{(\nu)}
\end{array}\right]=\mathbf{T}\left[\begin{array}{c}
b_{3}^{(\nu)} \\
b_{4}^{(x)}
\end{array}\right]
$$

where, for sake of notation clearness, $\hat{\mathbf{T}}=\mathbf{T}_{p}$ with $p=1$ and $\check{\mathbf{T}}=\mathbf{T}_{p}$ with $p=-1$.
In compact format

$$
\left.\begin{array}{rl}
\tilde{\mathbf{a}} & =\mathbf{P}_{a} \cdot \mathbf{a} \\
\tilde{\mathbf{b}} & =\mathbf{P}_{b} \cdot \mathbf{b}
\end{array}\right\}
$$

i.e.:

$$
\left.\begin{array}{l}
\mathbf{a}=\left(\mathbf{P}_{a}\right)^{-1} \cdot \tilde{\mathbf{a}}  \tag{1.8}\\
\mathbf{b}=\left(\mathbf{P}_{b}\right)^{-1} \cdot \tilde{\mathbf{b}}
\end{array}\right\}
$$

where

$$
\mathbf{P}_{a}=\left[\begin{array}{ll}
\hat{\mathbf{T}} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}
\end{array}\right] \quad \mathbf{P}_{b}=\left[\begin{array}{cc}
\check{\mathbf{T}} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}
\end{array}\right]
$$

Finally from the relation

$$
\mathbf{b}=\mathbf{S} \cdot \mathbf{a}
$$

by substituting Eq.(1.8) we obtain:

$$
\begin{aligned}
\left(\mathbf{P}_{b}\right)^{-1} \cdot \tilde{\mathbf{b}} & =\mathbf{S} \cdot\left(\mathbf{P}_{a}\right)^{-1} \cdot \tilde{\mathbf{a}} \\
\tilde{\mathbf{b}} & =\underbrace{\mathbf{P}_{b} \cdot \mathbf{S} \cdot\left(\mathbf{P}_{a}\right)^{-1}}_{\tilde{\mathbf{S}}} \cdot \tilde{\mathbf{a}}
\end{aligned}
$$

where

$$
\tilde{\mathbf{S}}=\mathbf{P}_{b} \cdot \mathbf{S} \cdot\left(\mathbf{P}_{a}\right)^{-1}
$$

By partitioning the scattering matrices $\tilde{\mathbf{S}}$ in the standard $2 \times 2$ block division, one obtains:

$$
\tilde{\mathbf{S}}=\left[\begin{array}{c:c}
\tilde{\mathbf{S}}_{11} & \tilde{\mathbf{S}}_{12} \\
\tilde{\mathbf{S}}_{21} & \tilde{\mathbf{S}}_{22}
\end{array}\right]
$$

where

$$
\begin{aligned}
& \tilde{\mathbf{S}}_{11}=\mathbf{T} \mathbf{S}_{11}(\hat{\mathbf{T}})^{-1} \\
& \tilde{\mathbf{S}}_{12}=\overleftarrow{\mathbf{T}} \mathbf{S}_{12} \mathbf{T}^{-1} \\
& \tilde{\mathbf{S}}_{21}=\mathbf{T} \mathbf{S}_{21}(\hat{\mathbf{T}})^{-1} \\
& \tilde{\mathbf{S}}_{22}=\mathbf{T} \mathbf{S}_{22} \mathbf{T}^{-1}
\end{aligned}
$$

The explicit computation of the matrices product is reported in appendix A.2.

### 1.4 Polarizer Figure-of-Merits

For a designer point of view, any microwave device has to guarantee a very low reflection coefficient at the input ports. This means that the $\mathbf{S}_{11}$ and $\mathbf{S}_{22}$ blocks of the overall polarizer scattering matrix $\mathbf{S}$ has to be minimized. Moreover, in order to guarantee the desired conversion, other requirements has to be taken into account. For the reader convenience they are listed below and discussed in detail in the following subsections.

- Cross Polarization in Transmission (XPT)
- Axial Ratio (AR)
- Cross Polarization in Reflection (XPR)
- Differential Phase Shift


Figure 1.6. Circular and tilted polarization basis.

### 1.4.1 Cross Polarization in Transmission (XPT)

The main goal of the polarizer is to convert the incident right/left circular polarization(i.e. $\hat{\mathbf{e}}_{\mathbf{R}} / \hat{\mathbf{e}}_{\mathbf{L}}$ ) in one of the two tilted(i.e. $\left.\hat{\mathbf{u}} / \hat{\mathbf{v}}\right)$ linear polarizations. With reference to Fig. 1.6, the input right (left) circular polarization should be totally converted to the output $\hat{\mathbf{u}}(\hat{\mathbf{v}})$ linear polarization component. The spurious coupling represents the cross-polarization term while the direct contribution is called co-polar term. The XPT is the ratio between the cross-polar and co-polar components. It is useful to derive the expression of XPT as a function of the scattering matrix elements $\mathbf{S}$. The generic expression of the incident electric field at the input port 1 expressed in circular basis is given as:

$$
\mathbf{E}_{1}^{i n c}=E_{R} \hat{\mathbf{e}}_{\mathbf{R}}+E_{L} \hat{\mathbf{e}}_{\mathbf{L}}
$$

Then the relevant scattered electric field at port 2 is given as:

$$
\begin{equation*}
\mathbf{E}_{2}^{\text {scat }}=\left(E_{R} \tilde{S}_{31}+E_{L} \tilde{s}_{32}\right) \hat{\mathbf{u}}+\left(E_{R} \tilde{S}_{41}+E_{L} \tilde{S}_{42}\right) \hat{\mathbf{v}} \tag{1.9}
\end{equation*}
$$

If, for instance, the input incident field at the port 1 is only RHCP (i.e. $E_{L}=0$ ) then the Eq. (1.9) reduces to:

$$
\mathbf{E}_{2}^{\text {scat }}=E_{R} \tilde{s}_{31} \hat{\mathbf{u}}+E_{R} \tilde{\tilde{s}}_{41} \hat{\mathbf{v}}
$$

In this case the $E_{c o}$ and $E_{\times p}$ components are those directed along $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$, respectively, i.e.:

$$
\begin{aligned}
E_{c o} & =E_{R} \tilde{s}_{31} \\
E_{\times p} & =E_{R} \tilde{s}_{41}
\end{aligned}
$$

Since the XPT is the ratio between $\boldsymbol{E}_{\times p}$ and $\boldsymbol{E}_{c o}$ we have:

$$
\begin{equation*}
\mathrm{XPT}=\frac{E_{\times p}}{E_{c o}}=\frac{E_{R} \tilde{s}_{41}}{E_{R} \tilde{S}_{31}}=\frac{\tilde{s}_{41}}{\tilde{s}_{31}}=\frac{\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)}{\left(s_{42}+s_{32}\right)-j\left(s_{31}+s_{41}\right)} \tag{1.10}
\end{equation*}
$$

where the last equivalence comes out from the expression of $\tilde{S}_{31}$ and $\tilde{s}_{41}$ as a function of the scattering matrix elements $\left(s_{i, j}\right)$ (see Appendix A.2).

In the ideal case of perfect polarizer symmetry, the cross coupling between the principal polarizations can be neglected (i.e. $s_{32}=s_{41}=0$ ), Eq. (1.10) reduces to:

$$
\begin{equation*}
\mathrm{XPT}=\frac{s_{42}+j s_{31}}{s_{42}-j s_{31}} \tag{1.11}
\end{equation*}
$$

From Eq.( 1.11 ) we can derive the condition that is necessary to minimize the XPT. For this purpose we manage the expression as it follows:

$$
\mathrm{XPT}=\frac{1+j \frac{s_{31}}{s_{42}}}{1-j \frac{s_{31}}{s_{42}}}=\frac{1+\left|\frac{s_{31}}{s_{42}}\right| e^{j\left(\angle \angle s_{31}-\angle s_{42}+\pi / 2\right)}}{1-\left|\frac{s_{31}}{s_{42}}\right| e^{j\left(\angle s_{31}-\angle s_{42}+\pi / 2\right)}}
$$

The XPT is then exactly zero when $\left|\frac{s_{31}}{s_{42}}\right| e^{j\left(\angle \Delta_{31}-\angle s_{42}+\pi / 2\right)}=-1$ i.e. when

$$
\begin{aligned}
\left|\frac{s_{31}}{s_{42}}\right| & =1 \\
\angle s_{31}-\angle s_{42} & =\pi / 2
\end{aligned}
$$

An equivalent definition of XPT can be obtained by considering the polarizer in transmitter mode. For instance, let us consider an incident electric field polarized along $\hat{\mathbf{u}}$ at the physical port 2 (i.e. $\mathbf{E}_{2}^{i n c}=E_{u} \hat{\mathbf{u}}$ ). Then the scattered field at port 1 is given as:

$$
\mathbf{E}_{1}^{s c a t}=E_{u} \tilde{S}_{13} \hat{\mathbf{e}}_{\mathbf{R}}+E_{u} \tilde{s}_{23} \hat{\mathbf{e}}_{\mathbf{L}}
$$

where the terms $E_{u} \tilde{S}_{11} \hat{\mathbf{e}}_{\mathbf{R}}$ and $E_{u} \tilde{S}_{23} \hat{\mathbf{e}}_{\mathbf{L}}$ are the co-polar and cross-polar components of the scattered field. Then the XPT is given as:

$$
\begin{equation*}
\mathrm{XPT}=\frac{\tilde{s}_{23}}{\tilde{s}_{13}}=\frac{s_{23}+s_{24}+j\left(s_{13}+s_{14}\right)}{s_{23}+s_{24}-j\left(s_{13}+s_{14}\right)} \tag{1.12}
\end{equation*}
$$

If the polarizer is reciprocal, then the scattering terms $s_{i, j}$ are equal to $s_{j, i}$ and the Eq.( 1.12 ) coincides to Eq.( 1.10). Similar expression can be derived by considering an incident electric field polarized along $\hat{\mathbf{v}}$.

### 1.4.2 Axial Ratio (AR)

The Axial Ratio (AR) is an other way to define the polarization purity of the polarizer. It is defined as the ratio between the major and minor axes of the polarization ellipse of the electric field. From this definition it is clear that in the case of perfect circularly polarized signal the $\mathrm{AR}=1$, for the generic case of elliptic polarization $\mathrm{AR}>1$ and, finally, AR tends to $+\infty$ for the linear polarization case.

An incident field at the physical port 2 of the polarizer directed along $\hat{\mathbf{u}}$ (i.e. $\left.\mathbf{E}_{2}^{i n c}=E_{u} \hat{\mathbf{u}}\right)$ produces a scattered field at physical port 1 equal to

$$
\mathbf{E}_{1}^{s c a t}=E_{u} \tilde{s}_{13} \hat{\mathbf{e}}_{\mathbf{R}}+E_{u} \tilde{s}_{23} \hat{\mathbf{e}}_{\mathbf{L}}=\left(\tilde{s}_{13} \hat{\mathbf{e}}_{\mathbf{R}}+\tilde{s}_{23} \hat{\mathbf{e}}_{\mathrm{L}}\right) E_{u}
$$

The major and minor axes of the polarization ellipse of the electric field occur when the two components ${ }^{2}$ are in phase and in counter-phase, respectively. Then, the AR is equal to:

$$
\mathrm{AR}=\frac{\left|\tilde{s}_{13}\right|+\left|\tilde{s}_{23}\right|}{\left|\tilde{s}_{13}\right|-\left|\tilde{s}_{23}\right|}=\frac{1+\left|\tilde{s}_{23}\right| /\left|\tilde{s}_{13}\right|}{1-\left|\tilde{s}_{23}\right| /\left|\tilde{s}_{13}\right|}=\frac{1+|\mathrm{XPT}|}{1-|\mathrm{XPT}|}
$$

Note that XPT is equal to zero means AR equal to one (i.e. circular polarization). On the contrary when XPT tends to one then AR tends to $+\infty$.

### 1.4.3 Cross Polarization in Reflection (XPR)

The XPR is a measure of the coupling between the $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ components of the received field at the physical port 2 where a spurious contribution (reflected by the OMT or by the CU) impinge on this port of the polarizer. This mutual coupling between the $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ components has to be minimized since it deteriorates the Stokes parameters determination.

The ratio between the scattered field along $\hat{\mathbf{v}}$ when an incident filed along $\hat{\mathbf{u}}$ impinge at the port 2 is given as:

$$
\mathrm{XPR}=\frac{E_{v}^{\text {scat }}}{E_{u}^{\text {inc }}}=\tilde{s}_{43}=\frac{1}{2}\left(s_{44}-s_{33}+s_{43}-s_{34}\right)
$$

If the polarizer is reciprocal (i.e. $s_{34}=s_{43}$ ) it reduces to:

$$
\begin{equation*}
\mathrm{XPR}=\frac{1}{2}\left(s_{44}-s_{33}\right) \tag{1.13}
\end{equation*}
$$

We need to consider an other cross-coupling term, i.e. the cross coupling at the physical port 1 between the right and left incident circular polarization. From the scattering matrix definition it is is equal to $\tilde{s}_{21}$ i.e. $\frac{1}{2}\left(s_{11}+s_{22}+j\left(s_{12}-s_{21}\right)\right)$. If the polarizer is reciprocal (i.e. $\left.s_{12}=s_{21}\right)$, then $\tilde{s}_{21}$ reduces to $\frac{1}{2}\left(s_{11}+s_{22}\right)$. The XPR is then minimized by reducing the difference $s_{33}-s_{44}$ and the sum $s_{11}+s_{22}$.
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### 1.4.4 Differential Phase Shift

In order to obtain a low level in XPT, polarizer should provide $90^{\circ}$ differential phase shift between its inductive and capacitive transmission coefficient as it is discuss in the introductory paragraph of this chapter. Hence differential phase shift is defined as

$$
\Phi=\angle \frac{s_{31}}{s_{42}}=\angle s_{31}-\angle s_{42}
$$

where $s_{31}$ and $s_{42}$ has the usual meaning as depicted in Fig. 1.4.
There are some other derived terms from differential phase shift which really help to synthesize the design. These derived terms are described below.

Average Differential Phase Shift as it is obvious from its name, is the average of the differential phase shift between the inductive and capacitive transmission coefficient in the operative frequency band. It is defined as

$$
\begin{equation*}
\bar{\Phi}=\operatorname{mean}_{\Delta \omega}\{\Phi(\omega)\} \tag{1.14}
\end{equation*}
$$

In Eq. (1.14) $\Delta \omega$ indicate the operative bandwidth.
Absolute Differential Phase Error is measure the absolute deviation of $\Phi$ from the reference phase value. In Eq.( 1.15) the reference phase value is defined as the average differential phase shift in the operative band whereas in Eq. (1.16) the reference phase value is set to the $90^{\circ}$

$$
\begin{align*}
\Delta \Phi & =\max _{\Delta \omega}|\Phi(\omega)-\bar{\Phi}|  \tag{1.15}\\
\Delta \Phi & =\max _{\Delta \omega}\left|\Phi(\omega)-90^{\circ}\right| \tag{1.16}
\end{align*}
$$

Relative Differential Phase Error is the ratio between the absolute differential phase error and the average differential phase shift. It measure the uncertainty in the $\Phi$ relative to the reference phase value. It is defined as

$$
\epsilon_{\Delta \Phi}=\left|\frac{\Delta \Phi}{\bar{\Phi}}\right| \times 100
$$

### 1.5 Stokes Parameters

As well known, in time domain the generic expression of the transverse electric field in the $\mathbf{x}-\mathrm{y}$ plane is:

$$
\mathscr{E}(t)=\mathscr{E}_{x} \cos \left(\omega_{0} t+\varphi_{x}\right) \hat{\mathbf{x}}+\mathscr{E}_{y} \cos \left(\omega_{0} t+\varphi_{y}\right) \hat{\mathbf{y}}
$$

where $\mathscr{E}_{x}$ and $\mathscr{E}_{y}$ are the amplitude of the $x$ and $y$ components, respectively. In the frequency domain, with the $e^{+j \omega t}$ time convention, the previous equation reads as

$$
\mathbf{E}=E_{x} \hat{\mathbf{x}}+E_{y} \hat{\mathbf{y}}
$$

If circular polarization is considered the previous expression becomes

$$
\mathbf{E}=E_{L} \hat{\mathbf{e}}_{\mathrm{L}}+E_{R} \hat{\mathbf{e}}_{\mathbf{R}}
$$

where $\hat{\mathbf{e}}_{\mathrm{L}}$ and $\hat{\mathbf{e}}_{\mathrm{R}}$ are the unit vectors for the left and right circular polarization, respectively. The Stokes parameters represent a standard way to describe the polarization state of a signal. Referring to the linear component of the signal, they are defined as ${ }^{3}$

$$
\begin{array}{rrr}
I & \left.=\left.\langle | E_{x}\right|^{2}+\left|E_{y}\right|^{2}\right\rangle \\
Q & \left.=\left.\langle | E_{x}\right|^{2}-\left|E_{y}\right|^{2}\right\rangle  \tag{1.17}\\
U & =r \mathfrak{R}\left\langle E_{x} E_{y}^{*}\right\rangle \\
V & = & -2 \mathfrak{T}\left\langle E_{x} E_{y}^{*}\right\rangle
\end{array}
$$

where the superscript $*$ denotes the complex conjugate while $<\ldots>$ represents the average value in the operative frequency band.

The Stokes parameters are related by the classical formula:

$$
\begin{equation*}
I^{2}=Q^{2}+U^{2}+V^{2} \tag{1.18}
\end{equation*}
$$

The term $\mathbf{I}$ is the total intensity of the signal, $\mathbf{Q}$ represents the amount of linear (horizontal/vertical) polarization, $\mathbf{U}$ describes the amount of linear $\pm 45^{\circ}$ tilted polarization, finally $\mathbf{V}$ quantifies the amount of left hand or right hand circular polarizations. It is easy to prove that for a linearly polarizer signal $V=0$, whereas for a circular polarized signal $Q=U=0$ while $V= \pm 1$. In the more general case of an elliptical polarization, all the Stokes parameters are different from zero. Note that in the case of unpolarized signal the average values of $E_{x}$ and $E_{y}$ are identical and there is no correlation between them. Therefore $Q, V$ and $U$ are zero.

In the correlation radiometer scheme shown in Fig 1.1, on page 5, the system works in circular polarization basis, for which the Stokes parameters assume the following expressions:

$$
\begin{array}{rrr}
I & \left.=\left.\langle | E_{L}\right|^{2}+\left|E_{R}\right|^{2}\right\rangle \\
Q & = & 2 \Re\left\langle E_{L} E_{R}^{*}\right\rangle  \tag{1.19}\\
U & = & -2 \Im\left\langle E_{L} E_{R}^{*}\right\rangle \\
V & = & \left.\left.\langle | E_{L}\right|^{2}-\left|E_{R}\right|^{2}\right\rangle
\end{array}
$$
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Figure 1.7. Incident signal on the polarizer and its propagation along the Or-tho-Mode Transducer (OMT) and the Waveguide Correlation Unit (WCU) for the computation of the Stokes parameters $Q_{m}$ and $U_{m}$.

### 1.6 Stokes Parameter's Formulation for Polarizer

In order to derive the effect of the polarizer on the Stokes parameters of the signals entering at physical port(1) and exiting from physical port(2), let us consider a generic incident field at the port 1 of the polarizer, as referred in Fig. 1.7:

$$
\mathbf{E}_{1}^{i n c}=E_{R} \hat{\mathbf{e}}_{\mathbf{R}}+E_{L} \hat{\mathbf{e}}_{\mathbf{L}}
$$

By exploiting the scattering matrix notation, the scattered field at the port 2 is equal to:

$$
\mathbf{E}_{2}^{s c a t}=\left(E_{R} \tilde{s}_{31}+E_{L} \tilde{S}_{32}\right) \hat{\mathbf{u}}+\left(E_{R} \tilde{S}_{41}+E_{L} \tilde{S}_{42}\right) \hat{\mathbf{v}}=E_{u} \hat{\mathbf{u}}+E_{v} \hat{\mathbf{v}}
$$

where

$$
\begin{aligned}
& E_{u}=E_{R} \tilde{S}_{31}+E_{L} \tilde{s}_{32}=\frac{E_{R}}{2}\left[\left(s_{42}+s_{32}\right)-j\left(s_{31}+s_{41}\right)\right]+\frac{E_{L}}{2}\left[\left(s_{42}+s_{32}\right)+j\left(s_{31}+s_{41}\right)\right] \\
& E_{v}=E_{R} \tilde{s}_{41}+E_{L} \tilde{s}_{42}=\frac{E_{R}}{2}\left[\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)\right]+\frac{E_{L}}{2}\left[\left(s_{42}-s_{32}\right)-j\left(s_{31}-s_{41}\right)\right]
\end{aligned}
$$

We want to evaluate the Stokes parameters $Q_{m}$ and $U_{m}$ at the output port 2 as a function of the incident ones. The relation would put in evidence the effect of the polarizer and would show the figures of merit which has to be optimized in the design procedure.
Since $Q_{m}=2 \mathfrak{R}\left\{E_{v} E_{u}^{*}\right\}$ and $U_{m}=-2 \mathfrak{F}\left\{E_{v} E_{u}^{*}\right\}$, let us consider the product $2 E_{v} E_{u}^{* 4}$ :

$$
\begin{align*}
& 2 E_{v} E_{u}^{*}=\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}\right) Q+\left(\boldsymbol{R}\left\{s_{41} s_{42}^{*}\right\}-\mathfrak{R}\left\{s_{31} s_{32}^{*}\right\}\right) U \\
& +\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}\right) I+\left(-\mathfrak{T}\left\{s_{41} 1_{42}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{32}^{*}\right\}\right) V  \tag{1.20}\\
& +\quad j\left(\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right) Q+j\left(\mathfrak{J}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{\Im}\left\{s_{32} s_{41}^{*}\right\}\right) U \\
& +\quad j\left(\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}-\mathfrak{F}\left\{s_{31} s_{41}^{*}\right\}\right) I-j\left(\mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{R}\left\{s_{32} s_{41}^{*}\right\}\right) V
\end{align*}
$$

[^3]where $Q, U, V$ and $I$ are the input Stokes parameters as defined in Eq.( 1.17). From Eq. (1.20) we obtain
\[

$$
\begin{array}{cccc}
Q_{m}= & \frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}\right) Q & +\left(\mathfrak{R}\left\{s_{41} s_{42}^{*}\right\}-\mathfrak{R}\left\{s_{31} s_{32}^{*}\right\}\right) U \\
+ & \frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}\right) I & +\left(-\mathfrak{F}\left\{s_{41} s_{42}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{32}^{*}\right\}\right) V  \tag{1.21}\\
U_{m}= & -\left(\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{41}^{*}\right\}\right) Q & +\left(\mathfrak{S}\left\{s_{32} s_{41}^{*}\right\}-\mathfrak{J}\left\{s_{42} s_{31}^{*}\right\}\right) U \\
+ & \left(-\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{T}\left\{s_{31} s_{41}^{*}\right\}\right) I & +\left(\mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{R}\left\{s_{32} s_{41}^{*}\right\}\right) V
\end{array}
$$
\]

In matrix form:

$$
\begin{align*}
{\left[\begin{array}{c}
Q_{m} \\
U_{m}
\end{array}\right] } & =\left[\begin{array}{cc}
\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}\right) & \mathfrak{R}\left\{s_{41} s_{42}^{*}\right\}-\mathfrak{R}\left\{s_{31} s_{32}^{*}\right\} \\
-\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}-\mathfrak{J}\left\{s_{31} s_{41}^{*}\right\} & \mathfrak{J}\left\{s_{32} s_{41}^{*}\right\}-\mathfrak{S}\left\{s_{42}^{*}\right\}
\end{array}\right] \cdot\left[\begin{array}{c}
Q \\
U
\end{array}\right]  \tag{1.22}\\
& +\left[\begin{array}{cc}
\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}\right) & -\mathfrak{\Im}\left\{s_{41} s_{42}^{*}\right\}+\mathfrak{F}\left\{s_{31} s_{32}^{*}\right\} \\
-\mathfrak{T}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{41}^{*}\right\} & \mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{R}\left\{s_{32} s_{41}^{*}\right\}
\end{array}\right] \cdot\left[\begin{array}{c}
I \\
V
\end{array}\right]
\end{align*}
$$

The previous expression put in evidence that the received $Q_{m}$ and $U_{m}$ are not only proportional to $Q$ and $U$ but they are a linear combination, in general, of all the incident ones. In order to obtain a compact form of Eq. ( 1.22), we define two matrices $\mathbf{H}$ and $\mathbf{K}$ :

$$
\mathbf{H}=\left[\begin{array}{ll}
H_{Q Q} & H_{Q U}  \tag{1.23}\\
H_{U Q} & H_{U U}
\end{array}\right]
$$

where:

$$
\begin{aligned}
H_{Q Q} & =\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}\right) \\
H_{Q U} & =\mathfrak{R}\left\{s_{41} s_{42}^{*}\right\}-\mathfrak{R}\left\{s_{31} s_{32}^{*}\right\} \\
H_{U Q} & =-\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}-\mathfrak{J}\left\{s_{31} s_{41}^{*}\right\} \\
H_{U U} & =\mathfrak{S}\left\{s_{32} s_{41}\right\}-\mathfrak{T}\left\{s_{42} s_{31}^{*}\right\}
\end{aligned}
$$

and

$$
\mathbf{K}=\left[\begin{array}{ll}
K_{O I} & K_{O I}  \tag{1.24}\\
K_{U I} & K_{U V}
\end{array}\right]
$$

where:

$$
\begin{aligned}
K_{Q I} & =\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}\right) \\
K_{Q V} & =-\mathfrak{S}\left\{s_{41} s_{42}^{*}\right\}+\mathfrak{\Im}\left\{s_{31} s_{32}^{*}\right\} \\
K_{U I} & =-\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\} \\
K_{U V} & =\mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{R}\left\{s_{32}^{*}\right\}
\end{aligned}
$$

Then Eq.(1.22) becomes

$$
\left[\begin{array}{l}
Q_{m}  \tag{1.25}\\
U_{m}
\end{array}\right]=\mathbf{H} \cdot\left[\begin{array}{l}
Q \\
U
\end{array}\right]+\mathbf{K} \cdot\left[\begin{array}{c}
I \\
V
\end{array}\right]
$$

From Eq.(1.25) it is clear that the $Q_{m}$ and $U_{m}$ are affected by the other stokes parameters $I$ and $V$ through the matrix $\mathbf{K}$. Ideally the elements of this matrix should be zero and this can be achieved as proposed in [21], so in this way $Q_{m}$ and $U_{m}$ will not be contaminated from $I$ and $V$. Moreover we would like to have $Q_{m}=Q$ and $U_{m}=U$, i.e. the matrix $\mathbf{H}$ equal to the identity one.

In the case of perfect symmetry of th polarizer such that the cross coupling among electrical ports 1 and 4 or among electrical ports 2 and 3 in the principal basis can be neglected (i.e. $s_{41}=s_{32}=0$ ), Eq.( 1.22) reduces to:

$$
\begin{align*}
{\left[\begin{array}{l}
Q_{m} \\
U_{m}
\end{array}\right] } & =\left[\begin{array}{cc}
\frac{1}{2}\left(\left|s_{42}\right|^{2}+\left|s_{31}\right|^{2}\right) & 0 \\
0 & -\Im\left\{s_{42} s_{31}^{*}\right\}
\end{array}\right] \cdot\left[\begin{array}{l}
Q \\
U
\end{array}\right] \\
& +\left[\begin{array}{cc}
\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{31}\right|^{2}\right) & 0 \\
0 & \mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}
\end{array}\right] \cdot\left[\begin{array}{l}
I \\
V
\end{array}\right] \tag{1.26}
\end{align*}
$$

From Eq.( 1.26) it is clear that matrix $\mathbf{K}$ is equal to zero when $\left|s_{42}\right|=\left|s_{31}\right|$ and the product $s_{42} s_{31}^{*}=\left|s_{42}\right|\left|s_{31}\right| e^{j\left(\angle s_{42}-\angle s_{31}\right)}$ is purely imaginary, i.e. $\angle s_{42}-\angle s_{31}=(2 n+1) \pi / 2$. This means the magnitude difference of the transmission terms $s_{42}$ and $s_{31}$ affects the $Q_{m}$, while the phase difference $\angle s_{42}-\angle s_{31}$ acts on $U_{m}$.

## Chapter 2

## Polarizer Design

### 2.1 Introduction

The CMBR is an electromagnetic radiation that fills the Universe. In principle, the polarization of the CMBR could be measured by means of one single polarimeter. As a matter of fact, since the incoming radiation is quite faint, arrays of polarimeters are currently used in order to increase instrument sensitivity. Recent astrophysical experiments based on arrays of polarimeters aimed at the detection of the CMBR polarization state are QUIET [6], LSPE [7] and QUIJOTE [8, 9]. The measurement accuracy mainly depends on the performance of the polarimeter's building blocks, e.g. antennas, polarizers, OMTs and LNAs. Since arrays containing tens or hundreds of polarimeters are used for CMBR measurement, the manufacturing of each polarimeter building block should be compatible with a large-scale production.

In this chapter, a novel design of the polarizer is proposed. As described in the previous chapter, the principle of the polarizer is to provide $\frac{\pi}{2}$ differential phase $\operatorname{shift}(\Phi)$ between its inductive and capacitive transmission coefficient. This goal can be achieved in various manners for wide or narrow frequency band. For instance circular-rectangular waveguide polarizer [22], grooved circular waveguide polarizer [23], polarizer via optimum iris concept [18], circular ridged waveguide polarizer [24] and polarizer by means of elliptical irises design with an hierarchical optimization approach [19] can be found in the indicated literature. Corrugated circular-rectangular waveguide polarizer, grooved circular waveguide polarizers, ridge circular waveguide polarizers and circular waveguide polarizers with optimum-iris-set are reported in figure 2.1 (a), (b), (c) and (d) respectively. An efficient tool is reported in [25] in order to design a polarizer by employing irises.


Figure 2.1. Various kind of waveguide polarizers. (a) Corrugated circular-rectangular waveguide polarizer. (b) Grooved circular waveguide polarizer. (c) Ridge circular waveguide polarizer. (d) Circular waveguide polarizer with optimum-iris-set. (All designs are not scaled).

In [22] quasi-stub and in [23] stub polarizers are proposed. The main advantage of the stub polarizer configuration is related to its simple design, compactness and low weight. In principle, one of the benefits of the stub configuration with respect to the iris one is the low reflection coefficient and insertion loss introduced by a single stub. As a consequence, the structure is less sensitive to mechanical tolerance. Since stub polarizers have a symmetrical structure, it also avoids the excitation of higher order modes. In addition to that, the use of platelet technology by wire spark erosion technique makes this solution particularly suitable for mass production.

In the present chapter we consider the design of a W-band polarizer operating at $[85,104] \mathrm{GHz}$. The polarizer waveguide is set to be circular in order to avoid the employment of transitions for the connection, on one side, with the horn antenna and, on the other side, with the OMT. We start by considering the configuration proposed
in [23] putting in evidence the limits of this solution if platelet technology manufacturing is considered. Subsequently, a new configuration is introduced, discussed and applied to the design of a high performance polarizer. An extensive sensitivity analysis has been carried out in order to show the applicability of the platelet technology to the design under consideration. Two prototypes have been manufactured. Their geometry has been validated by means of a dedicated microscope. Finally, they have been measured by a Vector Network Analyzer (VNA) confirming the validity of the proposed configuration. The performances are reported in the last section of this chapter.

The device has been analyzed exploiting a Spectral-Element Method (SEM) [26] code whose MATLAB ${ }^{\circledR}$ [27] version has been parallelized as explained in chapter 5. The results have been validated by comparison with the two commercial softwares Ansys HFSS (HFSS) [28] and CST Micro Wave Studio Suite (CST-MWS) [29].

### 2.2 Single-Fold-Stub (SFS) Polarizer

The idea of a SFS solution ([23]) is to insert a symmetric stub along one of the principal axis of the circular waveguide as shown in Fig. 2.2. The stub produces a different behavior between the two polarizations ${ }^{1}$ of the $T E_{11}$ mode. In particular the stub height $h$ affects considerably the horizontal polarization while leaves unperturbed the vertical one. This fact is verified by considering Fig. 2.3 where the critical constants $k_{t}^{V}$ and $k_{t}^{H}$ for the vertical and horizontal polarizations of the $T E_{11}$-like modes of the stub cross-section are reported as a function of the height $h$. In the plot the circular waveguide diameter $D$ and the stub width $w$ are fixed and equal to 2.62 mm and 1 mm , respectively. As shown in the Fig. 2.3, while the vertical polarization critical constant $k_{t}^{V}$ is almost unperturbed ${ }^{2}$ as $h$ varies, the horizontal one $k_{t}^{H}$ decreases monotonically as a function of $h$. As a consequence the horizontal polarization propagate in delay with respect the vertical one. This analysis shows that the stub has a capacitive behavior for the horizontal polarization and an inductive for the vertical polarization. In order to avoid confusion, hereafter we refer the $\boldsymbol{T} \boldsymbol{E}_{11}$ polarizations as capacitive and inductive. The desirable feature of employment platelet technology for the polarizer fabrication in order to reduce the costs in perspective of mass production, force to use layers of the same thickness. Among the available commercial values, 3 mm thickness layers are a good compromise between manufacture robustness and overall weight of the device. Also from an electrical point of view this choice is promising, since in the W-band the free-space
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Figure 2.2. Geometry and relevant parameters of a Single-Fold-Stub (SFS).


Figure 2.3. Critical constants $k_{t}^{V}$ and $k_{t}^{H}$ for the vertical and horizontal polarizations of the $T E_{11}$-like modes in the stub cross-section as a function of the height $h$. In the plot the circular waveguide diameter $D$ and the stub width $w$ are fixed and equal to 2.62 mm and 1 mm , respectively.
wavelength is almost 3 mm and, hence, higher-order mode interaction in the cavity formed by two subsequent stubs is negligible.

The desired $90^{\circ}$ differential phase shift among the two polarizations can be obtained by using one or a cascade of SFS. As discussed in the introduction, the common circular waveguide diameter is fixed and equal to 2.62 mm . The design parameters are then the width $w$ and heights $h$ of the stubs. These can be determined by exploiting the design maps reported in Fig. 2.4-2.7 that show, as a function of the $w$ and $h$, the average differential phase shift $(\bar{\Phi})$, the reflection coefficients for the


Figure 2.4. Average differential phase shift $(\bar{\Phi})$ between the two $T E_{11}$ mode polarizations as a function of the width $(w)$ and height $(h)$ for only one SFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray area represents the forbidden region.
inductive $\left(s_{11}^{(I)}\right)$ and capacitive $\left(s_{11}^{(C)}\right)$ polarizations and the relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$. The plots refer to the operative frequency band under consideration, i.e. $[85,104] \mathrm{GHz}$. For manufacture feasibility, the width $w$ has to be greater or equal to 1 mm . There are in the plots, some parts where SFS width $(w)$ do not satisfy this requirement therefore it is labeled as forbidden region and highlighted by a gray color. This choice would be taken into account in all the designs proposed in this thesis.


Figure 2.5. Maximum reflection coefficient for the inductive polarization $\left(s_{11}^{(I)}\right)$ as a function of the width $(w)$ and height $(h)$ for only one SFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray area represents the forbidden region. The black dash lines indicate the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ and $45^{\circ}$, respectively (see Fig. 2.4).


Figure 2.6. Maximum reflection coefficient for the capacitive polarization $\left(s_{11}^{(C)}\right)$ as a function of the width $(w)$ and height $(h)$ for only one SFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray area represents the forbidden region. The black dash lines indicate the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ and $45^{\circ}$, respectively (see Fig. 2.4).


Figure 2.7. Relative differential phase error $\left(\epsilon_{\Delta \phi}\right)$ as a function of the width $(w)$ and height ( $h$ ) for only one SFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray area represents the forbidden region. The black dash lines indicate the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ and $45^{\circ}$, respectively (see Fig. 2.4).

Exploiting these design charts, different polarizer solutions have been investigated. The simplest one consists on a single stub polarizer. In this case the single stub has to introduce the desired $90^{\circ}$ differential phase shift $(\Phi)$. Among the possible solution we choose the $\operatorname{width}(w)$ and the height $(h)$ equal to 1.471 mm and 0.953 mm , respectively. This choice represents the best compromise between the minimum relative differential phase error $\epsilon_{\Delta \phi}$ and the lowest reflection coefficients. Unfortunately, the performances are not good: $s_{11}^{(I)} \leq-16 \mathrm{~dB}, s_{11}^{(C)} \leq-13 \mathrm{~dB}$ and $\epsilon_{\Delta \phi} \approx 22.4 \%$.

The case of a polarizer with two SFS has, then, been investigated and in particular a symmetric configuration has been considered. In this case, the two identical stubs have been designed to introduce a $45^{\circ}$ differential phase $\operatorname{shift}(\Phi)$ and the best solution is represented by a $\operatorname{width}(w)$ and an height $(h)$ equal to 1 mm and 0.524 mm , respectively (see the dash-dotted-line on Fig. 2.5, 2.6 and 2.7). The performances are slightly better than single stub case but still unfortunately not significant: $s_{11}^{(T)} \leq-17.9 \mathrm{~dB}, s_{11}^{(C)} \leq-16.3 \mathrm{~dB}$ and $\epsilon_{\Delta \phi} \approx 15.3 \%$.

Finally a three stubs symmetric configuration has been considered. In this case we have first fixed all the stubs identical and producing a $30^{\circ}$ differential phase $\operatorname{shift}(\Phi)$ (see the dashed lines on Fig. 2.5, 2.6 and 2.7). The polarizer performances are then refined using an optimization procedure ${ }^{3}$. The final widths are 1 mm for all the stubs, the first and last height of the stub are 0.1 mm and the central one is

[^5]0.694 mm . Although the performances are better than the other cases but still not satisfactory: $s_{11}^{(I)} \leq-17.7 \mathrm{~dB}, s_{11}^{(C)} \leq-18.7 \mathrm{~dB}$ and $\epsilon_{\Delta \phi} \approx 10.5 \%$.

Tables 2.1, 2.2 and 2.3 , summarize the reachable performances and the relevant geometries. In all these designs the stubs and cavity lengths have been fixed to 3 mm and the diameter $(\boldsymbol{D})$ equal to 2.62 mm , for this reason these designs are referred as constrained cases.

In order to consider the effect of this limitation, we have repeated the three designs by neglecting the constrains on the lengths. In all these cases an optimization algorithm has been exploited using as starting point the relevant constrained geometries. Significant improvements in the polarizer performances can be observed in these cases. Tables 2.1, 2.2 and 2.3 show the relevant geometries and the performances comparison between constrained and unconstrained cases. This study has put in evidence the significant effect of thickness layer constraint the performance and shows that for low cost mass production in W-band the SFS configuration is not promising.

|  | Unit | 1-stub cont. pol | 1-stub uncont. pol |
| :---: | :---: | :---: | :---: |
| D | $[\mathrm{mm}]$ | 2.62 | 2.418 |
| $w_{k}$ | $[\mathrm{~mm}]$ | 1.471 | 1 |
| $h_{k}$ | $[\mathrm{~mm}]$ | 0.953 | 0.91 |
| $L_{k}^{\text {stub) }}$ | $[\mathrm{mm}]$ | 3 | 3.067 |
| $L_{k}^{\text {ccac) }}$ | $[\mathrm{mm}]$ | - | - |
| $s_{11}^{(I)}$ | $[\mathrm{dB}]$ | -16 | -21.6 |
| $s_{11}^{(\mathrm{Cl}}$ | $[\mathrm{dB}]$ | -13 | -22.6 |
| XPR | $[\mathrm{dB}]$ | -18.2 | -25.5 |
| XPT | $[\mathrm{dB}]$ | -14.9 | -24.7 |
| $\Delta \Phi$ | $[\mathrm{deg}]$ | 20.2 | 6.7 |
| $\epsilon_{\Delta \Phi}$ | $[\%]$ | 22.4 | 7.4 |

Table 2.1. Geometry and electrical performances comparison between the SFS constrained and unconstrained polarizers with one stub.

|  | Unit | 2-stub const. pol |  | 2-stub unconst. pol |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| D | [mm] | 2.62 |  | 2.7 |  |
| $w_{k}^{(T)}$ | [mm] | 1 | 1 | 1 | 1 |
| $h_{k}^{(I)}$ | [mm] | 0.524 | 0.524 | 0.606 | 0.606 |
| $L_{k}^{\text {(stub) }}$ | [mm] | 3 | 3 | 2.92 | 2.92 |
| $L_{k}^{(c a v)}$ | [mm] | 3 |  | 3.966 |  |
| $s_{11}^{(I)}$ | [dB] | -17.9 |  | -22.6 |  |
| $s_{11}^{(C)}$ | [dB] | -16.3 |  | -23.6 |  |
| XPR | [dB] | -20.4 |  | -28.5 |  |
| XPT | [dB] | -18.4 |  | -25.6 |  |
| $\Delta \Phi$ | [deg] | 13.7 |  | 6 |  |
| $\epsilon_{\Delta \Phi}$ | [\%] | 15.3 |  | 6.6 |  |

Table 2.2. Geometry and electrical performances comparison between the SFS constrained and unconstrained polarizers with two stubs.

|  | Unit | 3-stub const. pol. |  | 3-stub unconst. pol. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | $[\mathrm{mm}]$ | 2.62 |  | 2.724 |  |  |  |
| $w_{k}^{(I)}$ | $[\mathrm{mm}]$ | 1 | 1 | 1 | 1 | 1.067 | 1 |
| $h_{k}^{(I)}$ | $[\mathrm{mm}]$ | 0.1 | 0.694 | 0.1 | 0.611 | 0.1 | 0.611 |
| $L_{\text {stub) }}$ | $[\mathrm{mm}]$ | 3 | 3 | 3 | 2.87 | 1 | 2.87 |
| $L_{k}^{\text {(cav) }}$ | $[\mathrm{mm}]$ | 3 | 3 |  | 4.158 | 4.158 |  |
| $s_{11}^{(I)}$ | $[\mathrm{dB}]$ | -17.7 |  |  | -23.3 |  |  |
| $s_{11}^{(C)}$ | $[\mathrm{dB}]$ | -18.7 |  |  | -24.3 |  |  |
| XPR | $[\mathrm{dB}]$ | -22 |  |  | -27.4 |  |  |
| XPT | $[\mathrm{dB}]$ | -21.6 |  |  | -26.3 |  |  |
| $\Delta \Phi$ | $[\mathrm{deg}]$ | 9.4 |  |  | 5.5 |  |  |
| $\epsilon_{\Delta \Phi}$ | $[\%]$ | 10.5 |  |  | 6.1 |  |  |

Table 2.3. Geometry and electrical performances comparison between the SFS constrained and unconstrained polarizers with three stubs.

### 2.3 Dual-Fold-Stub (DFS) Polarizer

The limitation of the SFS configuration where fixed thickness layers are employed and manufacturing constrains are considered, can be overcome by introducing additional degrees of freedom in the design. For this purpose we have investigated a new stub configuration, called dual fold, which consist of two arms along the principal axes of the circular waveguide (see Fig. 2.8). The superscripts $C$ and $I$ refer to the inductive and capacitive axes as discussed in the previous section. As in the SFS design, this configuration is two folded symmetric (i.e. it exhibits two symmetry axes), therefore, in the case of ideal realization of the structure, the first higher mode excited by an incident $\boldsymbol{T} \boldsymbol{E}_{11}$ mode is the $\boldsymbol{T} \boldsymbol{M}_{11}$. In DFS configuration the design parameters are the two widths (i.e. $w^{(I)}$ and $w^{(C)}$ ) and the two heights (i.e. $h^{(I)}$ and $\left.h^{(C)}\right)$. The remaining parameters, i.e. the circular waveguide diameter $(\boldsymbol{D})$ and the


Figure 2.8. Geometry and relevant parameters of a Dual-Fold-Stub (DFS). The figure shows also the inductive and capacitive axes.
stub and cavities lengths, are fixed and equal to 2.62 mm and 3 mm , respectively, exactly like the SFS constrained case.

The derivation of DFS characteristics as a function of the geometry is more complicated with respect to the SFS ones since the two additional design parameters have to be considered. However it should be noted that the capacitive arm is introduced in order to compensate the layer thickness constraints so they operate for refinement purpose. Exploiting this idea we generalized the plots shown in Fig. 2.4-2.7 for the SFS case. For each couple ( $w^{(I)}, h^{(I)}$ ), we determine, through optimization, the capacitive arm geometry which minimizes the relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$ in the frequency band $[85,104] \mathrm{GHz}$. We refer to these specific values of $w^{(C)}$ and $h^{(C)}$ as the optimum ones. They are reported in Fig. 2.9 and 2.10, respectively. The relevant relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$, the average differential phase shift $(\bar{\Phi})$ and the inductive and capacitive reflections coefficients are reported in Fig. 2.11, $2.12,2.13$ and 2.14, respectively. In order to take into account the manufacturing limitations ${ }^{4}$ already discussed, the plots have been divided in four different regions labeled in roman numerals I-IV. The geometries that belong to region I-III can not be considered in the design since one or both the stub widths $w^{(I)}$ and $w^{(C)}$ would be lower than 1 mm , hence only the configuration in region $I V$ can be used in the

[^6]design. From the plots it can be observed that DFS presents considerable good performances ${ }^{5}$ if geometries providing an average differential phase shift $(\bar{\Phi})$ lower than $30^{\circ}$ are addressed.

This feature is not present in SFS configuration and this, indeed, represents the main advantages of DFS. The simplest and shortest solution is the employment of three identical stubs which produces $30^{\circ}$ differential phase shift $(\Phi)$ each. Among the possible solutions the best compromise between low reflection coefficient and minimum relative differential phase $\operatorname{error}\left(\epsilon_{\Delta \Phi}\right)$ is represented by $w^{(I)}=1.216 \mathrm{~mm}$, $h^{(I)}=0.705 \mathrm{~mm}$ (and as a consequence $w^{(C)}=1 \mathrm{~mm}$ and $h^{(C)}=0.257 \mathrm{~mm}$ ). This geometry is indicated by a green square in Fig. 2.9-2.14. The reflection coefficients $s_{11}^{(I)}, s_{11}^{(C)}$, the XPT and XPR and the relative differential phase errors for this configuration are shown in Fig. 2.15-2.19, respectively. The performances are quite satisfying, however they have been refined exploiting an optimization procedure. The geometry and the performance of the pre and post optimization solutions are listed in Table 2.4.

Fig. 2.20-2.25 show the performances of the optimized solution computed exploiting the SEM code and two commercial software HFSS and CST-MWS. The excellent accordance among the curves confirms the validity of the proposed configuration. As it can be observed in these plots, the final solution presents significant good performance both in terms of reflection coefficients (lower than -30 dB ) and in the cross-polarization terms (XPT and XPR lower than -35 dB and -33 dB , respectively), finally, the differential phase shift is in the range [ $88^{\circ}, 92^{\circ}$ ].
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Figure 2.9. Optimum value of $w^{(C)}$ as a function of $w^{(I)}$ and $h^{(I)}$ (see Fig. 2.8) for a single DFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray areas represent the forbidden region. The black dash line indicates the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ (see Fig. 2.12).


Figure 2.10. Optimum value of $h^{(C)}$ as a function of $w^{(I)}$ and $h^{(I)}$ (see Fig. 2.8) for a single DFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray areas represent the forbidden region. The black dash line indicates the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ (see Fig. 2.12).


Figure 2.11. Relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$ as a function of $w^{(I)}$ and $h^{(I)}$ (see Fig. 2.8) for a single DFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray areas represent the forbidden region. The black dash line indicates the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ (see Fig. 2.12).


Figure 2.12. Average differential phase shift $(\bar{\Phi})$ between the capacitive and inductive polarizations as a function of $w^{(I)}$ and $h^{(I)}$ (see Fig. 2.8) for a single DFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray areas represent the forbidden region. The black dash line indicates the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$.


Figure 2.13. Maximum reflection coefficient for the inductive $\left(s_{11}^{(I)}\right)$ polarization as a function of $w^{(I)}$ and $h^{(t)}$ (see Fig. 2.8) for a single DFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray areas represent the forbidden region. The black dash line indicates the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ (see Fig. 2.12).


Figure 2.14. Maximum reflection coefficient for the capacitive $\left(s_{11}^{(C)}\right)$ polarization as a function of $w^{(I)}$ and $h^{(I)}$ (see Fig. 2.8) for a single DFS. The diameter $D$ is equal to 2.62 mm . The considered frequency band is $[85,104] \mathrm{GHz}$. The gray areas represent the forbidden region. The black dash line indicates the iso-level curves on which the average differential phase shift is fixed at $30^{\circ}$ (see Fig. 2.12).


Figure 2.15. Reflection coefficient $s_{11}^{(I)}$ of the inductive polarization as a function of the frequency for the pre-optimization three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.16. Reflection coefficient $s_{11}^{(C)}$ of the capacitive polarization as a function of the frequency for the pre-optimization three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.17. Cross Polarization in Transmission (XPT) as a function of the frequency for the pre-optimization three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.18. Cross Polarization in Reflection (XPR) as a function of the frequency for the pre-optimization three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.19. Relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$ as a function of the frequency for the pre-optimization three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.

|  | Unit | Pre opt. DFS Pol |  |  | Post opt. DFS Pol |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | [mm] | 2.62 |  |  | 2.62 |  |  |
| $w_{k}^{(I)}$ | [mm] | 1.216 | 1.216 | 1.216 | 1 | 1 | 1 |
| $h_{k}^{(I)}$ | [mm] | 0.705 | 0.705 | 0.705 | 0.624 | 0.614 | 0.624 |
| $w_{k}^{(C)}$ | [mm] | 1 | 1 | 1 | 1.238 | 1.425 | 1.238 |
| $h_{k}^{(C)}$ | [mm] | 0.257 | 0.257 | 0.257 | 0.1 | 0.122 | 0.1 |
| $L_{k}^{\text {(stub) }}$ | [mm] | 3 | 3 | 3 | 3 | 3 | 3 |
| $L_{k}^{(c a v)}$ | [mm] | 3 | 3 |  | 3 | 3 |  |
| $s_{11}^{(I)}$ | [dB] | -25.597 |  |  | -36.558 |  |  |
| $s_{11}^{(C)}$ | [dB] | -22.644 |  |  | -30.885 |  |  |
| XPR | [dB] | -27.219 |  |  | -36.571 |  |  |
| XPT | [dB] | -33.357 |  |  | -35.421 |  |  |
| $\Delta \Phi$ | [deg] | 2.459 |  |  | 1.941 |  |  |
| $\epsilon_{\Delta \Phi}$ | [\%] | 2.733 |  |  | 2.157 |  |  |

Table 2.4. Geometry and electrical performances comparison between the pre- and post-optimization DFS polarizers with three stubs.


Figure 2.20. Reflection coefficient of the inductive polarization $\left(s_{11}^{(I)}\right)$ as a function of the frequency for the optimum three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . Solid, dashed and dot-dashed lines refer to SEM, CST-MWS and HFSS simulations, respectively. The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.21. Reflection coefficient of the capacitive polarization $\left(s_{11}^{(C)}\right)$ as a function of the frequency for the optimum three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . Solid, dashed and dot-dashed lines refer to SEM, CST-MWS and HFSS simulations, respectively. The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.22. Cross Polarization in Transmission (XPT) as a function of the frequency for the optimum three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz. Solid, dashed and dot-dashed lines refer to SEM, CST-MWS and HFSS simulations, respectively. The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.23. Cross Polarization in Reflection (XPR) as a function of the frequency for the optimum three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . Solid, dashed and dot-dashed lines refer to SEM, CST-MWS and HFSS simulations, respectively. The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.24. Differential phase shift $(\Phi)$ as a function of the frequency for the optimum three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz . Solid, dashed and dot-dashed lines refer to SEM, CST-MWS and HFSS simulations, respectively. The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.


Figure 2.25. Differential phase shift $(\Phi)$ in operative band as a function of the frequency for the optimum three-DFS polarizer in $20 \%$ bandwidth centered at 94.5 GHz. Solid, dashed and dot-dashed lines refer to SEM, CST-MWS and HFSS simulations, respectively. The vertical dashed-lines indicate the operative frequency band. The polarizer geometry is reported in Table 2.4.

### 2.3.1 Analysis of the Constraints Effects on the Design

It is important to understand the effect of the constraints imposed on the design, i.e. the diameter dimension $D$ and the lengths of the stubs $\left(L_{k}^{(s t u b)}\right)$ and cavities $\left(L_{k}^{(c a v)}\right)$. For this purpose three different polarizer solutions (with one, two and three stubs) have been considered and compared with the relevant constrained cases in the same way discussed for the SFS configuration at the end of section 2.2. In Tables 2.5, 2.6 and 2.7 the geometrical and electrical parameters are reported for the one-, twoand three-stubs configurations.

The single stub case presents poor performances in both constrained an unconstrained configurations (see Table 2.5). In the case of two stubs, instead, the unconstrained solution is quite promising while the constrained one is still not satisfactory (see Table 2.6). This performances gap is minimized in the case of three stubs (see Table 2.7).

This analysis proves the validity of the DFS configuration with respect to the SFS structure, since the use of the DFS permits, indeed, to compensate the limitation imposed on the lengths of the stubs and cavities and, therefore, it is suitable for mass production using platelet technology with wire spark erosion technique. More complicated structures (with more stubs) have not been considered, since the constrained solution with three stubs is sufficient for the desired application while minimizing the mechanical complexity of the polarizer.

|  | Unit | 1-stub const. pol. | 1-stub unconst. pol. |
| :---: | :---: | :---: | :---: |
| D | $[\mathrm{mm}]$ | 2.62 | 2.186 |
| $w_{k}^{(I)}$ | $[\mathrm{mm}]$ | 1.52 | 1.31 |
| $h_{k}^{(I)}$ | $[\mathrm{mm}]$ | 1.019 | 1.177 |
| $w_{k}^{(C)}$ | $[\mathrm{mm}]$ | 1 | 1 |
| $h_{\text {s. }}^{(\text {(C) }}$ | $[\mathrm{mm}]$ | 0.1 | 0.1 |
| $L_{k}^{(s t u b)}$ | $[\mathrm{mm}]$ | 3 | 2.834 |
| $L_{k}^{(\text {cau })}$ | $[\mathrm{mm}]$ | - | - |
| $s_{11}^{(I)}$ | $[\mathrm{dB}]$ | -16.8 | -20 |
| $s_{11}^{(C)}$ | $[\mathrm{dB}]$ | -8.7 | -21 |
| XPR | $[\mathrm{dB}]$ | -14.9 | -25.1 |
| XPT | $[\mathrm{dB}]$ | -10.7 | -23 |
| $\Delta \Phi$ | $[\mathrm{deg}]$ | 32.45 | 8.09 |
| $\epsilon_{\Delta \Phi}$ | $[\%]$ | 36 | 8.9 |

Table 2.5. Geometry and electrical performances comparison between the DFS constrained and unconstrained polarizers with one stub.

|  | Unit | 2-stub const. pol. |  | 2-stub unconst. pol. |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| D | [mm] | 2.62 |  | 2.62 |  |
| $w_{k}^{(I)}$ | [mm] | 1.042 | 1.042 | 1 | 1 |
| $h_{k}^{(T)}$ | [mm] | 0.75 | 0.75 | 0.624 | 0.624 |
| $w_{k}^{(C)}$ | [mm] | 1 | 1 | 1.238 | 1.238 |
| $h_{k}^{(C)}$ | [mm] | 0.1 | 0.1 | 0.1 | 0.1 |
| $L_{k}^{\text {(stub) }}$ | [mm] | 3 | 3 | 3 | 3 |
| $L_{k}^{\text {cav) }}$ | [mm] | 3 |  | 3 |  |
| $s_{11}^{(I)}$ | [dB] | -25.4 |  | -32.7 |  |
| $s_{11}^{(C)}$ | [dB] | -29.6 |  | -33.7 |  |
| XPR | [dB] | -30.1 |  | -37.8 |  |
| XPT | [dB] | -28.4 |  | -35.8 |  |
| $\Delta \Phi$ | [deg] | 4.33 |  | 1.86 |  |
| $\epsilon_{\Delta \Phi}$ | [\%] | 4.8 |  | 2 |  |

Table 2.6. Geometry and electrical performances comparison between the DFS constrained and unconstrained polarizers with two stubs.

|  | Unit | 3 -stub const. pol. |  |  | 3 -stub unconst. pol. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | [mm] | 2.62 |  |  | 2.49 |  |  |
| $w_{k}^{(I)}$ | [mm] | 1 | 1 | 1 | 1.126 | 1.032 | 1.126 |
| $h_{k}^{(I)}$ | [mm] | 0.624 | 0.614 | 0.624 | 0.585 | 0.742 | 0.585 |
| $w_{k}^{(C)}$ | [mm] | 1.238 | 1.425 | 1.238 | 1.741 | 1.216 | 1.741 |
| $h_{k}^{(C)}$ | [mm] | 0.1 | 0.122 | 0.1 | 0.1 | 0.131 | 0.1 |
| $L_{k}^{\text {stub) }}$ | [mm] | 3 | 3 | 3 | 2.895 | 2.948 | 2.895 |
| (cav) | [mm] | 3 | 3 |  | 3.236 | 3.236 |  |
| $s_{11}^{(I)}$ | [dB] | -36.5 |  |  | -33.8 |  |  |
| $s_{11}^{(C)}$ | [dB] | -30.8 |  |  | -34.7 |  |  |
| XPR | [dB] | -36.6 |  |  | -37.2 |  |  |
| XPT | [dB] | -35.4 |  |  | -36.7 |  |  |
| $\Delta \Phi$ | [deg] | 1.94 |  |  | 1.67 |  |  |
| $\epsilon \_\Delta \Phi$ | [\%] | 2.1 |  |  | 1.8 |  |  |

Table 2.7. Geometry and electrical performances comparison between the DFS constrained and unconstrained polarizers with three stubs.

### 2.3.2 Blending Effect and Final Polarizer Geometry

The realization of the DFS polarizer exploiting platelet technology and wire spark erosion technique requires to take into account the actual manufacturing of the device that includes the blending of the stubs terminations (see Fig. 2.26). The main blending effect is the reduction of the effective heights of both inductive and capacitive arms and, as a consequence, it deteriorates the performance of the polarizer. In particular we have observed that the XPT and $\epsilon_{\Delta \Phi}$ are particularly sensitive to the arms heights reduction. However, the nominal performance of the polarizer can be fully recovered by varying the heights of both arms in order to


Figure 2.26. DFS cross-section geometry before (a) and post (b) blending the stub terminations.
compensate for the blending effect. Fig. 2.27-2.31 show the reflection coefficients, XPT, XPR and the relative differential phase error $\left(\epsilon_{\Delta \oplus}\right)$ as a function of the heights increments $\Delta h^{(T)}=h_{\text {new }}^{(I)}-h_{\text {old }}^{(I)}$ and $\Delta h^{(C)}=h_{\text {new }}^{(C)}-h_{\text {old }}^{(C)}$ of the inductive and capacitive arms, respectively. The variables $h_{\text {old }}^{(I)}$ and $h_{\text {old }}^{(C)}$ denote the values of the optimized structure before edge blending.. The curves refer to a blend with curvature radius equal to 0.2 mm . In the plots, a common minimum indicated by a red circle can be observed for $\Delta h^{(I)}=17 \mu \mathrm{~m}$ and $\Delta h^{(C)}=12 \mu \mathrm{~m}$, corresponding to XPT $\leq-35 \mathrm{~dB}$ and $\epsilon_{\Delta \Phi} \leq 2 \%$. Note that without this compensation XPT and $\epsilon_{\Delta \Phi}$ increase to -29 dB and $4 \%$, respectively.

Table 2.8 reports the final polarizer configuration geometry and the relevant performances. Fig. 2.32-2.37 show a comparison between the original version of the polarizer (where the blending on the stubs terminations is not applied) and the final polarizer configuration.


Figure 2.27. Maximum reflection coefficient of inductive polarization $\left(s_{11}^{(L)}\right)$ in the operative band $[85,104] \mathrm{GHz}$ for the DFS polarizer having blended edges as a function of heights increments $\Delta h^{(I)}$ and $\Delta h^{(C)}$ for the inductive and capacitive arms. The polarizer geometry is reported in Table 2.7.


Figure 2.28. Maximum reflection coefficient of capacitive polarization $\left(s_{11}^{(C)}\right)$ in the operative band $[85,104] \mathrm{GHz}$ for the DFS polarizer having blended edges as a function of heights increments $\Delta h^{(t)}$ and $\Delta h^{(C)}$ for the inductive and capacitive arms. The polarizer geometry is reported in Table 2.7.


Figure 2.29. Maximum Cross Polarization in Transmission (XPT) in the operative band $[85,104] \mathrm{GHz}$ for the DFS polarizer having blended edges as a function of heights increments $\Delta h^{(I)}$ and $\Delta h^{(C)}$ for the inductive and capacitive arms. The polarizer geometry is reported in Table 2.7.


Figure 2.30. Maximum Cross Polarization in Reflection (XPR) in the operative band $[85,104] \mathrm{GHz}$ for the DFS polarizer having blended edges as a function of heights increments $\Delta h^{(I)}$ and $\Delta h^{(C)}$ for the inductive and capacitive arms. The polarizer geometry is reported in Table 2.7.


Figure 2.31. Relative differential phase $\operatorname{error}\left(\epsilon_{\Delta \Phi}\right)$ in the operative band $[85,104] \mathrm{GHz}$ for the DFS polarizer having blended edges as a function of heights increments $\Delta h^{(I)}$ and $\Delta h^{(C)}$ for the inductive and capacitive arms. The polarizer geometry is reported in Table 2.7.

|  | Unit | DFS pol. geometry |  |  |
| :---: | :---: | :---: | :---: | :---: |
| D | $[\mathrm{mm}]$ | 2.62 |  |  |
| $w_{k}^{(I)}$ | $[\mathrm{mm}]$ | 1 | 1 | 1 |
| $h_{k}^{(I)}$ | $[\mathrm{mm}]$ | 0.642 | 0.632 | 0.642 |
| $w_{k}^{(C)}$ | $[\mathrm{mm}]$ | 0.113 | 0.135 | 0.113 |
| $h_{(\text {(C) }}^{(C)}$ | $[\mathrm{mm}]$ | 0.1 | 0.122 | 0.1 |
| $L_{k}^{\text {stub) }}$ | $[\mathrm{mm}]$ | 3 | 3 | 3 |
| $L_{k}^{(\text {cav })}$ | $[\mathrm{mm}]$ | 3 | 3 |  |
| $s_{11}^{(I)}$ | $[\mathrm{dB}]$ | -35.963 |  |  |
| $s_{11}^{(C)}$ | $[\mathrm{dB}]$ | -30.39 |  |  |
| XPR | $[\mathrm{dB}]$ | -36.056 |  |  |
| XPT | $[\mathrm{dB}]$ | -34.922 |  |  |
| $\Delta \Phi$ | $[\mathrm{deg}]$ | 2.056 |  |  |
| $\epsilon_{\Delta \Phi}$ | $[\%]$ | 2.284 |  |  |

Table 2.8. Final three DFS polarizer geometry with blending and relevant performances.


Figure 2.32. Reflection coefficient of the inductive polarization $\left(s_{11}^{(I)}\right)$ for the pre-blending and post-blending three-DFSs polarizers. The vertical dashed-lines indicate the operative frequency band.


Figure 2.33. Reflection coefficient of the capacitive polarization $\left(s_{11}^{(C)}\right)$ for the pre-blending and post-blending three-DFSs polarizers. The vertical dashed-lines indicate the operative frequency band.


Figure 2.34. Cross Polarization in Reflection (XPR) for the pre-blending and post-blending three-DFSs polarizers. The vertical dashed-lines indicate the operative frequency band.


Figure 2.35. Cross Polarization in Transmission (XPT) for the pre-blending and post-blending three-DFSs polarizers. The vertical dashed-lines indicate the operative frequency band.


Figure 2.36. Relative differential phase $\operatorname{error}\left(\epsilon_{\Delta \Phi}\right)$ for the pre-blending and post-blending three-DFSs polarizers. The vertical dashed-lines indicate the operative frequency band.


Figure 2.37. Absolute differential phase $\operatorname{error}(\Delta \Phi)$ for the pre-blending and post-blending three-DFSs polarizers. The vertical dashed-lines indicate the operative frequency band.

The polarizer structure have been analyzed considering different values of surface equivalent resistivity $(\rho)$ in order to determine the effect of metallic losses on the insertion losses. Fig. 2.38-2.39 show the transmission coefficients for the inductive $\left(s_{21}^{(I)}\right)$ and capacitive $\left(s_{21}^{(C)}\right)$ polarizations as a function of frequency for different values of $\rho$.


Figure 2.38. Transmission coefficient of the inductive polarization $s_{21}^{(I)}$ in the $20 \%$ bandwidth centered at 94.5 GHz for different resistivity values. The vertical dash-lines denote the operative band.


Figure 2.39. Transmission coefficient of the capacitive polarization $s_{21}^{(C)}$ in the $20 \%$ bandwidth centered at 94.5 GHz for different resistivity values. The vertical dash-lines denote the operative band.

### 2.3.3 Tolerance Analysis

The sensitivity analysis of the complete structure has been carried out before manufacturing the component. To this end, a set of 1000 polarizer's geometries (obtained by inserting random perturbations in the range of $\pm 5 \mu \mathrm{~m}$ ) have been analyzed. The envelope and the nominal curves of the reflection coefficients ( $s_{11}^{(I)}$ and $s_{11}^{(C)}$ ), the cross polarization terms (XPT and XPR) and the differential phase shift are reported on the left side in Fig. 2.40-2.44. The same data has been presented using histogram bars on the right side in Fig. 2.40-2.44.

The same procedure has been repeated by considering random perturbations in the ranges $[3,40] \mu \mathrm{m}$ in order to understand the dependency of the device performances with the manufacturing tolerance. The results of this extensive analysis is summarized in the Fig. 2.45-2.50, where the means value and the standard deviation are reported for different tolerances. In these plots, the perturbation range is tol $\in \pm\{3,5,10,20,30,40\} \mu \mathrm{m}$. The figures put in evidence, how some parameters (e.g. $s_{11}^{(l)}$ ) are less sensitive with respect to the others (e.g. $s_{11}^{(C)}, \mathrm{XPT}, \mathrm{XPR}$ and $\Phi$ ). The deterioration in the polarizer's performance is considerably high when larger values of tolerances are considered. It is important to point out that this tolerance analysis has been driven by considering the variation of transversal, longitudinal and all the geometrical parameters of the polarizer. Since the device has to be realized in platelet technology, it is interesting to understand whether the performance degradation is mainly related to the longitudinal parameters variations (i.e. the stubs and cavities lengths) or to the transversal parameters variations (i.e. the heights and widths of the stubs and the diameters). For a large-scale production of this device, it is preferable to choose commercially available metal layers of standard thickness. Since the cross section of each stubs is realized by wire spark erosion technique, its manufacturing accuracy and precision can be set to the best achievable level. But higher precision requirement will increase the manufacturing time and cost.

In Table 2.9 the mean value and the standard deviation of the DFS polarizer performance parameters are reported for $3,5,10,20,30$ and $40 \mu \mathrm{~m}$ perturbation in all dimensions. Fig. 2.45-2.50 show the mean value and standard deviation of the polarizer performance as a function of the tolerance for the transversal and longitudinal dimension, respectively. The plots put in evidence that the degradation in performances are mainly related to the variation of the cross-section. For instance, the absolute differential phase error $(\Delta \Phi)$ increases from $2^{\circ}$ to $5^{\circ}$ when tolerances in the order of $\pm 20 \mu \mathrm{~m}$ on the cross-section parameters are considered, while it remains almost unvaried when the same variation is considered to the longitudinal parameters. This fact confirms that platelet technology is applicable to the manufacturing of the polarizer, since commercially available metal plates with standard accuracy in the oder of $\pm 20 \div 30 \mu \mathrm{~m}$ can be employed. Finally, for the design under consideration, it is reasonable to consider acceptable manufacturing tolerance in the range of $\pm 10 \mu \mathrm{~m}$, that can be guaranteed by precise wire EDM.


Figure 2.40. Reflection coefficient of the inductive polarization $\left(s_{11}^{(I)}\right)$ of the DFS polarizer. (On the left) The green envelop refers to the frequency responses obtained by introducing $\pm 5 \mu \mathrm{~m}$ perturbation in all dimensions. The vertical dashed lines denote the $20 \%$ band centered at 94.5 GHz . (On the right) Probability density function of $s_{11}^{(I)}$ obtained by the $\pm 5 \mu \mathrm{~m}$ perturbation analysis.


Figure 2.41. Reflection coefficient of the capacitive polarization $\left(s_{11}^{(C)}\right)$ of the DFS polarizer. (On the left) The green envelop refers to the frequency responses obtained by introducing $\pm 5 \mu \mathrm{~m}$ perturbation in all dimensions. The vertical dashed lines denote the $20 \%$ band centered at 94.5 GHz . (On the right) Probability density function of $s_{11}^{(C)}$ obtained by the $\pm 5 \mu \mathrm{~m}$ perturbation analysis.


Figure 2.42. Cross Polarization in Transmission (XPT) of the DFS polarizer. (On the left) The green envelop refers to the frequency responses obtained by introducing $\pm 5 \mu \mathrm{~m}$ perturbation in all dimensions. The vertical dashed lines denote the $20 \%$ band centered at 94.5 GHz . (On the right) Probability density function of XPT obtained by the $\pm 5 \mu \mathrm{~m}$ perturbation analysis.


Figure 2.43. Cross Polarization in Reflection (XPR) of the DFS polarizer. (On the left) The green envelop refers to the frequency responses obtained by introducing $\pm 5 \mu \mathrm{~m}$ perturbation in all dimensions. The vertical dashed lines denote the $20 \%$ band centered at 94.5 GHz . (On the right) Probability density function of XPR obtained by the $\pm 5 \mu \mathrm{~m}$ perturbation analysis.


Figure 2.44. Differential phase shift $(\Phi)$ of the DFS polarizer. (On the left) The green envelop refers to the frequency responses obtained by introducing $\pm 5 \mu \mathrm{~m}$ perturbation in all dimensions. The vertical dashed lines denote the $20 \%$ band centered at 94.5 GHz . (On the right) Probability density function of $\Phi$ obtained by the $\pm 5 \mu \mathrm{~m}$ perturbation analysis.

| Parameter | Tolerance $[\mu \mathrm{m}]$ | Mean value | Standard deviation |
| :---: | :---: | :---: | :---: |
|  | 3 | -36.0614 | 0.3057 |
|  | 5 | -36.0402 | 0.5084 |
|  | 10 | -35.9678 | 0.9977 |
| $s_{11}^{(I)}[\mathrm{dB}]$ | 20 | -35.4221 | 1.7593 |
|  | 30 | -34.2849 | 2.357 |
|  | 40 | -33.0056 | 2.787 |
|  | 3 | -30.0144 | 0.7267 |
|  | 5 | -29.7159 | 0.9788 |
| $s_{11}^{(C)}[\mathrm{dB}]$ | 10 | -28.9036 | 1.4891 |
|  | 20 | -27.357 | 2.1711 |
|  | 30 | -25.9551 | 2.5836 |
|  | 30 | -24.677 | 2.8815 |
|  | 3 | -33.3988 | 1.0284 |
|  | 10 | -32.5633 | 1.4617 |
|  | 20 | -30.7821 | 2.3013 |
|  | 30 | -28.1029 | 3.3052 |
|  | 40 | -26.1099 | 3.8864 |
|  | 3 | -24.4193 | 4.3897 |
|  | 5 | -35.7984 | 0.6947 |
|  | 10 | -35.4784 | 0.9461 |
|  | 20 | -34.6534 | 1.4593 |
|  | 30 | -33.0434 | 2.1088 |
|  | -31.5847 | 2.494 |  |
|  | 40 | -30.2062 | 2.7858 |
|  | 3 | 92.2924 | 0.4433 |
|  | 5 | 92.3847 | 0.7353 |
|  | 10 | 92.6313 | 1.4899 |
|  | 20 | 93.1576 | 3.0013 |
|  | 30 | 93.6784 | 4.4772 |
|  | 40 | 94.3827 | 6.0823 |
|  |  |  |  |

Table 2.9. Mean value and standard deviation of the DFS polarizer's performance parameters for $3,5,10,20,30$ and $40 \mu \mathrm{~m}$ perturbation in all dimensions.


Figure 2.45. Reflection coefficient distribution of the DFS polarizer for the inductive polarization $\left(s_{11}^{(I)}\right)$ obtained by performing the tolerance analysis along the longitudinal and transversal dimensions in the $20 \%$ bandwidth centered at 94.5 GHz . (On the left) Mean value. (On the right) Standard deviation.


Figure 2.46. Reflection coefficient distribution of the DFS polarizer for the capacitive polarization $\left(s_{11}^{(C)}\right)$ obtained by performing the tolerance analysis along the longitudinal and transversal dimensions in the $20 \%$ bandwidth centered at 94.5 GHz . (On the left) Mean value. (On the right) Standard deviation.


Figure 2.47. Cross Polarization in Transmission (XPT) distribution of the DFS polarizer obtained by performing the tolerance analysis along the longitudinal and transversal dimensions in the $20 \%$ bandwidth centered at 94.5 GHz . (On the left) Mean value. (On the right) Standard deviation.


Figure 2.48. Cross Polarization in Reflection (XPR) distribution of the DFS polarizer obtained by performing the tolerance analysis along the longitudinal and transversal dimensions in the $20 \%$ bandwidth centered at 94.5 GHz . (On the left) Mean value. (On the right) Standard deviation.


Figure 2.49. Differential phase shift $(\Phi)$ distribution of the DFS polarizer obtained by performing the tolerance analysis along the longitudinal and transversal dimensions in the $20 \%$ bandwidth centered at 94.5 GHz . (On the left) Mean value. (On the right) Standard deviation.


Figure 2.50. Absolute differential phase $\operatorname{error}(\Delta \Phi)$ distribution of the DFS polarizer obtained by performing the tolerance analysis along the longitudinal and transversal dimensions in the $20 \%$ bandwidth centered at 94.5 GHz . (On the left) Mean value. (On the right) Standard deviation.

### 2.3.4 Mechanical Analysis of the Prototypes

Two DFS polarizers prototypes have been manufactured using 7 plates. With reference to Fig. 2.52 showing an exploded view of the component, the first and last plates contain the input and output circular waveguides, the plates 2,4 and 6 contain the stubs, whereas the cavities are manufactured in plates 3 and 5. Apart from the first and last plates (the interface ones) whose thickness is equal to 5 mm , the thickness of the other plates are equal to 3 mm as already discussed. With reference to Fig. 2.51, two alignment pins (whose diameter is 2 mm ) are placed along the capacitive arm centered at 15 mm diameter circle. Four M3 Hex standard screws are used in order to pack the 7 plates together. These screws are placed opposite to each other and are centered at 8.2 mm diameter circle. A cutout can be seen on plate 1 , 2, 4, 6, 7 in Fig. 2.52. The aim of the cutout is to reduce the surface contact among the plates in order to increase the strain around the center regions of the plate and, as a consequence, to minimize the insertion loss for spurious leakage. The corners of the plates 2 to 6 have been cut in order to make some space for the alignment pins placed on plate 1 and plate 7 that are used to align the polarizer with the horn and the OMT. These 8 alignment pins are equidistantly placed around a 22 mm diameter circle and allow the component to be mounted in several positions. In this way, it is possible to measure the polarizer both in a stand-alone configuration along its principal directions and in the operative condition. In the latter condition the polarizer is mounted inside the feed-horn assembly with its principal axes rotated by 45 degrees with respect to the OMT axes.


Figure 2.51. Mechanical design of plate 2 of the DFS polarizer. Identification mark, holes for M3 hex screw, alignment pins and the Dual-Fold-Stub (DFS) are marked by arrows.


Figure 2.52. Exploded view of the DFS polarizer. Plate numbers along with their identification marks and the cutouts are depicted here.

A plate identification mark having dimension $0.5 \mathrm{~mm} \times 0.5 \mathrm{~mm}$ is excavated on the side of each plate in order to put the plate on its right position and order. This identification mark can be seen from Fig. 2.51-2.52.

Using a 2 -axis non-contact measuring microscope ${ }^{6}$ each layer has been mechanically measured. In particular, the circle diameters, the height and the width of each stub has been evaluated. The accuracy in the mechanical measurements through the microscope has been estimated, by using some reference samples, to be within $\pm 10 \mu \mathrm{~m}$. The two prototypes of the DFS polarizer have been named A and B. The nominal and the measured values for plates 2,4 and 6 for prototype A and B are reported in table 2.10 and 2.12, respectively. The nominal and the measured values of for plates $1,3,5$ and 7 for the two prototypes are reported in table 2.11 and 2.13. These values have been determined by a suitable procedure described in the following.

A set of points along the cross section of the plate is collected for each layer (see Fig. 2.53). It is then exploited to recreate the manufactured cross section in order to compare it with the nominal dimension. For each data set, this comparison requires the evaluation of the translation and the rotation of the acquired points in order to minimize the unwanted systematic errors in the acquisition. These geometrical operations have been done by first considering the points that belong to the pins and determining the best fitting circles $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$. The origin $O$ of the coordinate system is, then, determined as the middle point between the centers $O_{1}$ and $O_{2}$ of the circles $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, respectively (see Figure 2.54). The rotation angle $\theta$ is then determined

[^8]from the slope of the line which connects the centers $O_{1}$ and $O_{2}$ (see Figure 2.54) and according to this $\theta$, the classical rotational transformation is applied in order to rotate the measured set of points. An example of measured set of points before and after the rotation is reported in Fig. 2.55. Finally, the comparison between the rotated data set with the nominal cross-section is performed, as depicted in Fig. 2.56. This procedure has revealed a good agreement between the nominal and measured cross sections for all the plates and confirms a manufacturing accuracy of the wire EDM within the measurement accuracy of the microscope, i.e. $\pm 10 \mu \mathrm{~m}$, thus confirming that the platelet design of the DFS polarizer with the required electrical performances is feasible.


Figure 2.53. Acquired set of points using microscope over the cross section of prototype A, plate 2 .


Figure 2.54. Acquired set of points using microscope over the alignment pin cross section of prototype A, plate 2 . Two fitted circle $\mathscr{C}_{1}, \mathscr{C}_{2}$ on the acquired data set having center at $\mathscr{O}_{1}$ and $\mathscr{O}_{2}$ are reported. The balck solid line joining the center of both circles having an inclination $\theta$ from the horizontal axis


Figure 2.55. Example of mechanical measurement using microscope. The solid line denotes the acquired set of points over the DFS cross section, whereas the dash line refers to the same data set after the rotation through an angle $\theta$ as depicted in Fig. 2.54.


Figure 2.56. Acquired set of points using microscope over the DFS cross section for prototype A, plate 2 compared with the nominal geometry of the plate.

### 2.3.5 Electrical Measurements

The two prototypes A and B of the DFS polarizer have been measured in the W band using a circular waveguide setup connected to a Hewlett Packard (HP)8510C 2-port VNA with millimeter-wave extension to operate in the $75-110 \mathrm{GHz}$


Figure 2.57. Labeling of the geometrical parameters that have been measured through the microscope. Figure (a) refers to plates $1,3,5$ and 7 (circular waveguide sections), whereas Fig. (b) refers to plates 2, 4 and 6 (Dual-Fold-Stub (DFS)).

|  | Plate No. 2 |  |  | Plate No. 4 |  |  | Plate No. 6 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ |
| wu | 1 | 0.982 | -0.018 | 1 | 0.997 | -0.003 | 1 | 0.995 | -0.005 |
| wd | 1 | 0.989 | -0.011 | 1 | 1 | 0 | 1 | 0.996 | -0.004 |
| wr | 1.238 | 1.231 | -0.007 | 1.425 | 1.424 | -0.001 | 1.238 | 1.238 | 0 |
| wl | 1.238 | 1.235 | -0.003 | 1.425 | 1.422 | -0.003 | 1.238 | 1.228 | -0.01 |
| hu | 0.741 | 0.74 | -0.001 | 0.731 | 0.725 | -0.006 | 0.741 | 0.74 | -0.001 |
| hd | 0.741 | 0.729 | -0.012 | 0.731 | 0.734 | 0.003 | 0.741 | 0.74 | -0.001 |
| hr | 0.268 | 0.259 | -0.009 | 0.346 | 0.347 | 0.001 | 0.268 | 0.258 | -0.01 |
| hl | 0.268 | 0.266 | -0.002 | 0.346 | 0.344 | -0.002 | 0.268 | 0.269 | 0.001 |
| r | 1.31 | 1.303 | -0.007 | 1.31 | 1.313 | 0.003 | 1.31 | 1.306 | -0.004 |

Table 2.10. Mechanical measurement of the DFS polarizer prototype A: plates number 2, 4 and 6 . The deviation $\Delta$ is the difference between measured and nominal values. All dimensions are in millimeter.
band. As shown in Fig. 2.58, the setup consists of WR10 rectangular waveguides, a pair of Flann transitions[31] from WR10 to circular waveguide and two custom flanges. The setup has been calibrated by performing a Through-Reflection-Line (TRL) calibration procedure at the circular waveguide ports.

The measurements have been performed in two steps by mounting the polarizer along both the principal directions. In this way, the scattering parameters have been determined for both the inductive and capacitive polarizations. The measurement results for the principal polarizations of both prototypes are reported in Fig. 2.592.64. The comparison with the simulation is also reported in these figures. It can be noticed that the measurements results are in good agreement with the predicted results concerning both the curve levels and location of the zeros. In particular, for both prototypes the reflection coefficients for the inductive and capacitive polarizations are better than -35 dB and -28 dB in the operative band, respectively. The

|  | Plate No. 1 |  |  | Plate No. 3 |  |  |  | Plate No. 5 |  |  | Plate No. 7 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ |  |
| sd1 | 1.31 | 1.303 | -0.007 | 1.31 | 1.309 | -0.001 | 1.31 | 1.312 | 0.002 | 1.31 | 1.302 | -0.008 |  |
| sd2 | 1.31 | 1.302 | -0.008 | 1.31 | 1.308 | -0.002 | 1.31 | 1.311 | 0.001 | 1.31 | 1.309 | -0.001 |  |

Table 2.11. Mechanical measurement of the DFS polarizer prototype A: plates number $1,3,5$ and 7 . The deviation $\Delta$ is the difference between measured and nominal values. All dimensions are in millimeter.

|  | Plate No. 2 |  |  | Plate No. 4 |  |  | Plate No. 6 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ |
| wu | 1 | 0.989 | -0.011 | 1 | 0.995 | -0.005 | 1 | 0.983 | -0.018 |
| wd | 1 | 0.995 | -0.005 | 1 | 0.996 | -0.004 | 1 | 0.989 | -0.011 |
| wr | 1.238 | 1.234 | -0.004 | 1.425 | 1.424 | -0.001 | 1.238 | 1.231 | -0.007 |
| wl | 1.238 | 1.236 | -0.002 | 1.425 | 1.421 | -0.004 | 1.238 | 1.226 | -0.012 |
| hu | 0.741 | 0.738 | -0.003 | 0.731 | 0.738 | 0.007 | 0.741 | 0.738 | -0.003 |
| hd | 0.741 | 0.734 | -0.007 | 0.731 | 0.733 | 0.002 | 0.741 | 0.736 | -0.005 |
| hr | 0.268 | 0.265 | -0.003 | 0.346 | 0.332 | -0.014 | 0.268 | 0.254 | -0.014 |
| hl | 0.268 | 0.265 | -0.003 | 0.346 | 0.342 | -0.004 | 0.268 | 0.258 | -0.01 |
| r | 1.31 | 1.309 | -0.001 | 1.31 | 1.3 | -0.01 | 1.31 | 1.304 | -0.006 |

Table 2.12. Mechanical measurement of the DFS polarizer prototype B: plates number 2, 4 and 6 . The deviation $\Delta$ is the difference between measured and nominal values. All dimensions are in millimeter.
insertion losses for both prototypes and both polarizations are better than approximately -0.2 dB with an equalization between the two channels within 0.02 dB . By comparing Fig. 2.38-2.39 with the relevant measured curves in Fig. 2.61-2.62, we can infer that the actual value of resistivity in the frequency band under consideration is about $18 \mu \Omega \mathrm{~cm}$ for both prototypes. The measured values of the main figure-of-merit of the polarizer, i.e. the differential phase shift $(\Phi)$ between the two principal polarizations, are very close to the predicted one with a relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$ within $2.5 \%$. The aforementioned measured results for the principal directions translate in quite interesting results when the polarizer is analyzed according to its working basis, i.e. circular and tilted polarizations. Indeed, the measured values of XPT and XPR shown in Fig. 2.65 and 2.66 are in very good agreement with the predicted curves. Since both polarizer prototypes exhibit a XPT better than -34 dB , the validity of the design solution exploiting platelet technology has been successfully validated.

Fig. 2.67-2.69 show the measured and computed relevant terms of the matrices $\mathbf{H}$ and $\mathbf{K}$ that describe the polarizer behavior in terms of Stokes parameters when the polarizer is to be used in the dual-circular polarization radiometer as shown in Fig. 1.1 on page 5. The coefficients $H_{Q Q}$ and $\boldsymbol{H}_{U U}$ are the direct terms and, hence, have to be maximized. Conversely, the coefficient $K_{Q I}$ refers to the contamination in the $Q$ channel due to the total intensity $I$. This quantity has to be minimized because the

|  | Plate No. 1 |  |  | Plate No. 3 |  |  |  | Plate No. 5 |  |  | Plate No. 7 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ | Model | Meas | $\Delta$ |  |
| sd1 | 1.31 | 1.302 | -0.008 | 1.31 | 1.306 | -0.004 | 1.31 | 1.31 | 0 | 1.31 | 1.289 | -0.021 |  |
| sd 2 | 1.31 | 1.308 | -0.002 | 1.31 | 1.305 | -0.005 | 1.31 | 1.304 | -0.006 | 1.31 | 1.301 | -0.009 |  |

Table 2.13. Mechanical measurement of the DFS polarizer prototype B: plates number $1,3,5$ and 7 . The deviation $\Delta$ is the difference between measured and nominal values. All dimensions are in millimeter.


Figure 2.58. Waveguide setup that is connected to the VNA in order to experimentally characterize the DFS polarizer prototypes.
signal of interest, i.e. the linearly polarized signal, is very faint as compared to the total intensity. It can be also seen from its mathematical expression (see Eq. 1.26) that this quantity is zero when $\left|s_{21}^{(I)}\right|=\left|s_{21}^{(C)}\right|$ or, in other words, when a good amplitude equalization between the two channel is achieved. Since a channel equalization within 0.02 dB has been achieved for both prototypes, the measuerd value of $K_{Q I}$ is better than -23 dB in the operative band, that is a promising result for W -band polarimeter arrays. Finally, the coefficient $K_{U V}$ refers to the contamination in the $U$ channel due to circularly polarized signals. As discussed in Sec. 1.6, this parameter is related to the differential phase shift $(\Phi)$. Indeed, the frequency behavior of the electrical parameters $K_{U V}$ and XPT are the same apart for a scale factor due to the fact that $K_{U V}$ deals with quadratic quantities.


Figure 2.59. Computed and measured reflection coefficients for the inductive polarization $\left(s_{11}^{(I)}\right)$ of the W-band DFS polarizer prototypes A and B. The vertical dash lines denotes the operative band $[85,104] \mathrm{GHz}$.


Figure 2.60. Computed and measured reflection coefficients for the capacitive polarization $\left(s_{11}^{(C)}\right)$ of the W -band DFS polarizer prototypes A and B . The vertical dash lines denotes the operative band $[85,104] \mathrm{GHz}$.


Figure 2.61. Computed and measured transmission coefficients for the inductive polarization $\left(s_{21}^{(I)}\right)$ of the W -band DFS polarizer prototypes A and B . The vertical dash lines denotes the operative band $[85,104] \mathrm{GHz}$.


Figure 2.62. Computed and measured transmission coefficients for the capacitive polarization $\left(s_{21}^{(C)}\right)$ of the W-band DFS polarizer prototypes A and B. The vertical dash lines denotes the operative band $[85,104] \mathrm{GHz}$.


Figure 2.63. Computed and measured levels of differential phase shift ( $\Phi$ ) (in operative band) between the transmission coefficients of the two principal polarizations for the W-band DFS polarizer prototypes A and B.


Figure 2.64. Computed and measured levels of relative differential phase error $\left(\epsilon_{\Delta \Phi}\right)$ for the W-band DFS polarizer prototypes A and B. The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$


Figure 2.65. Computed and measured levels of Cross Polarization in Transmission (XPT) for the W-band DFS polarizer prototypes A and B. The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$.


Figure 2.66. Computed and measured levels of Cross Polarization in Reflection (XPR) for the W-band DFS polarizer prototypes A and B. The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$.


Figure 2.67. Computed and measured coefficients $H_{Q Q}$ for the W-band DFS polarizer prototypes A and B. The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$.


Figure 2.68. Computed and measured coefficients of $H_{U U}$ for the Wband DFS polarizer prototypes A and B . The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$.


Figure 2.69. Computed and measured effects on the Q channel due to total intensity $\left(K_{Q I}\right)$ for the W-band DFS polarizer prototypes A and B. The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$


Figure 2.70. Computed and measured effects on the U channel due to circularly polarized signals ( $K_{U V}$ ) for the W-band DFS polarizer prototypes A and B. The vertical dash lines denote the operative band $[85,104] \mathrm{GHz}$.

### 2.4 Conclusions

In this chapter two polarizer configurations (i.e. SFS and DFS) have been considered for a W-band high performance polarizer with $20 \%$ bandwidth centered at 94.5 GHz . It has been shown that the DFS solution is particularly suitable for wide band performances and mass production manufacturing, exploiting platelet technology and wire spark erosion technique. Two prototypes have been manufactured and mechanically/electrically measured. The remarkable agreement between simulated and measured results confirms the applicability of the configuration conceived during this doctoral program to the realization of polarimeter arrays.

## Chapter 3

## OMT

### 3.1 Introduction

Ortho-mode transducer (OMTs) are exploited in dual-polarization waveguide feed-systems to combine or separate orthogonal polarizations. The OMT is a waveguide component usually placed just after the polarizer in the feed assembly chain, as depicted in Fig. 1.1 on page number $5^{1}$. An OMT has three physical waveguide ports: the so called common port and two coupled ports, as shown in Fig. 3.1. The common port has two-fold-symmetrical cross section, for instance a square or a circular waveguide. Since the structure has two-fold-symmetry, it allows the propagation of two degenerated modes. The two coupled ports are usually mono-modal rectangular waveguide ports.


Figure 3.1. Three waveguide ports of the OMT and the four-port scattering matrix equivalent circuit

[^9]A waveguide OMT is designed in such a way that the incident polarizations along $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ direction (hereinafter referred as orthogonal polarizations) at the common ports are routed separately to the two single-mode ports. In Fig. 3.1, Ports 3 and 4 are the ports coupled to the two orthogonal polarizations at the common port. Therefore, from an electrical point of view, four electrical ports are required in order to describe an OMT, as shown in Fig. 3.1. In ideal conditions, the magnitude of the direct transmission scattering parameters $s_{31}$ and $s_{42}$ should be ideally equal to one. On the other hand, the magnitude of the cross-coupling terms $s_{41}, s_{32}$ and the isolation terms $s_{21}, s_{43}$ should be zero.

### 3.2 OMT Performance Evaluation Parameters

In the feed assembly chain, the mechanical and electrical characteristics of the OMT play a significant role. From the mechanical point of view, it should have compact size and low weight because these two parameters are directly related to the size and weight of the entire feed assembly. The orientations and the dimensions of the ports are also an important design parameter. Transitions and bends can be avoided if the proper orientation and the standard dimension ports are considered. From the electrical perspective, the isolation between the orthogonal polarizations should be high and this requirement can be achieved by considering a symmetrical structure. Since the return loss should be high, some matching elements are introduced as discussed in the subsequent section. The insertion loss should be very low and this requirement can be attained by using some material with low surface equivalent resistive (e.g. Aluminum) and a sufficient number of packing screws in order to avoid any wave leakage. Group delay equalization between the orthogonal polarizations is also required in some specific applications e.g. correlation polarimeters.

### 3.3 OMT in Literature

Several OMT designs are reported in the literature for narrow and wide band applications. The selection of a particular configuration mainly depends on the application. As it has been already mentioned, the performance of the OMT affect the overall feed assembly, hence considerable attention is required in order to choose a proper configuration.

In the subsequent sections, asymmetrical, symmetrical and two fold symmetrical designs are discussed along their pros and cons. Then, some matching elements are reported in order to improve the return loss and, finally, a broadband turnstile junction design strategy and the simulation results are discussed in detail.

Examples of asymmetrical and symmetrical designs having a common square waveguide port are reported in section 3.3.1 and 3.3.2. The same configurations can
be used in conjunction with a common circular waveguide port. The polarizations along the $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ directions correspond to the $T E_{10}$ and $T E_{01}$ modes, respectively, as shown in Fig. 3.2 and Fig. 3.3.

### 3.3.1 Side-Coupling OMT

The simplest OMT configuration is a T-Junction or side-coupling OMT, as reported in [32][33] and shown in Fig. 3.2. The incident $T E_{10}$ fundamental mode at common port having the polarization along $\hat{\mathbf{y}}$ direction propagates in the common waveguide and couples to the fundamental mode $T E_{10}$ of the rectangular waveguide port 3. The $\boldsymbol{T} \boldsymbol{E}_{10}$ mode in the common waveguide does not couple to the fundamental mode $\boldsymbol{T} \boldsymbol{E}_{10}$ of the rectangular waveguide port 4 . This is related to the symmetry of the structure i.e. the orthogonality of their field distributions does not allow any mutual coupling. On the other-hand, the incident $T E_{01}$ mode at common port hav-


Figure 3.2. Standard T-junction OMT.
ing the polarization along $\hat{\mathbf{x}}$ direction couples to the side arm's fundamental mode $T E_{10}$ of the rectangular waveguide port 4 and this polarization is under cut-off at port 3. Hence, port 3 and 4 are also isolated if only the fundamental mode is under consideration. The coupling arm can be changed according to the requirements of the feed system, i.e. an E-plane coupling arm can be designed instead of the H-plane coupling arm shown in Fig. 3.2. Although side-coupling OMTs are quite simple and compact, they only work in narrow frequency bands. Their operative bandwidth can be increased by introducing some matching element like septa, irises and steps. In this way, the operative bandwidth can be enlarged up to $20 \%$ or dual-band components can be designed. In any case, because of the one-fold symmetrical structure, the bandwidth is limited due to the cutoff frequency of the higher-order modes $T E_{11}$ and $\boldsymbol{T} M_{11}$.

### 3.3.2 Boifot OMT

The Boifot junction based OMT is exploited to enlarge the operative band[34] [35]. A symmetric E-plane coupling is used for the polarization along the $\hat{\mathbf{x}}$ direction, as shown in Fig. 3.3. This kind of coupling provides two fold symmetry ${ }^{2}$ that avoids the excitation of the $T E_{11}$ and $T M_{11}$ higher-order modes in the common port. Therefore, in this configuration the bandwidth can be enlarged up to the $\boldsymbol{T} E_{20}$ cutoff frequency. On the other hand, the two symmetric side arms need to be recombined, by exploiting the straight and bent rectangular waveguide sections in order to obtain a single signal at port 4 . Therefore this structure is more complex with respect to the side-coupling OMT.


Figure 3.3. Structure of the Boifot OMT.
It should be noticed that any differential error in the length of the two waveguides of the combining network due to the machining inaccuracy could destroy the symmetry of the structure and, consequently, a performance degradation would be observed. Additionally, the insertion loss and group delay are intrinsically quite different for both polarizations.

### 3.3.3 Turnstile Based OMT

In this OMT configuration, a turnstile junction is used to separate the two orthogonal polarized signals into two separate waveguides. It has a common square/circular waveguide port and four rectangular waveguide ports as reported in Fig. 3.4. The physical ports are, then, five whereas six electrical ports are necessary if only

[^10]the fundamental mode is considered. The turnstile junction exploits a symmetric E-plane coupling for both polarizations. For a perfectly symmetric structure, the incoming $\hat{\mathbf{x}}$-polarized signal couples to the fundamental $T E_{10}$ mode at port 1 and port 2 as reported with dotted line in Fig. 3.4. The same polarization excites the $T E_{01}$ mode at ports 3 and 4 but this mode is under cut-off in the operative frequency range of the structure. Hence, the power is equally split between port 1 and port 2, but the signals at port 1 and at port 2 are in counter-phase. Similarly, the incoming $\hat{\mathbf{y}}$-polarized signal couples to the fundamental $\boldsymbol{T} E_{10}$ mode at the ports 3 and 4 (see Fig. 3.4). In particular, half signal flows to port 3 and the other half si routed to port 4, but the two coupled signals are in counter-phase. Since the turnstile junction has two-fold symmetry, it inherently has a very good isolation level. The $\boldsymbol{T} \boldsymbol{E}_{11}$ mode does not excite the $\boldsymbol{T} \boldsymbol{M}_{01}$ and $\boldsymbol{T} \boldsymbol{E}_{21}$ modes in the common waveguide. Therefore, the upper limit of the frequency band is related to the cutoff frequency of the $\boldsymbol{T} \boldsymbol{M}_{11}$ mode at the common port and the cutoff frequency of the $\boldsymbol{T} E_{01}$ mode at the coupled ports. As a drawback, two different waveguide structures (not shown in Fig. 3.4) are required to combine the opposite ports. Also in this case, possible asymmetries of the combiners owing to the manufacturing uncertainties should be managed to avoid isolation problems. This OMT type can operate in a large frequency band (more than $30 \%$ ) with good power handling properties. However, the presence of two combiners make this configuration less compact and with higher losses with respect to the previous solutions.


Figure 3.4. Turnstile junction having two pin as a matching element.

## Matching Element

Usually a proper protrusion with either pyramidal, cylindrical or parallelepiped shapes can be introduced in the back of the junction in order to improve the matching. The turnstile junction exhibits the same insertion loss and group delay for both polarizations since the latter undergo a symmetric coupling at the same section of the common port. Various shape and combination of shapes of matching elements are reported in literature e.g.

- Cylindrical pin(Ref. [11])
- Two cylindrical pins(Ref. [36])
- Five cylindrical pins(Ref. [37])
- Pyramidal pin(Ref. [38][39])
- Square prism pin(Ref. [40][41])
- Two square prism pin.


### 3.3.4 Broad Band Turnstile Junction

As an example, the design of a broad band turnstile junction with a $40 \%$ bandwidth centered at 40 GHz (Q-Band) with reflection level lower than -35 dB is described in this section. This component has been obtained by exploiting the COM-EM-AT described in Chapter 4. In the subsequent paragraph the design strategy is discussed and finally the frequency response of the turnstile junction designed is reported.


Figure 3.5. Structure of the turnstile junction. (a) Front view. (b) Back view. (c) Back view with cutting plane.

Design Approach Two cylindrical pins are used as a matching element. These are placed at the bottom of the common circular waveguide, as reported in Fig. 3.5. The two pins add four design parameter i.e. length and radius of each pin. The radius of both pins have a design constrain. If the radius of the lower pin is smaller than the upper one then there is a probability to break down this matching structure. Therefore, in order to avoid this situation, the radius of the lower cylindrical pin should always be greater than the upper pin. Henceforth, the lower and upper pins are named as outer and inner, respectively. Since the structure would be manufactured as a stack of metal plates(multi-layer design), the height $\boldsymbol{B}$ of the rectangular waveguide is fixed by the thickness of the metal plate ${ }^{3}$. Hence, there are six design parameters i.e.
$R$ : Common circular waveguide radius
$A$ : Broader side of the couplar waveguide
$R_{\text {outer-pin }}$ : Radius of the outer pin
$L_{\text {outer-pin }}$ : Length of the outer pin
$R_{\text {inner-pin }}$ : Radius of the inner pin
$L_{\text {inner-pin }}:$ Length of the inner pin
Instead of performing a six dimensional grid analysis this problem can be split in two groups. A parent grid is created using $R$ and $A$ with a step of 0.1 mm . The range for $R$ and $A$ are defined as:

- $R: 3.3 \mathrm{~mm} \rightarrow 3.5 \mathrm{~mm}$
- $A: 5.1 \mathrm{~mm} \rightarrow 5.7 \mathrm{~mm}$

Hence, the parent grid has $3 \times 7$ points as reported in Fig. 3.6. For each point of the parent grid a sub-grid related to the dimensions of the matching $\operatorname{pins}\left(\boldsymbol{R}_{\text {outer-pin }}\right.$, $L_{\text {outer-pin }}, R_{\text {inner-pin }}$ and $L_{\text {inner-pin }}$ ) is defined. The range for $R_{\text {outer-pin }}$ and $\boldsymbol{R}_{\text {inner-pin }}$ vary from 0.5 mm to 2.5 mm with a step of 0.333 mm whereas, the range for $L_{\text {outer-pin }}$ and $L_{\text {inner-pin }}$ is $[0.1 \mathrm{~mm}, 2.0 \mathrm{~mm}$ ] with a step of 0.316 mm . The sub-grid contains 2401 points. The constrain $R_{\text {outer-pin }}>R_{\text {inner-pin }}$ is managed in the MATLAB ${ }^{\circledR}$ script. For each point of the parent grid the geometry, among the possible 2041, providing the best reflection level is stored. These analyses are performed by considering a

[^11]

Figure 3.6. Parent grid definition for $R$ and $A$.
$20 \%$ bandwidth centered at $43.5 \mathrm{GHz}^{4}$. Once all the sub-grid analyses have been completed, the matching pin dimensions are further optimized for each point of the parent grid starting form the corresponding best solution provided by the corresponding sub-grid analysis. In table 3.1 the results obtained before optimization and after optimization are reported. It can be noticed that the turnstile junction geometry labeled as number 8 on Table 3.1 shows the best reflection coefficient. In order to obtain a $40 \%$-bandwidth turnstile junction, the best geometry of the $20 \%$-bandwidth junction reported in Table 3.1 has been used as an initial guess. In particular, starting from the case of the $20 \%$-bandwidth junction, the operative band considered has been enlarged step by step of 1 GHz . The relevant solution has been obtained by optimization. In this optimization, the radius $R$ and the width $A$ are also optimized. The $40 \%$ bandwidth has been achieved in 13 steps. The results obtained during this optimization process are reported in Table 3.2. The frequency response of the each geometry are reported in Fig.s 3.7-3.20. It can be noticed how the two zeros are moving far from each other as the operative band increase and due to their presence the reflection level remain quite low even in a $40 \%$ band. The geometries are reported in Table 3.2, while the geometry parameters are plotted as a function of relative bandwidth in Fig.s $3.21-3.23$. These plots show how the dimensions of the turnstile junction vary when the bandwidth increases. As one can expect, the return loss decreases (see Fig. 3.24) as a function of the bandwidth. In particular it decreases from -41.0 dB to -34.8 dB . The dimensions of the radius $R$ and the width $A$ increase gradually as the relative bandwidth increase (see Fig. 3.21) whereas an anomaly can be observed in the matching pin dimensions (see Fig. 3.22- Fig. 3.23).

[^12]| S. No | R | A | $R_{\text {outer-pin }}$ |  | $L_{\text {outer-pin }}$ |  | $R_{\text {inner-pin }}$ |  | $L_{\text {inner-pin }}$ |  | $s_{11}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | B.O | A.O | B.O | A.O | B.O | A.O | B.O | A.O | B.O | A.O |
|  | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{dB}]$ | $[\mathrm{dB}]$ |
| 1 | 3.3 | 5.1 | 2 | 2 | 0.575 | 0.576 | 1 | 1 | 1.05 | 1.05 | -27.1 | -27.2 |
| 2 | 3.3 | 5.2 | 2 | 2 | 0.575 | 0.575 | 1 | 1.001 | 1.05 | 1.05 | -30.0 | -30.6 |
| 3 | 3.3 | 5.3 | 2 | 2 | 0.575 | 0.576 | 1 | 1 | 1.05 | 1.05 | -29.0 | -29.2 |
| 4 | 3.3 | 5.4 | 2 | 1.996 | 0.575 | 0.518 | 1 | 1.084 | 1.05 | 1.039 | -25.6 | -26.8 |
| 5 | 3.3 | 5.5 | 1.5 | 1.776 | 1.05 | 0.793 | 0.5 | 0.799 | 1.05 | 1.123 | -23.3 | -28.6 |
| 6 | 3.3 | 5.6 | 1.5 | 1.565 | 1.05 | 1.017 | 0.5 | 0.559 | 1.05 | 1.025 | -24.2 | -28.7 |
| 7 | 3.3 | 5.7 | 1.5 | 1.517 | 1.05 | 1.087 | 0.5 | 0.51 | 1.05 | 1.016 | -24.0 | -28.6 |
| $\mathbf{8}$ | $\mathbf{3 . 4}$ | $\mathbf{5 . 1}$ | $\mathbf{2 . 5}$ | $\mathbf{2 . 6 8 9}$ | $\mathbf{0 . 5 7 5}$ | $\mathbf{0 . 4 3 1}$ | $\mathbf{1}$ | $\mathbf{1 . 1 1 3}$ | $\mathbf{1 . 5 2 5}$ | $\mathbf{1 . 3 3 8}$ | $\mathbf{- 2 2 . 9}$ | $\mathbf{- 4 1 . 0}$ |
| 9 | 3.4 | 5.2 | 2.5 | 2.272 | 0.575 | 0.678 | 1 | 0.832 | 1.525 | 1.575 | -24.3 | -30.0 |
| 10 | 3.4 | 5.3 | 2.5 | 2.547 | 0.575 | 0.534 | 1 | 1.019 | 1.525 | 1.511 | -24.7 | -27.6 |
| 11 | 3.4 | 5.4 | 2.5 | 2.423 | 0.575 | 0.59 | 1 | 0.922 | 1.525 | 1.637 | -24.7 | -30.7 |
| 12 | 3.4 | 5.5 | 2.5 | 2.394 | 0.575 | 0.485 | 1 | 0.995 | 1.525 | 1.446 | -24.0 | -32.3 |
| 13 | 3.4 | 5.6 | 2.5 | 2.266 | 0.575 | 0.406 | 1 | 1.124 | 1.525 | 1.26 | -22.8 | -28.9 |
| 14 | 3.4 | 5.7 | 2.5 | 2.615 | 0.575 | 0.46 | 1 | 1.035 | 1.525 | 1.606 | -20.6 | -29.3 |
| 15 | 3.5 | 5.1 | 2.5 | 2.503 | 0.575 | 0.539 | 1 | 0.968 | 1.525 | 1.488 | -24.3 | -25.0 |
| 16 | 3.5 | 5.2 | 2.5 | 2.579 | 0.575 | 0.546 | 1 | 1.012 | 1.525 | 1.486 | -26.7 | -35.6 |
| 17 | 3.5 | 5.3 | 2.5 | 2.5 | 0.575 | 0.581 | 1 | 0.972 | 1.525 | 1.546 | -30.0 | -34.5 |
| 18 | 3.5 | 5.4 | 2.5 | 2.5 | 0.575 | 0.575 | 1 | 1.001 | 1.525 | 1.525 | -31.1 | -31.8 |
| 19 | 3.5 | 5.5 | 2.5 | 2.532 | 0.575 | 0.561 | 1 | 0.992 | 1.525 | 1.618 | -26.6 | -34.3 |
| 20 | 3.5 | 5.6 | 2.5 | 2.495 | 0.575 | 0.514 | 1 | 1.019 | 1.525 | 1.54 | -23.0 | -37.2 |
| 21 | 3.5 | 5.7 | 2.5 | 2.35 | 0.575 | 0.456 | 1 | 1.057 | 1.525 | 1.48 | -20.2 | -25.4 |

Table 3.1. Twenty-one different designs of the Q-band turnstile junction. Each design refers to a single point in the parent grid of Fig. 3.6. The common circular waveguide radius and broader side of the rectangular waveguide are denoted by $R$ and $A$, respectively. The acronyms "B.O." and "A.O" refer to the solution before and after optimization, respectively.

This depends on the constraints on the height of the rectangular waveguide $(\boldsymbol{B})$ that is fixed through out the analysis.

In Table 3.2, the geometry reported in S.No 1 has a higher reflection level as compared to the geometry reported in S.No 2, whereas the operative band for S.No 1 geometry is smaller than the operative band of S.No 2 geometry. This is due to the fact that the geometry reported in S.No 1 is obtained for $20 \%$ bandwidth by keeping constant $R$ and $A$ during the optimization whereas $R$ and $A$ are also optimized for the geometry reported in S.No 2 . Therefore, the latter one yields a slightly better reflection level for the 23.3 \% bandwidth.

| S.No | $R$ | A | $R_{\text {outer-pin }}$ | $L_{\text {outer-pin }}$ | $R_{\text {inner-pin }}$ | $L_{\text {inner-pin }}$ | $f_{\text {start }}$ | $f_{\text {center }}$ | Rel. BW | $s_{11}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $[\mathrm{~mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{mm}]$ | $[\mathrm{GHz}]$ | $[\mathrm{GHz}]$ | $[\%]$ | $[\mathrm{dB}]$ |
| 1 | 3.4 | 5.1 | 2.689 | 0.431 | 1.113 | 1.338 | 39 | 43.5 | 20.7 | -41.0 |
| 2 | 3.313 | 5.157 | 2.693 | 0.377 | 1.119 | 1.319 | 38 | 43.0 | 23.3 | -42.9 |
| 3 | 3.315 | 5.196 | 2.604 | 0.39 | 1.101 | 1.313 | 37 | 42.5 | 25.9 | -41.7 |
| 4 | 3.326 | 5.29 | 2.42 | 0.443 | 1.047 | 1.318 | 36 | 42.0 | 28.6 | -40.8 |
| 5 | 3.322 | 5.32 | 2.343 | 0.457 | 1.035 | 1.298 | 35.0 | 41.5 | 31.3 | -39.1 |
| 6 | 3.354 | 5.39 | 2.271 | 0.511 | 0.991 | 1.33 | 34.5 | 41.3 | 32.7 | -38.2 |
| 7 | 3.388 | 5.409 | 2.371 | 0.475 | 1.032 | 1.353 | 34.0 | 41.0 | 34.1 | -37.9 |
| 8 | 3.434 | 5.45 | 2.464 | 0.457 | 1.059 | 1.39 | 33.5 | 40.8 | 35.6 | -37.4 |
| 9 | 3.432 | 5.465 | 2.384 | 0.49 | 1.028 | 1.388 | 33.2 | 40.6 | 36.5 | -36.7 |
| 10 | 3.446 | 5.495 | 2.375 | 0.5 | 1.022 | 1.403 | 33.0 | 40.5 | 37.0 | -36.6 |
| 11 | 3.446 | 5.499 | 2.38 | 0.491 | 1.03 | 1.395 | 32.7 | 40.4 | 37.9 | -36.0 |
| 12 | 3.434 | 5.492 | 2.354 | 0.488 | 1.032 | 1.375 | 32.5 | 40.3 | 38.5 | -35.7 |
| 13 | 3.450 | 5.511 | 2.34 | 0.508 | 1.017 | 1.39 | 32.2 | 40.1 | 39.4 | -35.4 |
| 14 | 3.450 | 5.532 | 2.326 | 0.505 | 1.02 | 1.385 | 32.0 | 40.0 | 40.0 | -34.8 |

Table 3.2. Roadmap of the broad-band turnstile-junction design in the Q band in order to achieve a $40 \%$ bandwidth centered at 40 GHz . Operative band is defined as $\left[f_{\text {start }}, 48\right] \mathrm{GHz}$ for each geometry. The acronym "Rel. BW" denotes the relative bandwidth.


Figure 3.7. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 1 of Tab. 3.2 ( $20.7 \%$ bandwidth centered at 43.5 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.8. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 2 of Tab. 3.2 ( $23.3 \%$ bandwidth centered at 43 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.9. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 3 of Tab. 3.2 ( $25.9 \%$ bandwidth centered at 42.5 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.10. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 4 of Tab. 3.2 ( $28.6 \%$ bandwidth centered at 42 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.11. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 5 of Tab. 3.2 ( $31.3 \%$ bandwidth centered at 41.5 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.12. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 6 of Tab. $3.2(32.7 \%$ bandwidth centered at 41.3 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.13. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 7 of Tab. 3.2 ( $34.1 \%$ bandwidth centered at 41 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.14. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 8 of Tab. 3.2 ( $35.6 \%$ bandwidth centered at 40.8 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.15. Reflection coefficient ( $s_{11}$ ) at the common circular waveguide of the broadband turnstile junction S.No 9 of Tab. 3.2 ( $36.5 \%$ bandwidth centered at 40.6 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.16. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 10 of Tab. 3.2 ( $37 \%$ bandwidth centered at 40.5 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.17. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 11 of Tab. 3.2 ( $37.9 \%$ bandwidth centered at $40.4 \mathrm{GHz})$. The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.18. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 12 of Tab. 3.2 ( $38.5 \%$ bandwidth centered at 40.3 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.19. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 13 of Tab. 3.2 ( $39.4 \%$ bandwidth centered at 40.1 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.20. Reflection coefficient $\left(s_{11}\right)$ at the common circular waveguide of the broadband turnstile junction S.No 14 of Tab. 3.2 ( $40 \%$ bandwidth centered at 40 GHz ). The vertical black(solid) lines refer to the $40 \%$ band centered at 40 GHz , whereas the other vertical red(dash) lines denote the operative band.


Figure 3.21. Broad band turnstile junction's common circular waveguide $(\boldsymbol{R})$ and the broader side of the rectangular waveguide(A) geometrical variations as a function of the relative bandwidth.



Figure 3.22. Broad band turnstile junction's outer pin radius $\left(\boldsymbol{R}_{\text {outer-pin }}\right)$ and length $\left(L_{\text {outer-pin }}\right)$ geometrical variations as a function of the the relative bandwidth.


Figure 3.23. Broad band turnstile junction's inner pin radius $\left(\boldsymbol{R}_{\text {inner-pin }}\right)$ and length $\left(L_{\text {inner-pin }}\right)$ geometrical variations as a function of the relative bandwidth.


Figure 3.24. Broad band turnstile junction's return loss variation as a function of the relative bandwidth.

### 3.4 Stokes Parameter's Formulation

In this section, the electrical response of the OMT is described in terms of relationship between input and output Stokes parameters. The same formulation and methodology used in the polarizer case are followed in this section. The generic expression of the incident electric field vector at the common waveguide circular/rectangular port of the OMT is given as,

$$
\mathbf{E}_{1}^{\text {inc }}=E_{x} \hat{\mathbf{x}}+E_{y} \hat{\mathbf{y}}
$$



Figure 3.25. Four electrical port block diagram of the OMT (the three OMT waveguide ports are also reported).

It has to be noticed that the two linearly polarized signals $E_{x}$ and $E_{y}$ are proportional to the two circular polarizations collected by the horn, since it is understood that the OMT is mounted inside a dual-circular polarization receiver with a polarizer mounted in front of it (see Fig. 1.1). The scattered field components along $\hat{\mathbf{y}}$ and $\hat{\mathbf{x}}$ direction at physical port 2 and 3(see Fig. 3.25) of the OMT are given as,

$$
\begin{aligned}
& E_{2}^{\text {scat }}=s_{31} E_{y}+s_{32} E_{x} \\
& E_{3}^{\text {sat }}=s_{41} E_{y}+s_{42} E_{x}
\end{aligned}
$$

These signals are, then, routed to a correlation unit in order ot measure the Stokes parameters $Q_{m}$ and $U_{m}$ that are proportional to the real and imaginary parts of the product $E_{3}^{s c a t}\left(E_{2}^{s c a t}\right)^{*}$, respectively. The detail derivation is reported in B.1. Only the final derived expression of the $Q_{m}$ and $U_{m}$ Stokes parameters are reported here.

$$
\left[\begin{array}{l}
Q_{m} \\
U_{m}
\end{array}\right]=\mathbf{H} \cdot\left[\begin{array}{l}
Q \\
U
\end{array}\right]+\mathbf{K} \cdot\left[\begin{array}{c}
I \\
V
\end{array}\right]
$$

where

$$
\begin{aligned}
& \mathbf{H}=\left[\begin{array}{ll}
H_{Q Q} & H_{Q U} \\
H_{U Q} & H_{U U}
\end{array}\right], \mathbf{K}=\left[\begin{array}{ll}
K_{Q I} & K_{Q V} \\
K_{U I} & H_{U V}
\end{array}\right] \\
& H_{Q Q}=\boldsymbol{R}\left\{s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} \\
& \boldsymbol{H}_{Q U}=\mathfrak{J}\left\{-s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} \\
& H_{U Q}=-\mathfrak{T}\left\{s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} \\
& H_{U U}=\mathfrak{R}\left\{-s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\}
\end{aligned}
$$

and

$$
K_{Q I}=\mathfrak{R}\left\{s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right\}
$$

$$
\begin{aligned}
K_{Q V} & =\mathfrak{R}\left\{s_{42} s_{32}^{*}-s_{41} s_{31}^{*}\right\} \\
K_{U I} & =-\mathfrak{\Im}\left\{s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right\} \\
K_{U V} & =-\mathfrak{T}\left\{s_{42} s_{32}^{*}-s_{41} s_{31}^{*}\right\}
\end{aligned}
$$

In order to obtain an OMT that is only sensitive to the polarized component, the diagonal terms of the $\mathbf{H}$ matrix should be equal to 1 and the off-diagonal terms should be equal to zero and this can be only achieved when the OMT design have very low cross-coupling terms (ideally, $s_{41}=s_{32}=0$ ) and very good channel equalization (ideally, $s_{31}=s_{42}=1$ ). Since the $Q$ and $U$ Stokes parameters are also affected by the other Stokers parameters $I$ and $V$ through matrix $\mathbf{K}$, the latter matrix should also contain very low elements. Minimization of the OMT cross-couplings is also essential in this regard.

If the cascade of the polarizer and the OMT is considered as a single block/entity, then the Stokes parameter analysis remains the same as the one reported in this section.

### 3.5 W-band Multi-Layer OMT

The multi-layer architecture of the OMT in conjunction with the wire spark erosion technique provides a very compact and accurate design with high repeatability. This approach provides the parallelism in manufacturing that reduces both the machining process time and the over all cost. Therefore, it can be manufactured in a medium-large scale with high accuracy and it is very suitable for cluster applications. A multi-layer W-band OMT cluster with 7-elements has been designed and manufactured. The experimental results reported in section 3.5.4 demonstrate the validity of the proposed architecture.

By exploiting a multi-layer architecture, a two-fold symmetric-coupling OMT configuration based on the turnstile junction with a properly arranged recombination network has been conceived in order to obtain both a good equalization and a high isolation between the two channels in a large operative bandwidth ( $30 \%$ ). The design of the turnstile junction of the W-band OMT has been carried out by exploiting the results obtained for the Q-band junction reported in the previous sections.

### 3.5.1 Architecture

The multi-layer W-band OMT waveguide geometry is shown in Fig. 3.26. It is colored in such a way that all the particulars can be easily recognized in the corresponding exploded-view of Fig. 3.27 (the mounting holes are also shown). A part from the input and output sections, the thickness of the various layers is 0.5 mm (all-but-gray) and 1 mm (gray). These values have been selected during the design
stage as the best trade-off between performance and commercial availability of the metal sheets. The waveguide configuration is based on a turnstile junction that lays on the yellow and green layers. The circular input waveguide (diameter 2.62 mm ) of the turnstile junction is manufactured on the brown, red and orange layers. One pair of the opposite rectangular outputs ( $2.144 \mathrm{~mm} \times 1 \mathrm{~mm}$ ) of the turnstile junction is routed to the upper levels (red and orange) by means of a matched staircase of waveguide E-plane steps. It undergoes two subsequent $90^{\circ} \mathrm{H}$-plane piecewiseuniform bends and then it is routed back to the yellow and green layers, where the recombination occurs by means of a matched E-plane T junction. The other orthogonal pair of waveguides follows a dual path down through the lower blue and violet layers and then back up to the yellow and green layers. The matching element of the turnstile junction is manufactured as a metal cylinder (diameter 1.186 mm ) which is placed into a press fit hole located in the center of the blue layer. It should be noted that the two recombination structures do not cross because they are placed two-levels apart. Moreover, they are rigorously identical as far as the single-mode is concerned. Although several evanescent higher order modes are excited by the various waveguide discontinuities, the spacing between them has been designed so that such modes are localized. Therefore, they do not produce any significant degradation to neither the channel equalization nor the cross-coupling or isolation performance. In other words, the two-fold symmetry of the turnstile junction is preserved. Two metal layers for each rectangular waveguide level (redorange, yellow-green and blue-violet) are required in order to obtain a low-reflection coefficient in the $30 \%$ bandwidth for both the staircase E-plane step transitions and the mitered E-plane T junctions without additional matching elements. A smaller number of layers can be adopted if an OMT design with a narrower bandwidth is required. The output waveguide sections of the T-junctions are manufactured on both the blue and violet layers in order to obtain a suitable phase condition to connect the second-order waveguide step transformer (gray and white) to the output WR10 standard waveguides (black). It should be pointed out that both rectangular outputs lay on the same reference plane. This feature is very useful when the equalization of the subsequent device chain is also important e.g. correlation polarimeters.

### 3.5.2 Simulation Results

The various discontinuities have been analyzed exploiting full-wave analysis tools based on the Method of Moments. The various OMT components have been designed using parametric charts to define a good guess and, subsequently, optimization algorithms to refine the solution.

A significant design constrain is the limited set of commercially-available thickness values for the metal sheets. Nevertheless, very good matching levels have been


Figure 3.26. Internal waveguide configuration of the multi-layer W-band OMT. The input circular ( $\Phi 2.62 \mathrm{~mm}$ ) and output WR10 waveguides are colored in brown and black, respectively. Both the turnstile and the T-junctions lay on the yellow and green layers.


Figure 3.27. Exploded view of the multi-layer W-band OMT. The colors are consistent with Fig. 3.26. All the metal layers only exhibit through holes with the required shape.
obtained for the various discontinuities in the $30 \%$ bandwidth centered at 94 GHz i.e. -34 dB for the turnstile junction, -46 dB for the staircase E-plane junction,
and -42 dB for the E-plane T-junction with output adapters. A reflection level of -55 dB has been obtained for the H-plane piecewise uniform bends. Simulatation results are reported in Fig. 3.28, 3.29, 3.30. The cross-coupling terms between the two polarizations are not reported since the simulated curves are lower than -80 dB .


Figure 3.28. Computed reflection level for the W-band turnstile junction, Eplane junction and H-plane piecewise uniform bend. The vertical dash lines denote the operative frequency band.


Figure 3.29. Computed reflection level for the W-band turnstile junction and the turnstile junction cascaded with the E-plane junction. The vertical dash lines denote the operative frequency band.


Figure 3.30. Computed reflection level for E-Plane T-junction and E-Plane T-Junction with E-Plane junction. The vertical dash lines identify the operative frequency band.

### 3.5.3 Prototype



Figure 3.31. Multi-layer OMT cluster with 7 modules arranged in a equilateral triangular lattice (step 42 mm ). The set of measurement loads is connected to the central module

Several prototypes of the W-band multilayer OMT has been manufactured through wire spark erosion applied to phosphor bronze plates (see Fig. 3.32). With reference to Fig. 3.32, the average radius of the bends of the recombination networks has been selected in order to provide a distance of 16 mm between the rectangular outputs. This spacing is necessary to accommodate the two standard WR10 connection flanges. Smaller devices can be designed if proper custom flanges are adopted. The


Figure 3.32. Bottom view of the OMT. Various parts of the OMT are indicated by arrows. Distance between two rectangular waveguide output ports is 16 mm


Figure 3.33. Seven OMTs arrangement in an equilateral triangular lattice (step 42 mm ). Circles in the plot refers to the positions of the common circular waveguides of the seven OMTs.
mounting screws (M3 and M2.5) and the alignment dowels are also visible. It should be noted that the manufacturing time of the seven modules of Fig. 3.31, is basically equal to the manufacturing time of a single one. This happens because several samples (seven or more) of each metal layer in Fig. 3.27 are manufactured at the same time from a stack of metal sheets using the wire erosion technique. Besides reducing the manufacturing time and cost, this technique provides a set of identical devices, therefore, it is very suitable for cluster applications. A curvature radius of 0.2 mm has been considered in all the inner shaped of Fig. 3.27, owing to the diameter of the electric discharge wire. The hexagonal external profile of the OMT has been
selected to obtain the equilateral triangular lattice configuration shown in Fig. 3.33, which is the best one in terms of focal plane density. The lattice step and the module thickness are 42 mm and 23.5 mm , respectively.

### 3.5.4 Experimental Results

The $4 \times 4$ scattering matrix of the OMT is obtained exploiting a measurement technique developed in the past by the AE\&ED group of IEIIT-CNR. In this technique [42], the two output rectangular ports of the OMT are connected to the two ports of the VNA whereas the common circular port is loaded with five different loads, i.e.

- Matched load
- Short circuit load
- Short circuit load shifted by a line
- Reactive load
- Reactive load moved back by the line

Thanks to this calibration technique, the common circular waveguide port of the OMT is not connect to the VNA, moreover the accuracy produced is greater than the standard adapter-removal technique. In Fig. 3.34-3.37, the experimental results obtained for one of the seven W-band prototypes are reported. The measured reflection level is lower than -22 dB (see Fig. 3.34). The discrepancy with the simulated one is due to the manufacturing inaccuracy. The cross-coupling for both polarization is lower than -42 dB in the whole operative band, as reported in Fig. 3.35. The insertion loss is -1.2 dB at lower frequency and -0.8 dB at the higher frequencies, as reported in Fig 3.36. The magnitudes of the scattering terms $s_{31}$ and $s_{42}$ are almost identical and this guarantees a very good channel equalization. Simulation for the insertion loss is performed with an equivalent resistivity of $10 \mu \Omega \mathrm{~cm}$. It can be seen that the computed curve is quite above the measurement curves. It reveals that the resistivity of the used material(phosphor bronze) is quite higher.

In order to study the behavior of the insertion loss, plate number 1 to 5 and 10 (see Fig. 3.27) are replaced with silver plated metallic plates. In this way, the upper recombination network is formed by the silver plated layers whereas the lower recombination network is formed by the phosphor bronze layers. In this condition, an improvement in the insertion loss should be observed in one channel whereas the other channel should be unaffected. The measured insertion losses reported in Fig. 3.37 confirm this situation. In this figure, only the transmission coefficient for the polarization is reported experiencing the silver plated channel, $s_{42}$, is reported. It
can be noticed that silver platting improves the insertion loss and measurements are more consistent with the computed results. However, since the OMT is designed in W band, a small amount of deformation in the component due to the silver platting may deteriorate its performance. Therefore a good controlled silver plating process is required in this regards. Instead of using silver plating, insertion loss can also be improved by using different materials that have good surface equivalent resistivity e.g. all aluminum metallic plates can be used instead of phosphor bronze ones.


Figure 3.34. Measured (dash-lines) and simulated (solid-lines) transmission coefficient of one W-band prototype for both polarizations ( $s_{11}$ and $s_{22}$ ). The vertical dash lines denote the operative frequency band.


Figure 3.35. Measured cross-coupling coefficients and isolation of one W-band prototype $\left(s_{32}, s_{12}\right.$ and $\left.s_{41}\right)$. Computed results are not reported because they are lower than -80 dB . The vertical dash lines denote the operative frequency band.


Figure 3.36. Measured (dash-lines) and simulated (solid-lines) transmission coefficient of one W-band prototype for both polarizations ( $s_{31}$ and $s_{42}$ ). Simulations have been performed with an equivalent resistivity of $10 \mu \Omega \mathrm{~cm}$. The vertical dash lines denote the operative frequency band.


Figure 3.37. Transmission coefficient of one W-band prototype without and with silver-plating for one polarization $\left(s_{42}\right)$. Simulations have been performed with an equivalent resistivity of $10 \mu \Omega \mathrm{~cm}$. The vertical dash-dotted lines denote the operative frequency band.

## Chapter 4

## COM Automation for Commercial EM Tools

### 4.1 Introduction

In back 90s, it was a common practice that researchers developed their own tools in FORmula TRANslation (FORTRAN) in order to analyze the performance of a component before fabrication. These in-house developed tools were quite specific for a particular problem. With the passage of time as the technology evolves and new languages invented, the researchers have migrated to c/c++ and, eventually, to MATLAB ${ }^{\oplus}$. In this era, when commercial EM softwares like CST-MWS, HFSS, FEKO are available, researchers exploit them along with their own in-house developed tools. Using these EM softwares, any kind of complex geometry can be created with the help of few mouse clicks and, then, this Computer-Aided Design (CAD) can be analyzed with certain boundary conditions. Obviously, commercial EM tools are very easy to use, but in terms of computation time they are slower than the inhouse developed tools. The speed limitation can be avoided by means of multi-core processors or by exploiting Graphics Processing Unit (GPU). For example, these acceleration features are already available in CST-MWS for the time domain solver. Although commercial EM softwares provide a high degree of flexibility in terms of CAD designing, post processing, parametric analysis and optimization, nevertheless an end-user feels a bottleneck when more control are required over EM softwares. For instance, a specific design activity can require:

- to use a particular optimization algorithm or a self developed optimization algorithm;
- to save the results in a particular manner for the post processing;
- to plot the results in a custom way;
- to decompose the structure in several domains in order to analyze each domain through both in-house developed tools and commercial EM softwares and, then, to combine the results in order to obtain the complete performance of the component/system.

Definitely, for the later cases an end-user can perform these operations manually. However, if all the processing has to be repeated several times during the design stage, it will be very difficult to handle it without any human error. Indeed, apart from the tediousness it is quite probable to commit a mistake in handling the data manually.

In this perspective, some tools performing automation among MATLAB ${ }^{\circledR}$ and the commercial EM software through various ways have been recently developed. Using these automation tools all the above mentioned problems can be addressed very easily. In the subsequent section the existing approaches available in the literature are briefly discussed. In the later sections the Component Object Model Electromagnetic Automation Tool (COM-EM-AT) developed in this doctoral program is introduced. Its features are described in details with the help of simple examples and flow charts. The literal meaning of automation is the technique of making a process operating automatically. The COM automation refers to an automation for the COM protocol, i.e. it allows one application to control the objects exported by another application.

### 4.2 Different Approaches for EM Automation

Automation among MATLAB ${ }^{\circledR}$ and EM software has been exploited in different ways since a quite long time. For instance, parameter optimization with Genetic Algorithm (GA) using HFSS is reported in [43]. In this paper the authors exploit a macro to update the parameter during the optimization. In [44] the authors perform the automation for CST-MWS, HFSS and FEKO exploiting different techniques depending on the specific EM software. For instance, in FEKO automation the authors update the parameters in the text file that is later read by FEKO. For CST-MWS and HFSS the authors studied how these two softwares create a Visual Basic for Applications (VBA) code and, then, they recreate this code. In [45] automation among MATLAB ${ }^{\circledR}$ and HFSS is reported using GA. In this paper the authors focused on the design and on the results achievable through this automation approach. The automation approach presented in this paper is roughly the same as the one described in [43]. In [46] the authors introduced a tool named NEMO that can exploit several optimization algorithms, like fminsearch, GA real and Particle Swarm Optimization (PSO) real. Among all the above mentioned papers, only [44] focuses on the automation approach itself instead of mainly consider the design results achievable through automation. Although the approach described in this paper is quite
promising, it requires the knowledge of VBA.

### 4.3 COM Automation

The design of passive components involves several stages, each stage being executed by a specific application. For instance, MATLAB ${ }^{\circledR}$ can be required for the optimization, CST-MWS for the EM analysis and PowerPoint for presenting the analysis plot. Definitely, each application can be handled separately, but thanks to the Component Object Model (COM), that provides the application integration feature, it is possible to allow one application to control the objects exported by another application. In plain words, it is possible to control CST-MWS and PowerPoint from MATLAB ${ }^{\circledR}$ or vice versa by using COM. The functionality of the COM is defined by one or more interfaces that consist of properties, methods and events. The application that uses the COM object is called COM client, whereas the application that exposes the COM functionality for use is called COM server.

In the following discussion MATLAB ${ }^{\circledR}$ is considered as a COM client, whereas the remaining applications (e.g. CST-MWS, HFSS, PowerPoint) are considered as COM servers, as reported in Fig. 4.1. In this figure, a global picture of the COM automation is reported. The integration among in-house developed tool, EM software and PowerPoint produces a quite powerful EM application package.

In order to easy the COM exploitation and make it more oriented towards MATLAB ${ }^{\circledR}$ users, a tool named Component Object Model Electromagnetic Automation Tool (COM-EM-AT) has been created. The COM-EM-AT hides all implementation details inside the functions and an end-user needs to only provide the required parameters. This tool contains about 140 functions that are categorized in two groups on the basis of their required input parameters. One group accepts all the necessary parameters as input arguments, whereas the other accepts a struct data-type argument. The reason for this classification is that the first category contains those functions that require a small number of parameters that can be passed as function arguments ${ }^{1}$. Conversely, those functions requiring many parameters in order to be configured are placed in the second category ${ }^{2}$. Indeed, for this kind of functions the end-user typically wants to vary a few parameter values from the corresponding default ones. Therefore, for these functions there is no need to define all the fields of the structure but only those fields the user wants to initialize, while the others are automatically set to their default values inside the function. An example can be seen in Listing 4.1 that is explained in details in the following section, where the COM automation tools for CST-MWS and HFSS are discussed in detail from

[^13]

Figure 4.1. COM client and server configuration.
scratch. At the end of this section a complete example of COM-EM-AT is also given in order to show the effectiveness of the tool developed.

### 4.3.1 COM Automation for CST-MWS

The instance of a COM object in MATLAB ${ }^{\circledR}$ can be created with the actxserver function. It requires an application ID of the program. As an example, the application ID of CST is CSTStudio.application. The actxserver function returns a handle to the object's main interface, The interface is used to access the methods, properties and events of the object, whose details can be found in the application documentation. The interface method can be called by using the invoke function.

The CST DESIGN ENVIRONMENT provides the COM support and its application object can be obtained in the following way
oCST_Studio $=$ actxserver ('CSTStudio.application') ;
The application object has several methods. For instance, a new CST-MWS project can be opened by invoking the NewMWS method through the invoke function
oMWS $=$ invoke (oCST_Studio, 'NewMWS');
An existing CST-MWS project can be opened by invoking the OpenFile method through the invoke function
oMWS $=$ oCST_Studio.invoke ('OpenFile ${ }^{\prime},<$ Project name with full path $>$ );
The above statement is equivalent to the following one
oMWS $=$ invoke (oCST_Studio, 'OpenFile', ${ }^{\prime}$ Project name with full path $>$ );

Both ways are presented in this chapter in order to provide more flavor to the reader. The NewMWS and OpenFile methods provide the interface/project object, i.e. oMWS. Through this interface various methods can be invoked. For instance, the existing project can be saved and closed by invoking the Save and Quit methods, respectively.

```
invoke(oMWS,'Save');
invoke(oMWS,' 'Quit ');
```

The project can be saved with a different name using the SaveAs method. For this method an additional boolean flag is required in order to decide whether the results should be saved along with the project or not.

```
invoke(oMWS,'SaveAs',< Project name with full path >, bool include__Results);
```

An object can be used several times. When it is no longer needed, it is recommended to release the object and all resources used by that object, i.e.

```
release (oMWS);
```

The oMWS object can be used to get some other objects that can be used to perform various operations. For example, a brick object can be used to create a waveguide in an existing CST-MWS project. Obviously, all methods of the brick object can be found in the documentation and, then, they can be implemented. However, it is a bit tedious to read the VBA language documentation of CST-MWS each time before implementing a function. Indeed, reading the documentation can be avoided by exploiting the history list feature of CST. Since almost every action performed on CST-MWS is recorded in the history list in the form of VBA language, it can be directly translated to an equivalent MATLAB ${ }^{\circledR}$ code. For example, if a rectangular waveguide having the dimension $5 \times 2.5 \times 10 \mathrm{~mm}$ with the name recWg is drawn in component1 in the CST-MWS, then the following code is recorded in the CST-MWS history list

```
With Brick
    .Reset
    .Name "recWg"
    .Component "component1"
    .Xrange "0", "5"
    .Yrange "0", " 2.5"
    .Zrange "0", "10"
    .Material "Vacuum"
    . Create
```

End With.

In this script, Brick is an object and its various methods have been called. This VBA script can be easily translated in an equivalent MATLAB ${ }^{\circledR}$ code. All the methods of the Brick object can be called by using the invoke function in MATLAB ${ }^{\circledR}$, as reported below

```
oBrick = invoke(oMWS, 'Brick');
invoke(oBrick, 'Reset');
invoke(oBrick, 'Name', 'recWg');
invoke(oBrick, 'Component', 'component1');
invoke(oBrick, 'Xrange', '0', '5');
invoke(oBrick, 'Yrange', '0', '2.5');
invoke(oBrick, 'Zrange', '0', '10');
invoke(oBrick, 'Material', 'Vacuum');
invoke(oBrick, 'Create');
```

In this way a rectangular waveguide will be created when the Create method is invoked. This is a very nice and easy way to translate the VBA code into an equivalent MATLAB ${ }^{\circledR}$ code without having a basic knowledge of the VBA language.

It is worthwhile to mention here that only those processes that need to be updated when any parameter is changed are recorded in the history list (e.g. the port definition is recorded in the history list because if the geometry varies, then the port definition is updated accordingly). There are some processes that do not need to be registered in the history list, e.g parameter initialization, exporting the design in sat format or exporting the scattering parameter in touchstone format. Therefore, the equivalent code of the above mentioned processes can not be found in the history list. Hence, in order to automate these processes through COM, information about the available objects and their methods must be derived from the CST-MWS documentation in the VBA language section.

The above described procedure is quite straightforward and it works very well. However, if the waveguide dimensions are parametrized, then the waveguide structure will not be updated upon changing the parameter values. The reason is that, using the above procedure, the instructions are registered in the history list and, hence, when the parameter value changes the structure will not be updated accordingly. In order to register the instructions in the history list, CST provides the AddToHistory method. This method requires two arguments. The content variable containing the instruction that has to be added in the history list and the content header. The content is executed through the VBA interpreter when the AddToHistory method is invoked. Therefore, the content variable must contain valid VBA commands for CST MICROWAVE STUDIO. The header of the content should follow the naming convention of CST MICROWAVE STUDIO that can be derived from the history list header. If content and content header contain valid VBA instructions, then the AddToHistory method returns a boolean flag having the true value, otherwise it returns a false flag. In the following example, again a rectangular waveguide having the dimension $a \times b \times c \mathrm{~mm}$ with name recWg is drawn in component1 in CST-MWS. In this way, a rectangular waveguide is created and instructions are also recorded in the CST-MWS history list.

```
content = sprintf('With Brick');
content = sprintf('%s\n.Reset', content);
```

```
content = sprintf('%s\n.Name "recWg"', content);
content = sprintf( %s\n.Component "component1", content);
content = sprintf( %s\n.Xrange "0", "a",,content);
content = sprintf(%s\n.Yrange "0", "b",, content);
content = sprintf( %s\n.Zrange "0", "c",,content);
content = sprintf(%s\n.Material "Vacuum", content);
content = sprintf('%s\n.Create', content);
content = sprintf('%s\n.End With', content);
header = ['define brick: component1:recWg'];
status = invoke(oMWS,'AddToHistory', header, content);
```

In this example, if any of the parameters $\mathrm{a}, \mathrm{b}$ or c changes, then CST-MWS asks to update the history list by pressing the F7 key. Updating of the history list can also be done through MATLAB ${ }^{\circledR}$ by invoking the Rebuild function
invoke (oMWS, 'Rebuild ');
From the above discussion, it can be noticed that the user has to know all the parameters and methods of the brick object in order to create it. Since this is a bit cumbersome, the COM-EM-AT developed eliminates this problem. It can be seen from the following listing that the rectangular waveguide example becomes very simple using the COM-EM-AT

```
oCST__Studio = f_OpenCST_StudioSuit();
oMWS = f_OpenCST_MWS_Project(oCST_Studio,< Project name with full
    path >);
f_StoreDoubleParameter(oMWS, 'a' ,5.0) ;
f_StoreDoubleParameter(oMWS,'b ', 2.5);
f_StoreDoubleParameter (oMWS,' c', 10.0);
status = f_CreateBrick(oMWS,'component1', 'recWg','Vacuum', {'0' ''a'},{'0
    'b'},{'0' 'c' });
```

As a matter of fact, thanks to the COM-EM-AT the user doesn't need to worry about VBA language, application objects and their methods.

Lets consider a real world example, i.e. the analysis of the DFS polarizer using the COM-EM-AT. A generic flow chart for the COM-EM-AT is reported in Fig. 4.2. The MATLAB ${ }^{\circledR}$ listing for this flow chart is reported in Listing 4.1. In the flow chart, two types of text color are used. The gray text color indicates processes performed by MATLAB ${ }^{\circledR}$, whereas the black text color denotes that the process needs MATLAB ${ }^{\circledR}$ along with the EM software. In this example, the first step is to add the COM-EM-AT in the MATLAB ${ }^{\circledR}$ path. Once the variables have been initialized in MATLAB ${ }^{\circledR}$, the EM tool is opened and a new project is created. A template is chosen in order to get some default settings. It can be seen that the Listing 4.1 exactly follows the 4.2 flow chart.


Figure 4.2. Layout of the DFS polarizer analysis using COM-EM-AT. Boxes containing text in gray color refer to operations that need only MATLAB ${ }^{\circledR}$, whereas boxes containing text in black color refer to processes where MATLAB ${ }^{\circledR}$ and EM software interaction is required.

The parameters are initialized in CST-MWS. Using these parameters the CAD is created in CST-MWS. Finally, all the parts are added together, the relevant edges are blended and the waveguide ports are defined. In order to define the edge blending and the waveguide ports, the user must know their edge ID and the face number. However, it is difficult to know the edge ID or face number a priori. This problem can be overcome by observing the history list of CST-MWS, i.e. first select a particular edge in CST-MWS, see its corresponding ID from the history list and, then, copy this ID in the MATLAB ${ }^{\circledR}$ listing. This procedure has to be repeated for all edges for which blending is required. The same approach is followed for the port face number variable, i.e. port1FaceNum and port2FaceNum. Once the CAD and the input ports have been defined, also the mesh and the solver setting can be defined. Since the structure of the polarizer under consideration has two-fold symmetry, this property can be exploited in order to reduce the simulation time. Indeed, there is no need to simulate the full structure but only a quarter of it is sufficient by defining suitable symmetry planes. After updating the CAD and running the solver, MATLAB ${ }^{\circledR}$ will fetch the results from CST-MWS and, then, switch the symmetry plane in order to obtain the scattering parameters for the other polarization. The CAD is again updated and the solver is started. When the solver finishes its job, MATLAB ${ }^{\circledR}$ will fetch the results again from CST-MWS and all the variables will be saved in the MAT format on hard drive. Finally, MATLAB ${ }^{\oplus}$ will save the project and close it. During all this process when MATLAB ${ }^{\circledR}$ sends some request to EM tool, it will remain busy until and unless it will not have received the acknowledgment from the EM tool. Therefore, when the EM software solver runs MATLAB ${ }^{\circledR}$ will remain busy and no other operation can be performed during this time slot.



```
63 %-- Create a new component
64 f__CreateComponent (oMWS, componentName);
65 f__ActivateWCS (oMWS,' global');
66 %-- Create the circular waveguide ( Input waveguide)
67 f__CreateCylinder (oMWS, componentName, 'inCircWg', 'Vacuum ', 'z ', 'R'
        , 0,0,0,0,{'0'''IInput'},0);
69 %-- Stub 1
70 %-- Create the circular waveguide
71 f__CreateCylinder(oMWS, componentName,'stub01', 'Vacuum ', 'z', 'R'
        ,0,0,0,0,{'1Input','IInput+lStub'},0);
72 %-- Create the Inductive arm
73 f__CreateBrick (oMWS, componentName,' part01', 'Vacuum', {'-wInd_1/2'
        'wInd_1/2 '},{'-(R+hInd_1)' '(R+hInd_1)'},{'lInput' 'lInput+
        lStub'});
74 %-- Create the Capacitive arm
75 f_CCreateBrick(oMWS, componentName,'part02','Vacuum', {'-(R+hCap_1)
        ' '(R+hCap_1)'},{'-wCap_1/2' 'wCap_1/2'},{'1Input', 'IInput+
        lStub '});
76 %-- Add all parts together
77 f_AAdSolids(oMWS, componentName,'stub01',,componentName,'part01');
78 f__AddSolids(oMWS, componentName,'stub01 ',componentName,'part02 ');
79 %-- Create the circular waveguide ( Cavity 1 )
80 f_CCreateCylinder(oMWS, componentName, 'cavityWg1 ', 'Vacuum ', 'z', 'R'
        ,0,0,0,0,{'lInput+lStub' 'IInput+1Stub+lCav'},0);
82 %-- Stub 2
83 %-- Create the circular waveguide
84 f_CreateCylinder(oMWS, componentName,'stub02', 'Vacuum', 'z', 'R'
        ,0,0,0,0,{'1Input+lStub+lCav' 'IInput+lStub+lCav+lStub'},0);
85 %-- Create the Inductive arm
86 f__CreateBrick(oMWS, componentName,''part01', 'Vacuum',{'-wInd__2/2'
        'wInd_2/2'},{'-(R+hInd_2)' '(R+hInd__2)'},{'lInput+lStub+lCav '
            ''Input+lStub+lCav+lStub '});
87 %-- Create the Capacitive arm
88 f_CCreateBrick(oMWS, componentName, 'part02', 'Vacuum', {'-(R+hCap_2)
        '(R+hCap_2)'},{'-wCap_2/2'' 'wCap_2/2'},{'IInput+lStub+lCav'
        'IInput+1Stub+lCav+lStub '});
    89 % - Add all parts together
    90 f_AddSolids(oMWS, componentName, 'stub02 ', componentName, 'part01');
    91 f_AddSolids(oMWS, componentName, 'stub02 ', componentName, 'part02 ');
92 %-- Create the circular waveguide ( Cavity 2 )
93 f_CreateCylinder(oMWS, componentName, 'cavityWg2', 'Vacuum ', 'z', 'R'
        ,0,0,0,0,{'1Input+1Stub+lCav+lStub' '1Input+lStub+lCav+1Stub+
        lCav'},0);
95 %-- Stub 3
96 % - Create the circular waveguide
```

```
97 f__CreateCylinder (oMWS, componentName, 'stub03 ', 'Vacuum ', 'z', , R'
        ,0,0,0,0,{'lInput+lStub+lCav+lStub+lCav' 'lInput+lStub+lCav+
        lStub+lCav+lStub'},0);
98 %-- Create the Inductive arm
99 f__CreateBrick(oMWS, componentName, 'part01', 'Vacuum', {'-wInd_ 3/2'
        'wInd_3/2'},{'-(R+hInd_3)' '(R+hInd_3)'}, {'IInput+lStub+lCav+
        lStub+lCav ' 'lInput+lStub+lCav+lStub+lCav+lStub '});
100 %-- Create the Capacitive arm
101 f__CreateBrick (oMWS, componentName, 'part02 ','Vacuum', {'-(R+hCap_3)
        ' '(R+hCap_3)'}, {'-wCap_3/2' 'wCap_3/2'}, {'IInput+lStub+lCav+
        lStub+lCav,' 'IInput+lStub+lCav+lStub+lCav+lStub '});
102 %-- Add all parts together
103 f_AddSolids(oMWS, componentName,'stub03',componentName,'part01');
104 f_AddSolids(oMWS, componentName,'stub03', componentName,'part02 ');
105 %-- Create the circular waveguide (output waveguide )
106 f__CreateCylinder (oMWS, componentName, 'outWg', 'Vacuum', 'z ', 'R'
        ,0,0,0,0,{'lInput+2*lCav +3*1Stub','lInput+2*lCav + 3*1Stub+
        lOutput'},0);
108 f_RenameComponentPart(oMWS, componentName, 'inCircWg', partName);
110 %-- Add All parts togather
111 f_AddSolids(oMWS, componentName, partName, componentName,'stub01');
112 f_AddSolids(oMWS, componentName, partName, componentName,'cavityWg1
        ');
113 f__AddSolids(oMWS, componentName, partName, componentName,'stub02 ');
114 f_AddSolids(oMWS, componentName, partName, componentName, 'cavity Wg2
        ');
115 f_AddSolids(oMWS, componentName, partName, componentName,'stub03');
116 f_AddSolids (oMWS, componentName, partName, componentName, 'outWg');
118 %-- Blend Edge
119 blendEdgeID = [ ...
120 12 3
121 14 4
122 26 12
123 24 11
124 11 6
125 13 5
126 23 14
127 25 13
128 61 40
129 63 39
130 75 47
131 76 46
132 62 37
133 64 38
134 73 48
135 74 45
136 112 71
```

```
137 114 72
138 124 79
139 126 80
140 111 74
141 113 73
142 123 82
143 125 81
144 ];
145 for idInd = 1: size(blendEdgeID,1);
146 f_PickEdgeFromId (oMWS, componentName, partName, blendEdgeID (
        idInd,1),blendEdgeID(idInd,2));
    end
    f_BlendEdge(oMWS, componentName,partName, blendRad);
    %-- Define port 1
    port1FaceNum = 88;
    f_PickFaceFromId(oMWS, componentName, 'innerPart ', port1FaceNum);
    oPort.portNumber = 1;
    oPort.numberOfModes = numModesIn;
    oPort.coordinates = 'Picks';
    oPort.orientation = 'positive';
    f_CreatePort(oMWS,oPort);
    f_ClearAllPicks(oMWS);
    %-- Define port 2
    port2FaceNum = 3;
    f_PickFaceFromId(oMWS, componentName, 'innerPart ', port2FaceNum);
    oPort.portNumber = 2;
    oPort.numberOfModes = numModesOut;
    oPort.coordinates = 'Picks';
    oPort.orientation = 'positive';
    f_CreatePort(oMWS,oPort);
    f_ClearAllPicks (oMWS);
    %-- Frequency range
    oSolver.frequencyRange = [fMin fMax];
    f_CreateSolver(oMWS,oSolver);
    174 %-- Mesh parameters
    175 oMesh.meshType = 'Tetrahedral ';
    176 oMesh.PBAType = 'PBA';
    177 oMesh.stepsPerWavelengthTet = 15;
    1 7 8 \text { oMesh.minimumStepNumberTet = 15;}
    1 7 9 ~ o M e s h . c u r v a t u r e R e f i n e m e n t F a c t o r ~ = ~ 0 . 0 4 ;
    1 8 0 ~ o M e s h . m i n i m u m C u r v a t u r e R e f i n e m e n t ~ = ~ 3 0 0 ;
    1 8 1 ~ o M e s h . c u r v a t u r e O r d e r ~ = ~ 3 ;
    182 f_CreateMesh (oMWS, oMesh ) ;
    184 %-- Mesh adaptation 3D
185 oMeshAdaption3D.setType = 'HighFrequencyTet';
```

```
186 oMeshAdaption3D.minPasses = 3;
187 oMeshAdaption3D.maxPasses = 6;
188 oMeshAdaption3D.maxDeltaS = 1e-14;
1 8 9 ~ o M e s h A d a p t i o n 3 D . m e s h I n c r e m e n t ~ = ~ 6 ; ~ ;
190 f_CreateMeshAdaption3D (oMWS, oMeshAdaption3D );
192 %-- Solver parameters
193 oFD_Solver.orderTet = 'Second';
194 oFD__Solver.bSParameterSweep = 'False';
195 oFD_Solver.accuracyTet = 1e-6;
196 oFD_Solver.stimulation = {'List', 'List'};
197 oFD_Solver.stimulationList = {'p1','1'};
198 oFD_Solver.addSampleInterval = {VfreqSpecAnal NfreqAnal
    Equidistant' 'False ';
199 VfreqSpecAdapt NfreqAdapt 'Equidistant' 'True'};
200 f__CreateFD__Solver(oMWS, oFD_Solver);
202 %-- Symmetry Planes
203 f_SetSymmetryPlane(oMWS,'magnetic',' electric',''none'); % X-Symm
    Plane: magnetic, Y-Symm Plane: electric, Z-Symm Plane: none
205 %-- Update CAD
206 f_UpdateModel (oMWS);
208 %-- Run Solver
209 f__StartFD_Solver(oMWS) ;
211 %-- Save results
212 [scatMatV_Pol,freq] = f_SaveScatMatTouchStone(oMWS);
214 %-- Switch Symmetry Planes
215 f_SetSymmetryPlane(oMWS,'electric','magnetic','none'); % X-Symm
        Plane: electric, Y-Symm Plane:magnetic, Z-Symm Plane: none
217 %-- Update CAD
218 f_UpdateModel (oMWS);
220 %-- Run Solvr
221 f__StartFD_Solver(oMWS);
223 %-- Save results
224 [scatMatH_Pol,freq] = f_SaveScatMatTouchStone(oMWS);
226 %-- Save all resutls in MAT format
227 save DFSPolarizerResults
229 %-- Save CST Project
230 f_SaveAsCST_MWS_Project(oMWS,< Project name with full path >);
232 %-- Close CST-MWS
```

Listing 4.1. DFS polarizer analysis using the COM-EM-AT for CST-MWS.

### 4.3.2 COM Automation for HFSS

The EM software Ansys HFSS (HFSS) also provides the COM support. Its application ID is AnsoftHfss.HfssScriptInterface. Using its ID the application object can be obtained in the following way

```
oAnsoftApp = actxserver('AnsoftHfss.HfssScriptInterface');
```

The application object has several methods. For instance, the Desktop object can be obtained from the application object and, then, through the Desktop object a new HFSS project can be opened by invoking the GetAppDesktop method

```
oDesktop = oAnsoftApp.GetAppDesktop();
invoke(oDesktop,'NewProject ');
```

The project initialization in HFSS is slightly different than that in CST-MWS. In HFSS, first, it is required to insert the HFSSDesign that provides the Project object. The project object is provided by the Design object by setting the current design as an active design. Then, the Design object provides the Editor object by setting the active editor as 3D modeler. These three objects are essential objects, since they provide several useful methods. They can be obtained in the following way through COM interface.

```
oProject = oDesktop.GetActiveProject();
oProject.InsertDesign( 'HFSS', 'HFSSDesign1', 'DrivenModal', ',');
oDesign = oProject.SetActiveDesign('HFSSDesign1');
oEditor = oDesign.SetActiveEditor('3D Modeler');
```

HFSS also uses the VBA script on the back end. In order to develop a COM automation, one way could be to study the documentation and, then, to develop the required functions. This is an interesting approach, but it requires a basic knowledge of the VBA language. The other way, that is similar to the one adopted in the previous section, is based on recording of the VBA script. HFSS provides this feature that allows the user to record ${ }^{3}$ his action in the form of a VBA script that can be subsequently used as a macro. This approach becomes more attractive when the recorded script is converted to an equivalent MATLAB ${ }^{\circledR}$ script. This code transformation is straightforward, since no VBA expertise are required. As an example, lets consider again the rectangular waveguide example. In order ot draw a rectangular waveguide in HFSS, the following script can be recorded

[^14]```
oEditor.CreateBox Array("NAME: BoxParameters", "XPosition:=", "0mm",
    YPosition:=","0mm", "ZPosition:=", "0mm", "XSize:=", "5.0mm", "
    YSize:=", "2.5mm", "ZSize:=","10.0mm"), Array("NAME: Attributes", "
    Name:=", "recWg", "Flags:=","", "Color:=","(132 132 193)",
    Transparency:=", 0, "PartCoordinateSystem:=", "Global", "UDMId:=","
    ","MaterialValue:=", ""& Chr(34) & "vacuum" & Chr(34) & "", "
    SolveInside:=", true)
```

It is clear from the above VBA script that the Editor object is using its CreateBox method. The Editor ${ }^{4}$ object would call the CreateBox method through the invoke function in the equivalent MATLAB ${ }^{\circledR}$. Another conversion is still required in the above script to replace all the $\operatorname{Array}()$ keywords along with its parentheses with braces. Finally, the equivalent MATLAB ${ }^{\circledR}$ script for the above VBA code could be as

```
invoke(oEditor, 'CreateBox', { 'NAME: BoxParameters', 'XPosition:= ', '0mm',
    'YPosition:= ,'Omm', 'ZPosition:= ', 'Omm', 'XSize:=', '5.0mm', '
    YSize:= ', '2.5mm', 'ZSize:=','10.0mm'}, {'NAME:Attributes', 'Name:=
    ', 'recWg', 'Flags:=', ',','Color:=','(132 132 193)',','Transparency
    :=', 0, 'PartCoordinateSystem:=', 'Global', 'UDMId:=',',',
    MaterialValue:= ', '' & Chr(34) & 'vacuum' & Chr(34) & ',',
    SolveInside:=', true});
```

The above script can be run in MATLAB ${ }^{\circledR}$ in order to create a rectangular waveguide having the dimension $5 \times 2.5 \times 10 \mathrm{~mm}$. Surely, this function can be parametrized in order to make it more general.

A similar approach can be used for the other functions by recording the VBA script in a file and creating the MATLAB ${ }^{\circledR}$ equivalent code. The COM-EM-AT developed for HFSS is quite general and user-friendly, since all the implementation details are defined inside the 38 functions that have been created. The DFS polarizer has also been analyzed using the COM-EM-AT for HFSS. The flow of the program is exactly the same as the one reported in the Listing 4.2. In order to avoid the duplication of the work, the HFSS example for the COM-EM-AT is not reported here.

### 4.3.3 COM Automation for Parametric Analysis

The possibility of performing a full parametric analysis through the COM-EM-AT is a very powerful feature, since it allows the RF designer to easily perform a manual pre-optimization of the structure. The parametric analysis feature is generic and it can be used for any type of problem. For instance, the main script of the parametric analysis of the COM-EM-AT contains only two lines as reported below

[^15]```
inputConfiguration
PerformParameterSweepMultiPort
```

The parametric analysis feature is currently available only for CST-MWS, but it can be extended for HFSS with some minimal changes. The prerequisite of the parametric analysis feature of the COM-EM-AT is an existing design project and the corresponding configuration file. The user needs to configure only the input configuration file. An example of the input configuration file is reported in Listing 4.2

```
addpath (genpath( < COM Automation Tool Path > ))
cstProjectPath = '< CST Project Path >';
cstProjectName = '< CST Project Name >';
deviceName = '<Device Name>';
%-- Grid Defination
parameterName = {'A', 'B', 'C'};
parameterRange = [...
    5.0 2.4 09 % Min. value
    5.5 2.6 11 % Max. value
    03 03 03 % Number of points
        ];
simulationPort = [1]; % Simulation Port Number e.g. [ [ 2 5 7 ] or [1:9]
    or [1:4 7 9]
%-- Flag Settings
activateGridAnalysis = 0; % Analysis type.
    % 0-Grid Analysis 1-User defined points
saveScatMatInTouchStone = 1; % Save Scat Mat in Touch Stone Format
                    % 0-No, 1-Yes
saveEfficiency = 1; % Save Efficiency results
    % 0-No, 1-Yes
saveScatMatInPolar = 1; % Save Scat Mat in Polar Form
    % 0-No, 1-Yes
saveFarFieldsData = 1; % Save Farfield Data
    % 0-No, 1-Yes
saveCST_Parameter = 1; % Save all CST Parameter
    % 0-No, 1-Yes
putParamNameInDir = 0; % Directory name
    % 0-Selected parameters, 1-All parameters
solverType = 'TD-Solver'; % 'TD-Solver', 'FD-Solver''
```

Listing 4.2. Configuration file for parametric analysis.
According to this input configuration file a parent directory, whose name is defined in the variable deviceName, is created and all the data is saved inside this directory. Hereafter, this directory is referred as parent directory and A, B and C denote three parameters that are necessary in the CST-MWS project. The span of each parameter is defined in the parameterRange variable. For example, the interval for the parameter A is [5 5.5] spanned with 3 samples. According to this configuration file, since there are three parameters and each parameter has 3 samples, a 3 -dimensional
grid is created and 9 analysis are performed. The results of each analysis results are saved in a separate directory that is referred to as parameter directory. The name of the parameter directory contains either the parameter name along with its value or the parameter name that is defined in the CST-MWS project. This option can be choosen from the putParamNameInDir flag. The description of each variable and each flag used in the configuration file are given below.
cstProjectPath This variable contains the existing CST-MWS project path.
cstProjectName This variable contains the existing CST-MWS project name.
deviceName This variable contains the Parent directory name. All the data is saved inside this directory that is the top level directory for the parametric analysis.
parameterName This variable contains the parameter list. The name of the parameter should be exactly the same as the one defined in the existing CST-MWS project.
parameterRange This variable contains the grid point definition upon which the analysis is performed. For instance according to the listing 4.2 the parameter A varies from 5 to 5.5 and 3 samples are defined in this interval using the linspace function. If the user wants to perform the analysis on a particular set of values, instead of considering all the grid points, he can also pass those valuein this variable, e.g. parameterRange $=\left[\begin{array}{lll}5.0 & 2.4 & 09\end{array}\right]$. In this case the activateGridAnalysis flag has to be set to 1 .
simulationPort This variable contains the ports that are excited during the analysis, e.g. simulationPort $=\left[\begin{array}{lll}2 & 5 & 7\end{array}\right]$ or simulationPort $=[1: 9]$ or simulationPort $=\left[\begin{array}{lll}1: 4 & 7\end{array}\right]$.
activateGridAnalysis This flag is set to zero when the parameterRange variable is defined as a grid, i.e parameterRange contains the minimum, maximum and the number of samples for this interval. This flag is set to one when the user wants to perform the analysis only on some particular points.
saveScatMatInTouchStone This flag is used to decide whether the scattering parameter should be exported in touch stone format or not. If this flag is set to one, the scattering parameters are exported to the parameter directory. If this flag is set to zero, the scattering parameters are not exported.
saveEfficiency This flag is used to decide whether the efficiency should be save or not. If this flag is set to one, two directories named 'linear' and 'db' are created inside the parameter directory and the radiation and total efficiency are saved in linear and in db format inside the receptive directories.
saveScatMatInPolar This flag is used to decide whether the scattering matrix in polar format should be saved or not. If this flag is set to one, the scattering matrix in polar format is saved inside the parameter directory.
saveFarFieldsData This flag is used to decide whether the farfield data should be saved or not. If this flag is set to one, all the defined farfield monitor data are exported to the parameter directory and the value of the frequency is added in the file name.
saveCST_Parameter If this flag is set to one, all the parameters defined in the CST-MWS project are exported to the parameter directory in dat format.
putParamNameInDir This flag is used to decide whether the parameter directory name contains all the parameter name defined in the CST-MWS project or the parameter name defined in the parameterName variable.
solverType This flag is used to decide which solver is used during the analysis. i.e. 'TD-Solver' or 'FD-Solver'.

### 4.3.4 COM Automation for Optimization

Optimization of RF components can be performed using both CST-MWS and HFSS, but there are very few optimization algorithms available in these EM softwares. This aspect can be a bottleneck in a specific design activity. The problem becomes more stringent when users want to exploit their own optimization algorithms or to use some particular optimization algorithm that is available in MATLAB ${ }^{\circledR}$. In these cases, the COM-EM-AT provides the required flexibility. Indeed, using the COM-EM-AT any MATLAB ${ }^{\circledR}$ optimization or any user defined algorithm can be exploited with the EM software. A generic flow chart is reported in Listing 4.3. In this flow chart the text having the gray color refers to a process that only runs on MATLAB ${ }^{\oplus}$, whereas the text having black color refers to a process in which interaction among MATLAB ${ }^{\circledR}$ and EM software occurs.


Figure 4.3. A generic optimization layout using the COM-EM-AT. Boxes containing text in gray color refer to operations that need only MATLAB ${ }^{\circledR}$, whereas boxes containing text in black color refer to processes where MATLAB ${ }^{\circledR}$ and EM software interaction is required.

### 4.3.5 COM Automation for Post Processing

The COM-EM-AT is also very useful for post processing. For instance, if the Efield or H -field at some particular cross section (e.g. the longitudinal cut of the DFS polarizer shown in Fig. 4.4) or at some face for various frequency points is required, it is very tedious each time to set the cross section, to export the data and to save it with some particular file name. On the contrary, these step becomes very simple when using the COM-EM-AT. A simple example is shown in Listing 4.3, where the cutting plane is set by points.

```
addpath(genpath( < COM Automation Tool Path > ));
%-- Open CST Studio Suit
oCST__Studio = f_OpenCST_StudioSuit();
%-- Open CST MMS Project
oMWS = f_OpenCST_MWS_Project(oCST_Studio,< Project name with full path
    >);
%- Set Cut Plane by Point
oPlot.definePlane.nx = 1;
oPlot.definePlane.ny = 0;
oPlot.definePlane.nz = 0;
oPlot.definePlane.px = 0;
oPlot.definePlane.py = 0;
oPlot.definePlane.pz = 0;
oPlot.bShowCutplane = true;
f_SetCutPlane(oMWS, oPlot);
% Get H__FieldData and also export data using Cutting plane
oH_Field.exportFilePathWithName = [pwd '\H_Field__Results'];
oH_Field.bPlot3DPlotsOn2DPlane = true; % Set cut place before getting
    the H_FieldData
H_FieldData = f_GetH__Fields(oMWS,oH_Field)
```

Listing 4.3. Exporting the H -field at a particular cross section defined by points.


Figure 4.4. DFS polarizer cross section. The H-field is exported on this cross section.

### 4.4 Conclusion

In this chapter the COM-EM-AT developed during the doctoral program has been is introduced. This tool provides several benefits, among which are more control to the user over the EM software, a flexible way for performing parametric analysis and possibility of using the EM software in conjunction with any optimization algorithm. The COM-EM-AT also provides a high degree of flexibility in data processing, especially when a large number of field monitors and data have to be exported. From the practical point of view, an interesting aspect is that the developed COM-EM-AT does not require any basic knowledge of VBA to the user. Moreover, any MATLAB ${ }^{\circledR}$ user can easily exploit all its functionalities. The broadband turnstile junction reported in chapter 3 and having $40 \%$ bandwidth centered at 40 GHz has been designed using the COM-EM-AT, thus proving the effectiveness of the tool.

## Chapter 5

## Distributed Computing Using MATLAB ${ }^{\circledR}$ for In-House Developed Analysis Tool

### 5.1 Introduction

Computational power and memory resources are key aspects in EM modeling. As an example, surfaces of 3D metallic structure can be discretized by means of many flat triangular or quadrilateral elements,on which a set of local basis functions are defined for each element, e.g. RWG for triangular domains. The basis function could be first, second or mixed order. When the dimension of the structure is electrically large then a very high number of elements and unknowns are required to properly model the structure. This drives the requirement of higher computational power and memory. Computational power can be increased in various ways. For instance, exploitation of multi core processor is one simple solution among others.

The multi processing can be exploited by Open Multi-Processing (OpenMP) that is a portable standard for shared memory multiprocessing. OpenMP Application Program Interface (API) consists of compiler directives that control the flow of the program. If the directives are defined then it will exploit the multiprocessing and if it is not defined the program will still generate the correct output but it will not exploit the available parallelism. OpenMP does not require a significant effort to parallelize an existing code. It requires only to place some compiler directives around the computationally intensive part of the code ${ }^{1}$. OpenMP is effectively employed in order to accelerate the various numerical method in EM domain. For example, Finite-Element Method (FEM), Finite-Difference Time-Domain

[^16]Method (FDTD) and Time-Domain Finite-Element Method (TDFEM) parallelized through OpenMP can be found in [47], [48] and [49] respectively. In[50], computational time of NURBS-HOMM ${ }^{2}$ is reduced, through OpenMP by computing the impedance matrix in parallel. OpenMP employment is very easy, although essential synchronization can also be easily overlooked. OpenMP directives can be put into C/C++ or FORTRAN programs.

The computation power can also be increased by splitting the problem in small chunks and, then, distributing these small chucks of problem over the network using Open Message Passing Interface (OpenMPI). OpenMPI standard is a messagepassing specification between computers and provides very high efficiency. OpenMPI scripts are easily scalable and manageable. However,its employment is quite puzzling because workload distribution has to be managed manually. Therefore, enough expertise are required in order to achieve an adequate speed up factor. Even if OpenMPI is easier to understand, its coding is complex to read, write and maintain. A comparison among OpenMP and OpenMPI performance for FEM and FDTD are reported in $[51,52]$.

The exploitation of OpenMP along with OpenMPI could be an optimal solution for very huge structures. Although this hybrid approach requires much more efforts, the advantage of shared and distribute memory can be exploited simultaneously [52, 53].

The computationally intensive problems can also be accelerated by using GPU through Compute Unified Device Architecture (Nvidia) (CUDA), Open Graphics Library (OpenGL) or Open Computing Language (OpenCL) APIs. This approach provides massive data-parallel computation even by exploiting off the shelf, general purpose GPU[54] and, then, it is also beneficial from the economical point of view. The only limitation in this case is the GPU memory. For huge problems, a frequent data transfer among the Central Processing Unit (CPU) and GPU happens and the GPU performance degrades[55] as the size of the structure increases. Instead of using one GPU, it is also a good choice to exploit a cluster of GPU. This approach provides significant improvement in the performance as it can be seen in [56] where a speed up factor 71.9 is obtained by using a cluster of GPU for Discontinuous Galerkin FEM (DG-FEM).

The above discussion provides an overview about the different ways for speedup the simulations. If the in-house analysis tool is developed in MATLAB ${ }^{\circledR}$, then the above stated option can not be exploited because their APIs are available only in $\mathrm{C} / \mathrm{C}++$. However MATLAB ${ }^{\circledR}$ provides PCT in order to exploit the CUDA GPU resources without learning the intricacies of GPU architectures. When this option is exhausted due to the larger dimensions of the matrices, the latter can be split in small chunks and, then, transferred from CPU to GPU. However, the overhead
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Figure 5.1. A generic MATLAB ${ }^{\circledR}$ Distributed Computing layout.
of frequent data transfer among CPU and GPU degrades the overall performance, specially when the mathematical operation is not so intensive. Therefore, for the present scenario the best choice is MATLAB ${ }^{\circledR}$ Distributed Computing and it can be accomplished by exploiting two MATLAB ${ }^{\circledR}$ toolboxes i.e. MDCST and PCT. In the following section MATLAB ${ }^{\circledR}$ DC configuration and implementation is discussed in detail.

### 5.2 MATLAB ${ }^{\circledR}$ DC

A generic MATLAB ${ }^{\circledR}$ Distributed Computing Server (MDCS) cluster's outline is reported in Fig. 5.1. It can be seen that the MDCS cluster consists of a head node and several worker nodes. MATLAB ${ }^{\circledR}$ license manager is installed on the head node. The job manager/scheduler is also installed on the head node. The client node is the user-end where user defines its job and submits it to the job manager. Then, the job manager receives the job from the client node and distributes it among the worker nodes. Each worker node performs its job independently from the other worker nodes and submits back the results to the head node. The job manager collects all the distributed task from the worker nodes and, finally, the client node gets the results from the job manager. Since the job manager is running on the head node, the head node should have enough capability to handle the request from the client node as well as from the worker nodes. In MATLAB ${ }^{\circledR}$ documentation it is recommended that the number of worker nodes on each CPU should be equal to the number of cores. For instance, four worker nodes is sufficient for a quad core processor.

In this discussion, MATLAB ${ }^{\circledR}$ default job manager is considered, which is provided with MDCST. It is quite simple and easy to configure for small to medium
size cluster. However, PCT and MDCS also support the following third-party job managers

- Platform LSF
- Microsoft Windows Compute Cluster Server 2003 and Windows HPC Server 2008
- PBS Pro and TORQUE
- mpiexec

The PCT has to be installed on the client node, whereas the MDCST has to be installed on the head and worker nodes as it is depicted in Fig. 5.2. Since we are using the MATLAB ${ }^{\circledR}$ default job manager, it is necessary to install and run the mdce service on each worker and head node. The firewall should be configured accordingly on each machine and the TCP/IP port ${ }^{3}$ should be open in order to allow the communication among nodes.
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Figure 5.2. MATLAB ${ }^{\circledR}$ toolboxes installation scheme for Distributed Computing. Parallel Computing Toolbox (PCT) is installed on the client node. The license manager is installed on head node, whereas MATLAB ${ }^{\circledR}$ Distributed Computing Server Toolbox (MDCST) is installed on the head and worker nodes.

### 5.3 In-House Tool Parallelization

PCT along with MDCST provides a variety of solutions in order to accelerate computationally intensive analysis tools. The detail can be seen on the respective toolbox documentation. In this section only those options that can be exploited easily and effectively from the EM perspective are discussed. In order to exploit the available power of the cluster, it is necessary to parallelize the script in such a way that it can use the maximum available computation resources. Otherwise, most of the time worker node would be remain idle and the cluster resources would be unused/wasted. However, in any case the communication overhead should be lower than the computational cost.

The rule of thumb in order to speedup the code is to mark those areas of the script that are time consuming. It can be marked easily using MATLAB ${ }^{\circledR}$ profiler. This is a very good approach and works very well for every kind of scenario. But
this approach requires modifications at grass roots level and, hence, sometimes it can become cumbersome. There is another tactic that is quite suitable if the problem is viewed from the EM perspective. For instance, in some problems parallelism inherently exists due to its structure, An example is the DFS polarizer where each building block (i.e. a single DFS) can be analyzed in parallel. In the three DFSs polarizer, each DFS scattering matrices are computed both for the vertical and the horizontal polarizations. Hence, as a result an overall of six full wave analysis have to be performed for a particular geometry having three DFSs. Since all these scattering matrices are completely independent from each other, they can be computed in parallel. If six worker nodes are used in order to compute the scattering matrices, then in principle one should obtain a speedup factor around five ${ }^{4}$, but unfortunately for the DFS polarizer the problem is not very computationally intensive. Therefore, communication overhead becomes greater than the computational cost and, consequently, no significant acceleration is obtained in computation time. This study case reveals that if somehow we increase the computational cost for a single worker node than we can get the expected speedup factor. This can be achieved if each worker analyze a complete three DFS polarizer geometry. This methodology provides the expected results reported in section 5.4.

If the geometry to be analyzed is quite computationally intensive, then it can be parallelized over the frequency sweep. It means that the same structure is analyzed by different worker nodes for different frequency points. This parallelization strategy has been applied to the analysis of corrugated horns using an in-house tool obtaining the expected results discussed in detail in section 5.4.

Parallelization is a key feature also in optimization problems of RF components. MATLAB ${ }^{\circledR}$ PCT provides the acceleration feature also for optimization applications. For instance, during the optimization the gradient can be calculated in parallel. The optimization can also start with a multiple initial guess along the DC, but for this case MATLAB ${ }^{\circledR}$ Global Optimization Toolbox (GOT) is also required. All the above discussed promising methodology are summarized in Fig. 5.3.
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Figure 5.3. Possible methodologies for parallelization from EM perspective. All the indicated approaches can be exploited for both parametric analysis and optimization, except for the last one that can be exploited only for optimization as indicated by the dashed arrow.

### 5.4 MATLAB ${ }^{\circledR}$ DC For In-House Tool

A trial local cluster has been developed by exploiting some resources available at IEIIT-CNR. The local cluster consists of four identical Intel ${ }^{\circledR}$ desktop machines. Each machine is equipped with Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i $7-3.40 \mathrm{GHz}$ Processors (4 Cores) along with 8 GB Random Access Memory (RAM). The operating system installed on each machine is Microsoft Windows 7 Professional( 64 bit). Four worker nodes ${ }^{5}$ are hosted on each machine, so that the local cluster consists of 16 worker nodes. In this cluster configuration the head node also hosts four worker nodes. Hence, this configuration is slightly different from as the one shown in Fig. 5.1. The client node is defined separately so it is not the part of the cluster as shown in Fig. 5.1. On the cluster the MDCST(Version 6.3) is installed whereas on the client node MATLAB ${ }^{\circledR}$ (Version 8.2) along with PCT(Version 6.3) is installed. The PCT version on the client node should have the same version of the MDCST installed on worker node.

Two test cases have been studied in order to validate the effectiveness of the distributed computing approach. The three DFS polarizer reported in Fig. 5.5 and the corrugate horn reported in Fig. 5.7 are chosen as examples. Their full-wave analyses have been performed using the in-house tool described in [26] and [57], respectively. The parallelized version of each in-house tool has been developed so that it can run over the cluster ${ }^{6}$.

The in-house tool developed for the three DFS polarizer has been parallelized for both parametric analysis (by means of method 3 of Fig. 5.3) and optimization (by

[^20]means of method 4 of Fig. 5.3). Figure 5.4 reports the corresponding speedup factors for the parametric analysis (dash line) and optimization (solid line) of the polarizer. A number of worker nodes equal to zero corresponds to serial programming, i.e. DC is not exploited, and it is regarded as a reference. In the parametric analysis of the polarizer (solid line) carried out by means of method 3 of Fig. 5.3 (i.e. each worker node evaluates the scattering matrix of a complete polarizer structure) a very good usage of the cluster resources is achieved, since this approach provides a speedup factor of about 15 by using 16 worker nodes. For the optimization test case, only fmincon, fgoalattain and fminimax MATLAB ${ }^{\oplus}$ solver support the parallelism. Since these solvers estimate the gradient of the objective function in various directions ${ }^{7}$, the computation of the gradient can be carried out in parallel. In Fig. 5.4 it can be seen that the speedup factor in the optimization test case (dash curve) increases as the number of worker node is increased. However, it can also be noticed that after a certain extent the addition of worker nodes does not provide any significant advantage and that the speedup factor reaches a steady state. This behavior is due to the fact that, for this problem, the computation of the gradient exploits the cluster resources up to a certain extent. Indeed, it can be seen that using 14 and 16 worker nodes provides the same speedup factor. Its means that only 3.5 times acceleration is attainable by using method 4 over the cluster for this problem. As far as optimization is considered, the same method 4 of Fig. 5.3 is used in the corrugated horn test case. Since this problem is a bit more computationally intensive than the previous one, the maximum attainable speedup factor for this case is 5.7 for 16 worker nodes, as it is reported in Fig. 5.6 (dash curve). The speedup factor can be increased if each worker node analyzes the same structure of the corrugated horn but for different frequency points (method 1 of Fig. 5.3). For instance, if during the optimization the structure has to be analyzed at 16 frequency points, then it means that 16 structures can be analyzed in parallel. It can be seen from Fig. 5.6 (solid curve) that the obtained speedup factor is about 10 using 16 worker nodes.
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Figure 5.4. Speedup factor as a function of the number of worker nodes for the three DFS polarizer. A number of workers equal to zero refers to the case when MATLAB ${ }^{\circledR}$ Distributed Computing is not exploited (reference). Method 4 refers to the optimization test case where gradients are calculated in parallel. Method 3 refers to the parametric analysis test case where different structures are analyzed in parallel by different worker nodes.


Figure 5.5. Geometry of the DFS polarizer that is studied for the parallelization methodologies 3 and 4 reported in Fig. 5.3.


Figure 5.6. Speedup factor as a function of the number of worker nodes for the corrugated horn. A number of workers equal to zero refers to the case when MATLAB ${ }^{\circledR}$ Distributed Computing is not exploited (reference). Method 1 refers to the optimization analysis test case where the same structures is analyzed in parallel by different worker nodes for different frequency points. Method 4 refers to the optimization test case where gradients are calculated in parallel.


Figure 5.7. Geometry of the corrugated horn that is studied for the parallelization methodologies 1 and 4 reported in Fig. 5.3.

### 5.5 Conclusion

In the design of waveguide components, some time-consuming activities are envolved, e.g. optimization, parametric analysis and tolerance analysis. As an example, the latter can require thousands of geometries to be analyzed in order to measure the sensitivity of the structure. Therefore EM analysis tools should have reasonably low computation time. Reduction in computation time can be achieved either by making the analysis tool's algorithm more efficient or by exploiting some acceleration techniques. In this chapter, various acceleration methods have been reported, e.g. shared/distributed memory multiprocessing through OpenMP/OpenMPI or exploitation of cluster of GPUs through CUDA/OpenGL/OpenCL. Unfortunately their APIs are available for $\mathrm{C} / \mathrm{C}++$ whereas the available in-house analysis tool had been developed in MATLAB ${ }^{\circledR}$. Finally, the MATLAB ${ }^{\circledR}$ DC approach has been exploited by employing the available toolboxes i.e. PCT with MDCST.

A local computer cluster has been developed using off the shelf Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i7 desktops and exploiting MDCST in order to perform the tolerance analysis and optimization of components in an accelerated fashion. Various parallelization methodologies have been investigated on the DFS polarizer and corrugated horn test cases by obtaining a speedup factor of about 15 and 6 , respectively.

## Appendix A

## Polarizer:Matrix Transformations and Stokes Parameters

## A. 1 Basics on Polarization States of the Electric Field

In frequency domain with the $e^{j \omega t}$ time convention, the generic expression of the transverse electric field is:

$$
\mathbf{E}=E_{x} \hat{\mathbf{x}}+E_{y} \hat{\mathbf{y}}
$$

where

$$
\begin{aligned}
& E_{x}=\left|E_{x}\right| e^{j \varphi_{x}} \\
& E_{y}=\left|E_{y}\right| e^{j \varphi_{y}}
\end{aligned}
$$

The relevant time harmonic expression is:

$$
\begin{aligned}
& \mathscr{E}(t)=\mathscr{R}\left\{\mathbf{E} e^{j \omega t}\right\} \\
& \mathscr{E}(t)=\left|E_{x}\right| \cos \left(\omega t+\varphi_{x}\right) \hat{\mathbf{x}}+\left|E_{y}\right| \cos \left(\omega t+\varphi_{y}\right) \hat{\mathbf{y}}
\end{aligned}
$$

Here we assume that the electric field polarization plane is orthogonal to z-axis. In order to derive the polarization characteristic of the field, it is useful to apply the time change $\omega t \rightarrow \omega t+\varphi_{x}$ then one obtains:

$$
\mathscr{E}(t)=\left|E_{x}\right| \cos (\omega t) \hat{\mathbf{x}}+\left|E_{y}\right| \cos (\omega t+\Delta \varphi) \hat{\mathbf{y}}
$$

where $\Delta \varphi=\varphi_{y}-\varphi_{x}$. Exploiting the standard trigonometric relation, one obtains:

$$
\begin{equation*}
\mathscr{E}(t)=\left(\left|E_{x}\right| \hat{\mathbf{x}}+\left|E_{y}\right| \cos (\Delta \varphi) \hat{\mathbf{y}}\right) \cos (\omega t)-\left|E_{y}\right| \sin (\omega t) \sin (\Delta \varphi) \hat{\mathbf{y}} \tag{A.1}
\end{equation*}
$$

If $\Delta \varphi$ is 0 or an integer multiple of $\pi$ i.e. then the expression (A.1) reduces to:

$$
\mathscr{E}(t)=\left(\left|E_{x}\right| \hat{\mathbf{x}} \pm\left|E_{y}\right| \hat{\mathbf{y}}\right) \cos (\omega t)
$$

that means that the electric field direction is constant in the time: this case is referred as linear polarization.
If $\Delta \varphi= \pm \pi / 2$ and $\left|E_{x}\right|=\left|E_{y}\right|$ then the expression (A.1) reduces to:

$$
\mathscr{E}(t)=\left|E_{y}\right| \cos (\omega t) \hat{\mathbf{x}} \pm j\left|E_{y}\right| \sin (\omega t) \hat{\mathbf{y}}
$$

that means that the electric field direction changes in the time and, in particular, rotates along a circle: this case is referred as circular polarization.

Finally, if electric field vector neither has linear polarization nor has circular polarization then it is said elliptically polarized since the tip of the $\mathbf{E}$ field traces an ellipse.

## A. 2 Scattering Matrix Transformation

$$
\begin{equation*}
\tilde{\mathbf{S}}=\mathbf{P}_{b} \cdot \mathbf{S} \cdot \mathbf{P}_{a}^{-1} \tag{A.2}
\end{equation*}
$$

The analytical expression of the submatrices of $\tilde{\mathbf{S}}$, can be found by substituting the values of $\mathbf{P}_{b}, \mathbf{S}$ and $\mathbf{P}_{a}^{-1}$ in equation A.2.

$$
\begin{aligned}
& {\left[\begin{array}{ll}
\tilde{\mathbf{S}}_{11} & \tilde{\mathbf{S}}_{12} \\
\tilde{\mathbf{S}}_{21} & \tilde{\mathbf{S}}_{22}
\end{array}\right]=\left[\begin{array}{ll}
\check{\mathbf{T}} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{S}_{11} & \mathbf{S}_{12} \\
\mathbf{S}_{21} & \mathbf{S}_{22}
\end{array}\right]\left[\begin{array}{cc}
\hat{\mathbf{T}} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}
\end{array}\right]^{-1}} \\
& {\left[\begin{array}{ll}
\tilde{\mathbf{S}}_{11} & \tilde{\mathbf{S}}_{12} \\
\tilde{\mathbf{S}}_{21} & \tilde{\mathbf{S}}_{22}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{S}_{11} & \mathbf{S}_{12} \\
\mathbf{S}_{21} & \mathbf{S}_{22}
\end{array}\right]\left[\begin{array}{cc}
(\hat{\mathbf{T}})^{-1} & \mathbf{0} \\
\mathbf{0} & (\mathbf{T})^{-1}
\end{array}\right]} \\
& {\left[\begin{array}{ll}
\tilde{\mathbf{S}}_{11} & \tilde{\mathbf{S}}_{12} \\
\tilde{\mathbf{S}}_{21} & \tilde{\mathbf{S}}_{22}
\end{array}\right]=\left[\begin{array}{lll}
\check{\mathbf{T}} \mathbf{S}_{11} & \text { Ť } & \mathbf{S}_{12} \\
\mathbf{T} & \mathbf{S}_{21} & \mathbf{T} \\
\mathbf{S}_{22}
\end{array}\right]\left[\begin{array}{cc}
(\hat{\mathbf{T}})^{-1} & \mathbf{0} \\
\mathbf{0} & (\mathbf{T})^{-1}
\end{array}\right]} \\
& {\left[\begin{array}{ll}
\tilde{\mathbf{S}}_{11} & \tilde{\mathbf{S}}_{12} \\
\tilde{\mathbf{S}}_{21} & \tilde{\mathbf{S}}_{22}
\end{array}\right]=\left[\begin{array}{lll}
\check{\mathbf{T}} \mathbf{S}_{11}(\hat{\mathbf{T}})^{-1} & \text { T }_{\mathbf{~}}(\mathbf{T})^{-1} \\
\mathbf{T} \mathbf{S}_{21}(\hat{\mathbf{T}})^{-1} & \mathbf{T} \mathbf{S}_{22}(\mathbf{T})^{-1}
\end{array}\right]}
\end{aligned}
$$

Equating the corresponding elements leads to

$$
\begin{align*}
& \tilde{\mathbf{S}}_{11}=\check{\mathbf{T}} \mathbf{S}_{11}(\hat{\mathbf{T}})^{-1}  \tag{A.3}\\
& \tilde{\mathbf{S}}_{12}=\check{\mathbf{T}} \mathbf{S}_{12}(\mathbf{T})^{-1}  \tag{A.4}\\
& \tilde{\mathbf{S}}_{21}=\mathbf{T} \mathbf{S}_{21}(\hat{\mathbf{T}})^{-1} \tag{A.5}
\end{align*}
$$

$$
\begin{equation*}
\tilde{\mathbf{S}}_{22}=\mathbf{T} \mathbf{S}_{22}(\mathbf{T})^{-1} \tag{A.6}
\end{equation*}
$$

In the subsequent paragraph an explicit mathematical expression is derived for $\tilde{\mathbf{S}}_{11}, \tilde{\mathbf{S}}_{12}, \tilde{\mathbf{S}}_{21}$ and $\tilde{\mathbf{S}}_{22}$ in terms of principal direction scattering elements.

For $\tilde{\mathbf{S}}_{11}$, consider equation (A.3)

$$
\begin{gather*}
\tilde{\mathbf{S}}_{11}=\check{\mathbf{T}} \mathbf{S}_{11}(\hat{\mathbf{T}})^{-1} \\
\tilde{\mathbf{S}}_{11}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
-j & 1 \\
j & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{21} & s_{22}
\end{array}\right] \cdot\left(\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
-j & 1 \\
j & 1
\end{array}\right]\right)^{-1} \\
\tilde{\mathbf{S}}_{11}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
-j & 1 \\
j & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{21} & s_{22}
\end{array}\right] \cdot \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
-j & -j \\
1 & 1
\end{array}\right] \\
\tilde{\mathbf{S}}_{11}=\frac{1}{2}\left[\begin{array}{cc}
-j s_{11}+s_{21} & -j s_{12}+s_{22} \\
j s_{11}+s_{21} & j s_{12}+s_{22}
\end{array}\right] \cdot\left[\begin{array}{cc}
-j & -j \\
1 & 1
\end{array}\right] \\
\tilde{\mathbf{S}}_{11}=\frac{1}{2}\left[\begin{array}{ll}
s_{22}-s_{11}-j\left(s_{12}+s_{21}\right) & s_{11}+s_{22}+j\left(-s_{12}+s_{21}\right) \\
s_{11}+s_{22}+j\left(s_{12}-s_{21}\right) & s_{22}-s_{11}+j\left(s_{12}+s_{21}\right)
\end{array}\right] \tag{A.7}
\end{gather*}
$$

Consider equation (A.4)

$$
\begin{align*}
& \tilde{\mathbf{S}}_{12}=\check{\mathbf{T}} \mathbf{S}_{12}(\mathbf{T})^{-1} \\
& \tilde{\mathbf{S}}_{12}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
j & 1 \\
-j & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{13} & s_{14} \\
s_{23} & s_{24}
\end{array}\right] \cdot\left(\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right]\right)^{-1} \\
& \tilde{\mathbf{S}}_{12}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
j & 1 \\
-j & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{13} & s_{14} \\
s_{23} & s_{24}
\end{array}\right] \cdot \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right] \\
& \tilde{\mathbf{S}}_{12}=\frac{1}{2}\left[\begin{array}{cc}
-j s_{13}+s_{23} & -j s_{14}+s_{24} \\
j s_{13}+s_{23} & j s_{14}+s_{24}
\end{array}\right] \cdot\left[\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right] \\
& \tilde{\mathbf{S}}_{12}=\frac{1}{2}\left[\begin{array}{cc}
s_{23}+s_{24}-j\left(s_{13}+s_{14}\right) & s_{24}-s_{23}+j\left(s_{13}-s_{14}\right) \\
s_{23}+s_{24}+j\left(s_{13}+s_{14}\right) & s_{24}-s_{23}+j\left(-s_{13}+s_{14}\right)
\end{array}\right] \tag{A.8}
\end{align*}
$$

Consider equation (A.5)

$$
\begin{aligned}
& \tilde{\mathbf{S}}_{21}=\mathbf{T} \mathbf{S}_{21}(\hat{\mathbf{T}})^{-1} \\
& \tilde{\mathbf{S}}_{21}=\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & 1 \\
-1 & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{31} & s_{32} \\
s_{41} & s_{42}
\end{array}\right] \cdot\left(\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
j & 1 \\
-j & 1
\end{array}\right]\right)^{-1} \\
& \tilde{\mathbf{S}}_{21}=\frac{1}{2}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{31} & s_{32} \\
s_{41} & s_{42}
\end{array}\right] \cdot\left[\begin{array}{cc}
-j & j \\
1 & 1
\end{array}\right] \\
& \tilde{\mathbf{S}}_{21}=\frac{1}{2}\left[\begin{array}{cc}
s_{31}+s_{41} & s_{32}+s_{42} \\
-s_{31}+s_{41} & -s_{32}+s_{42}
\end{array}\right] \cdot\left[\begin{array}{cc}
-j & j \\
1 & 1
\end{array}\right]
\end{aligned}
$$

$$
\tilde{\mathbf{S}}_{21}=\frac{1}{2}\left[\begin{array}{ll}
s_{32}+s_{42}-j\left(s_{31}+s_{41}\right) & s_{32}+s_{42}+j\left(s_{31}+s_{41}\right)  \tag{A.9}\\
s_{42}-s_{32}+j\left(s_{31}-s_{41}\right) & s_{42}-s_{32}-j\left(s_{31}-s_{41}\right)
\end{array}\right]
$$

Similarly consider equation (A.6)

$$
\begin{align*}
& \tilde{\mathbf{S}}_{22}=\mathbf{T} \mathbf{S}_{22}(\mathbf{T})^{-1} \\
& \tilde{\mathbf{S}}_{22}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{33} & s_{34} \\
s_{43} & s_{44}
\end{array}\right] \cdot\left(\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right]\right)^{-1} \\
& \tilde{\mathbf{S}}_{22}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right] \cdot\left[\begin{array}{ll}
s_{33} & s_{34} \\
s_{43} & s_{44}
\end{array}\right] \cdot \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right] \\
& \tilde{\mathbf{S}}_{22}=\frac{1}{2}\left[\begin{array}{cc}
s_{33}+s_{43} & s_{34}+s_{44} \\
-s_{33}+s_{43} & -s_{34}+s_{44}
\end{array}\right] \cdot\left[\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right] \\
& \tilde{\mathbf{S}}_{22}=\frac{1}{2}\left[\begin{array}{ll}
s_{33}+s_{34}+s_{43}+s_{44} & s_{34}-s_{33}-s_{43}+s_{44} \\
s_{43}-s_{34}-s_{33}+s_{44} & s_{33}-s_{34}-s_{43}+s_{44}
\end{array}\right] \tag{A.10}
\end{align*}
$$

## A. 3 Stokes Parameter's Formulation for Polarizer

A generic incident field at the polarizer physical port 1 has the following expression:

$$
\mathbf{E}_{1}^{i n c}=E_{R} \hat{\mathbf{e}}_{\mathbf{R}}+E_{L} \hat{\mathbf{e}}_{\mathbf{L}}
$$

It generates a scattered field at the physical port 2, which is given as,

$$
\mathbf{E}_{2}^{\text {scat }}=\left(E_{R} \tilde{s}_{31}+E_{L} \tilde{s}_{32}\right) \hat{\mathbf{u}}+\left(E_{R} \tilde{s}_{41}+E_{L} \tilde{s}_{42}\right) \hat{\mathbf{v}}=E_{u} \hat{\mathbf{u}}+E_{v} \hat{\mathbf{v}}
$$

where

$$
\begin{aligned}
& E_{u}=E_{R} \tilde{s}_{31}+E_{L} \tilde{s}_{32}=\frac{E_{R}}{2}\left[\left(s_{42}+s_{32}\right)-j\left(s_{31}+s_{41}\right)\right]+\frac{E_{L}}{2}\left[\left(s_{42}+s_{32}\right)+j\left(s_{31}+s_{41}\right)\right] \\
& E_{v}=E_{R} \tilde{s}_{41}+E_{L} \tilde{s}_{42}=\frac{E_{R}}{2}\left[\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)\right]+\frac{E_{L}}{2}\left[\left(s_{42}-s_{32}\right)-j\left(s_{31}-s_{41}\right)\right]
\end{aligned}
$$

Since $Q_{m}=2 \mathfrak{R}\left\{E_{v} E_{u}^{*}\right\}$ and $U_{m}=-2 \mathfrak{J}\left\{E_{v} E_{u}^{*}\right\}$, let us consider in detail the product $E_{v} E_{u}^{*}:$

$$
\begin{aligned}
E_{v} E_{u}^{*}= & {\left[\frac{E_{R}}{2}\left[\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)\right]+\frac{E_{L}}{2}\left[\left(s_{42}-s_{32}\right)-j\left(s_{31}-s_{41}\right)\right]\right] . } \\
& {\left[\frac{E_{R}}{2}\left[\left(s_{42}+s_{32}\right)-j\left(s_{31}+s_{41}\right)\right]+\frac{E_{L}}{2}\left[\left(s_{42}+s_{32}\right)+j\left(s_{31}+s_{41}\right)\right]\right]^{*} }
\end{aligned}
$$

Apply conjugate and multiply both side by a factor 4

$$
\begin{aligned}
4 E_{v} E_{u}^{*}= & {\left[E_{R}\left[\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)\right]+E_{L}\left[\left(s_{42}-s_{32}\right)-j\left(s_{31}-s_{41}\right)\right]\right] . } \\
& {\left[E_{R}^{*}\left[\left(s_{42}^{*}+s_{32}^{*}\right)+j\left(s_{31}^{*}+s_{41}^{*}\right)\right]+E_{L}^{*}\left[\left(s_{42}^{*}+s_{32}^{*}\right)-j\left(s_{31}^{*}+s_{41}^{*}\right)\right]\right] }
\end{aligned}
$$

Collect $\left|E_{R}\right|^{2}, E_{R} E_{L}^{*}, E_{L} E_{R}^{*}$ and $\left|E_{L}\right|^{2}$ terms

$$
\begin{aligned}
4 E_{v} E_{u}^{*} & =\left|E_{R}\right|^{2}\left(\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)\right)\left(\left(s_{32}^{*}+s_{42}^{*}\right)+j\left(s_{31}^{*}+s_{41}^{*}\right)\right) \\
& +E_{R} E_{L}^{*}\left(\left(s_{42}-s_{32}\right)+j\left(s_{31}-s_{41}\right)\right)\left(\left(s_{32}^{*}+s_{42}^{*}\right)-j\left(s_{31}^{*}+s_{41}^{*}\right)\right) \\
& +E_{L} E_{R}^{*}\left(\left(s_{42}-s_{32}\right)-j\left(s_{31}-s_{41}\right)\right)\left(\left(s_{32}^{*}+s_{42}^{*}\right)+j\left(s_{31}^{*}+s_{41}^{*}\right)\right) \\
& +\left|E_{L}\right|^{2}\left(\left(s_{42}-s_{32}\right)-j\left(s_{31}-s_{41}\right)\right)\left(\left(s_{32}^{*}+s_{42}^{*}\right)-j\left(s_{31}^{*}+s_{41}^{*}\right)\right)
\end{aligned}
$$

Multiply

$$
\begin{array}{rlrl}
4 E_{v} E_{u}^{*} & = & \left|E_{R}\right|^{2}\left(s_{42}-s_{32}\right)\left(s_{32}^{*}+s_{42}^{*}\right)+j\left|E_{R}\right|^{2}\left(s_{42}-s_{32}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& +\quad j\left|E_{R}\right|^{2}\left(s_{31}-s_{41}\right)\left(s_{32}^{*}+s_{42}^{*}\right)-\left|E_{R}\right|^{2}\left(s_{31}-s_{41}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& +\quad E_{R} E_{L}^{*}\left(s_{42}-s_{32}\right)\left(s_{32}^{*}+s_{42}^{*}\right)-j * E_{R} E_{L}^{*}\left(s_{42}-s_{32}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& + & j E_{R} E_{L}^{*}\left(s_{31}-s_{41}\right)\left(s_{32}^{*}+s_{42}^{*}\right)+E_{R} E_{L}^{*}\left(s_{31}-s_{41}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& + & E_{L} E_{R}^{*}\left(s_{42}-s_{32}\right)\left(s_{32}^{*}+s_{42}^{*}\right)+j E_{L} E_{R}^{*}\left(s_{42}-s_{32}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& - & j E_{L} E_{R}^{*}\left(s_{31}-s_{41}\right)\left(s_{32}^{*}+s_{42}^{*}\right)+E_{L} E_{R}^{*}\left(s_{31}-s_{41}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& + & \left|E_{L}\right|^{2}\left(s_{42}-s_{32}\right)\left(s_{32}^{*}+s_{42}^{*}\right)-j\left|E_{L}\right|^{2}\left(s_{42}-s_{32}\right)\left(s_{31}^{*}+s_{41}^{*}\right) \\
& - & j\left|E_{L}\right|^{2}\left(s_{31}-s_{41}\right)\left(s_{32}^{*}+s_{42}^{*}\right)-\left|E_{L}\right|^{2}\left(s_{31}-s_{41}\right)\left(s_{31}^{*}+s_{41}^{*}\right)
\end{array}
$$

collect the common terms

$$
\begin{aligned}
4 E_{v} E_{u}^{*} & =\left(s_{42}-s_{32}\right)\left(s_{32}^{*}+s_{42}^{*}\right)\left(\left|E_{R}\right|^{2}+E_{R} E_{L}^{*}+E_{L} E_{R}^{*}+\left|E_{L}\right|^{2}\right) \\
& +j\left(s_{42}-s_{32}\right)\left(s_{31}^{*}+s_{41}^{*}\right)\left(\left|E_{R}\right|^{2}-E_{R} E_{L}^{*}+E_{L} E_{R}^{*}-\left|E_{L}\right|^{2}\right) \\
& +j\left(s_{31}-s_{41}\right)\left(s_{32}^{*}+s_{42}^{*}\right)\left(\left|E_{R}\right|^{2}+E_{R} E_{L}^{*}-E_{L} E_{R}^{*}-\left|E_{L}\right|^{2}\right) \\
& +\left(s_{31}-s_{41}\right)\left(s_{31}^{*}+s_{41}^{*}\right)\left(-\left|E_{R}\right|^{2}+E_{R} E_{L}^{*}+E_{L} E_{R}^{*}-\left|E_{L}\right|^{2}\right)
\end{aligned}
$$

exploit the identities: $a^{*} b+a b^{*}=2 \mathfrak{R}\left\{a b^{*}\right\}$ and $a^{*} b-a b^{*}=-2 j \mathfrak{\Im}\left\{a b^{*}\right\}$

$$
\begin{aligned}
4 E_{v} E_{u}^{*} & =\left(s_{42}-s_{32}\right)\left(s_{42}^{*}+s_{32}^{*}\right)\left(\left|E_{R}\right|^{2}+2 \mathfrak{R}\left\{E_{L} E_{R}^{*}\right\}+\left|E_{L}\right|^{2}\right) \\
& +j\left(s_{42}-s_{32}\right)\left(s_{31}^{*}+s_{41}^{*}\right)\left(\left|E_{R}\right|^{2}+2 j \mathfrak{F}\left\{E_{L} E_{R}^{*}\right\}-\left|E_{L}\right|^{2}\right) \\
& +j\left(s_{31}-s_{41}\right)\left(s_{32}^{*}+s_{42}^{*}\right)\left(\left|E_{R}\right|^{2}-2 j \mathfrak{\Im}\left\{E_{L} E_{R}^{*}\right\}-\left|E_{L}\right|^{2}\right) \\
& +\left(s_{31}-s_{41}\right)\left(s_{31}^{*}+s_{41}^{*}\right)\left(-\left|E_{R}\right|^{2}+2 \mathfrak{R}\left\{E_{L} E_{R}^{*}\right\}-\left|E_{L}\right|^{2}\right)
\end{aligned}
$$

Multiply,

$$
\begin{aligned}
4 E_{v} E_{u}^{*} & =\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}\right)\left(\left|E_{R}\right|^{2}+2 \mathfrak{R}\left\{E_{L} E_{R}^{*}\right\}+\left|E_{L}\right|^{2}\right) \\
& -j\left(s_{42} s_{31}^{*}+s_{42} s_{41}^{*}-s_{31}^{*} s_{32}-s_{32} s_{41}^{*}\right)\left(-\left|E_{R}\right|^{2}-2 j \mathfrak{\Im}\left\{E_{L} E_{R}^{*}\right\}+\left|E_{L}\right|^{2}\right) \\
& -j\left(s_{31} s_{32}^{*}+s_{31} s_{42}^{*}-s_{32}^{*} s_{41}-s_{41} s_{42}^{*}\right)\left(-\left|E_{R}\right|^{2}+2 j \mathfrak{\Im}\left\{E_{L} E_{R}^{*}\right\}+\left|E_{L}\right|^{2}\right) \\
& +\left(\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right)\left(-\left|E_{R}\right|^{2}+2 \mathfrak{R}\left\{E_{L} E_{R}^{*}\right\}-\left|E_{L}\right|^{2}\right)
\end{aligned}
$$

Exploit the stokes parameters definition, as defined in Eq.( 1.17)

$$
\begin{aligned}
4 E_{v} E_{u}^{*} & =\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}\right)(I+Q) \\
& -j\left(s_{42} s_{31}^{*}+s_{42} s_{41}^{*}-s_{31}^{*} s_{32}-s_{32} s_{41}^{*}\right)(V+j U) \\
& -j\left(s_{31} s_{32}^{*}+s_{31} s_{42}^{*}-s_{32}^{*} s_{41}-s_{41} s_{42}^{*}\right)(V-j U) \\
& -\left(\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}+2 j \Im\left\{s_{31} s_{41}^{*}\right\}\right)(I-Q)
\end{aligned}
$$

Collect $Q, U, I$ and $V$ terms

$$
\begin{aligned}
4 E_{v} E_{u}^{*} & =\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right) Q \\
& +\left(s_{42} s_{31}^{*}+s_{42} s_{41}^{*}-s_{31}^{*} s_{32}-s_{32} s_{41}^{*}-s_{31} 1_{32}^{*}-s_{31} s_{42}^{*}+s_{32}^{*} s_{41}+s_{41} s_{42}^{*}\right) U \\
& +\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}-2 j \Im\left\{s_{31} s_{41}^{*}\right\}\right) I \\
& -j\left(s_{42} s_{31}^{*}+s_{42} s_{41}^{*}-s_{31}^{*} s_{32}-s_{32} s_{41}^{*}+s_{31} s_{32}^{*}+s_{31} s_{42}^{*}-s_{32}^{*} s_{41}-s_{41} s_{42}^{*}\right) V
\end{aligned}
$$

Rearrange,

$$
\begin{aligned}
4 E_{\nu} E_{u}^{*} & =\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}+2 j \mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right) Q \\
& +\quad\left(2 j \mathfrak{\Im}\left\{s_{42} s_{31}^{*}\right\}+2 \mathfrak{R}\left\{s_{41} s_{42}^{*}\right\}-2 \mathfrak{R}\left\{s_{31} s_{32}^{*}\right\}-2 j \mathfrak{\Im}\left\{s_{32} s_{41}^{*}\right\}\right) U \\
& +\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}+2 j \mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}-2 j \mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right) I \\
& -j\left(2 \mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-2 j \mathfrak{\Im}\left\{s_{41} s_{42}^{*}\right\}+2 j \mathfrak{\Im}\left\{s_{31} s_{32}^{*}\right\}-2 \mathfrak{R}\left\{s_{32} s_{41}^{*}\right\}\right) V
\end{aligned}
$$

separate $Q, U, I$ and $V$ terms real and imaginary part

$$
\begin{array}{rrr}
2 E_{v} E_{u}^{*} & =\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}\right) Q+\left(\mathfrak{R}\left\{s_{41} s_{42}^{*}\right\}-\mathfrak{R}\left\{s_{31} s_{32}^{*}\right\}\right) U \\
& +\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}\right) I+\left(-\mathfrak{J}\left\{s_{41} s_{42}^{*}\right\}+\mathfrak{\Im}\left\{\left.s_{31}\right|_{32} ^{*}\right\}\right) V \\
& + & j\left(\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right) Q+j\left(\mathfrak{\Im}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{\Im}\left\{s_{32} s_{41}^{*}\right\}\right) U \\
& + & j\left(\mathfrak{J}\left\{s_{42} s_{32}^{*}\right\}-\mathfrak{\Im}\left\{s_{31} s_{41}^{*}\right\}\right) I-j\left(\mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{R}\left\{s_{32} s_{41}^{*}\right\}\right) V
\end{array}
$$

Since $Q_{m}=2 \Re\left\{E_{v} E_{u}^{*}\right\}$ we have:

$$
\begin{aligned}
Q_{m} & =\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}+\left|s_{31}\right|^{2}-\left|s_{41}\right|^{2}\right) Q+\left(\mathfrak{R}\left\{s_{41} s_{42}^{*}\right\}-\mathfrak{R}\left\{s_{31} s_{32}^{*}\right\}\right) U \\
& +\frac{1}{2}\left(\left|s_{42}\right|^{2}-\left|s_{32}\right|^{2}-\left|s_{31}\right|^{2}+\left|s_{41}\right|^{2}\right) I+\left(-\mathfrak{\Im}\left\{s_{41} s_{42}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{32}^{*}\right\}\right) V
\end{aligned}
$$

In similar way, since $U_{m}=-2 \mathfrak{T}\left\{E_{v} E_{u}^{*}\right\}$ :

$$
\begin{aligned}
U_{m} & =-\left(\mathfrak{\Im}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{41}^{*}\right\}\right) Q+\left(\mathfrak{\Im}\left\{s_{32} s_{41}^{*}\right\}-\mathfrak{J}\left\{s_{42} s_{31}^{*}\right\}\right) U \\
& +\left(-\mathfrak{F}\left\{s_{42} s_{32}^{*}\right\}+\mathfrak{J}\left\{s_{31} s_{41}^{*}\right\}\right) I+\left(\mathfrak{R}\left\{s_{42} s_{31}^{*}\right\}-\mathfrak{R}\left\{s_{32} s_{41}^{*}\right\}\right) V
\end{aligned}
$$

## Appendix B

## OMT: Stokes Parameters

## B. 1 Stokes Parameter's Formulation for OMT

The generic expression of the incident electric field vector at the common waveguide circular/rectangular port is given as,

$$
\mathbf{E}_{1}^{\text {inc }}=E_{y} \hat{\mathbf{y}}+E_{x} \hat{\mathbf{x}}
$$

Then, the scattered filed component along $\hat{\mathbf{y}}$ and $\hat{\mathbf{x}}$ direction at physical port 2 and 3 (see Fig. 3.25) of OMT are given as,

$$
\begin{aligned}
& E_{2}^{\text {scat }}=s_{31} E_{y}+s_{32} E_{x} \\
& E_{3}^{\text {scat }}=s_{41} E_{y}+s_{42} E_{x}
\end{aligned}
$$

The measured Stokes parameters $Q_{m}$ and $U_{m}$ are proportional to the real and imaginary parts of the product $E_{3}^{\text {scat }}\left(E_{2}^{\text {scat }}\right)^{*}$, respectively. This product is given as,

$$
\begin{align*}
& E_{3}^{\text {scat }}\left(E_{2}^{\text {scat }}\right)^{*}=\left(s_{41} E_{y}+s_{42} E_{x}\right)\left(s_{33} E_{y}+s_{32} E_{x}\right)^{*} \\
& E_{3}^{\text {scat }}\left(E_{2}^{\text {scat }}\right)^{*}=\left(s_{41} E_{y}+s_{42} E_{x}\right)\left(s_{31}^{*} E_{y}^{*}+s_{32}^{*} E_{x}^{*}\right) \\
& E_{3}^{\text {scat }}\left(E_{2}^{\text {scat }}\right)^{*}=s_{41} s_{31}^{*}\left|E_{y}\right|^{2}+s_{41} s_{32}^{*} E_{r} E_{x}^{*}+s_{42} s_{31}^{*} E_{x} E_{y}^{*}+s_{42} s_{32}^{*}\left|E_{x}\right|^{2} \tag{B.1}
\end{align*}
$$

Exploiting the Stoke parameters definition

$$
\begin{aligned}
Q & =2 \mathfrak{R}\left\{E_{x} E_{y}^{*}\right\} \\
U & =-2 \mathfrak{I}\left\{E_{x} E_{y}^{*}\right\} \\
I & =\left|E_{x}\right|^{2}+\left|E_{y}\right|^{2} \\
V & =\left|E_{x}\right|^{2}-\left|E_{y}\right|^{2}
\end{aligned}
$$

one deduces:

$$
2\left|E_{x}\right|^{2}=I+V
$$

$$
\begin{aligned}
2\left|E_{y}\right|^{2} & =I-V \\
2 E_{x} E_{y}^{*} & =Q-j U \\
2 E_{y} E_{x}^{*} & =Q+j U
\end{aligned}
$$

Substituting these relations in (B.1) one obtains:
$\boldsymbol{E}_{3}^{s c a t}\left(\boldsymbol{E}_{2}^{s c a t}\right)^{*}=\frac{1}{2}\left(s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right) Q+\frac{i}{2}\left(s_{41} s_{32}^{*}-s_{42} s_{31}^{*}\right) U+\frac{1}{2}\left(s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right) I+\frac{1}{2}\left(s_{42} s_{32}^{*}-s_{41} s_{31}^{*}\right) V$
Since $Q_{m}=2 \Re\left\{E_{3}^{\text {scat }}\left(E_{2}^{\text {scat }}\right)^{*}\right\}$, therefore:
$Q_{m}=\mathfrak{R}\left\{s_{41} 1_{32}^{*}+s_{42} s_{31}^{*}\right\} Q+\Im\left\{-s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} U+\mathfrak{R}\left\{s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right\} I+\mathfrak{R}\left\{s_{42} s_{32}^{*}-s_{41} s_{31}^{*}\right\} V$
Similarly, since $U_{m}=-2 \mathfrak{T}\left\{E_{3}^{s c a t}\left(E_{2}^{\text {scat }}\right)^{*}\right\}$, therefore:
$U_{m}=-\mathfrak{S}\left\{s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} Q+\mathfrak{R}\left\{-s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} U-\Im\left\{s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right\} I-\Im\left\{s_{42} s_{32}^{*}-s_{41} s_{31}^{*}\right\} V$
In matrix form:

$$
\left[\begin{array}{l}
Q_{m} \\
U_{m}
\end{array}\right]=\mathbf{H} \cdot\left[\begin{array}{l}
Q \\
U
\end{array}\right]+\mathbf{K} \cdot\left[\begin{array}{l}
I \\
V
\end{array}\right]
$$

where

$$
\mathbf{H}=\left[\begin{array}{ll}
H_{Q Q} & H_{Q U} \\
H_{U Q} & H_{U U}
\end{array}\right], \mathbf{K}=\left[\begin{array}{ll}
K_{Q I} & K_{Q V} \\
K_{U I} & H_{U V}
\end{array}\right]
$$

where

$$
\begin{aligned}
H_{Q Q} & =\mathfrak{R}\left\{s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} \\
H_{Q U} & =\mathfrak{J}\left\{-s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} \\
H_{U Q} & =-\mathfrak{S}\left\{s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\} \\
H_{U U} & =\mathfrak{R}\left\{-s_{41} s_{32}^{*}+s_{42} s_{31}^{*}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
K_{Q I} & =\mathfrak{R}\left\{s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right\} \\
K_{Q V} & =\mathfrak{R}\left\{s_{44} s_{32}^{*}-s_{41} s_{31}^{*}\right\} \\
K_{U I} & =-\mathfrak{T}\left\{s_{41} s_{31}^{*}+s_{42} s_{32}^{*}\right\} \\
K_{U V} & =-\mathfrak{\Im}\left\{s_{42} s_{32}^{*}-s_{41} s_{31}^{*}\right\}
\end{aligned}
$$
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[^0]:    ${ }^{1}$ sometimes also referred as inductive $(\hat{\mathbf{y}})$ and capacitive ( $(\hat{\mathbf{x}})$ polarizations

[^1]:    ${ }^{2}$ The two component considered here are the right- and left-circularly polarized components at electrical ports 1.

[^2]:    ${ }^{3}$ Stokes parameters were defined by George Gabriel Stokes in 1852 [20].

[^3]:    ${ }^{4}$ The detailed derivation is reported in appendix A. 3

[^4]:    ${ }^{1}$ with reference to Fig. 2.2 we call vertical and horizontal polarizations the cases where the $\boldsymbol{T} \boldsymbol{E}_{11}$ mode is directed along the $y$ and $x$ directions, respectively.
    ${ }^{2}$ actually it slowly increases as a function of $h$.

[^5]:    ${ }^{3}$ classical optimization algorithm [30].

[^6]:    ${ }^{4}$ i.e. the stub width can not be lower than 1 mm .

[^7]:    ${ }^{5}$ reflection coefficients and relative differential phase errors $\left(\epsilon_{\Delta \Phi}\right)$ lower than -30 dB and $3 \%$, respectively.

[^8]:    ${ }^{6}$ Hawk Optical Measurement Microscope With qc - 200 Microprocessor.

[^9]:    ${ }^{1}$ If the system works in linear polarization, then OMT is placed just after the horn/antenna.

[^10]:    ${ }^{2}$ For the polarization along $\hat{\mathbf{x}}$ direction

[^11]:    ${ }^{3}$ All turnstile junction's design reported in this section have the height of the rectangular waveguide fixed to 2.5 mm .

[^12]:    ${ }^{4}$ Frequency band [39, 48] GHz.

[^13]:    ${ }^{1}$ for example f_CreateBrick and f_PickFaceFromId
    ${ }^{2}$ for example f_CreatePort and f_CreateSolver.

[^14]:    ${ }^{3}$ this option can be accessed from: Tool $\rightarrow$ Record Script To File.

[^15]:    ${ }^{4}$ It is assumed that the oEditor object has already been created as mentioned in the above paragraph.

[^16]:    ${ }^{1}$ i.e. computationally intensive loops.

[^17]:    ${ }^{2}$ NURBS-HOMM: Non-Uniform Rational B-Splines model with Higher Order Moment Method.

[^18]:    ${ }^{3}$ default TCP /IP ports number for a particular MATLAB ${ }^{\circledR}$ version can be seen from MATLAB ${ }^{\circledR}$ documentation

[^19]:    ${ }^{4}$ For ideal scenario, it would be six because six number of worker nodes are exploited but for a real scenario it is less than six due to the communication overhead.

[^20]:    ${ }^{5}$ worker nodes should be equal to the number of processor cores as recommended by MATLAB ${ }^{\circledR}$
    ${ }^{6}$ Parallelized version should not have global and persistent variables. If global variables are used in the serial version of the script, then they should be removed and the corresponding parameters should be passed in every function as input arguments.

[^21]:    ${ }^{7}$ The number of gradients to be estimated depends on the length of the optimization vector x containing all the degree of freedom of the geometry.

