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Abstract—Nowadays, Graphical processing Units (GPUs) have become increasingly popular due to their high computational power and low prices. This makes them particularly suitable for high-performance computing applications, like data elaboration and image processing. In these fields, the capability of properly work even in presence of faults is mandatory. This paper presents an innovative approach, that combines a Software Based Self Test & Diagnosis (SBSTD) methodology with a fault mitigation strategy, to increase the robustness of a CUDA Fermi GPU-based system.

I. INTRODUCTION

In the last years, the increasing demand for computational power resulted in more cores integrated in a single chip. In this scenario, GPUs have replaced multi-cores processors in many High Performance Computing (HPC) applications, thanks to their ability of performing a high number of parallel operations exploiting their internal Single Instruction Multiple Data (SIMD) architecture. Such a rapid proliferation of GPUs is also due to the advent of significant programming support for developing general-purpose applications on GPUs, which allows programmers to easily solve “general” computing problems [1], in addition to the graphic ones.

Reliability of GPUs is still an open issue. In the past, GPUs have been mainly exploited for non-critical applications, such as video or image processing. In these applications, whenever corrupted pixel values caused by soft or hard faults are computed, the user experience is in general not significantly impacted since just few pixels per frame are usually corrupted [2].

However, the computational power of GPUs is becoming an attractive solution for several safety critical applications, like automotive [3], space [4], and medical [5]. In these applications the ability to continue to properly function despite the existence of faults (i.e., robustness of the system) becomes a primary requirement.

The robustness of a system is usually enhanced exploiting fault-tolerance or fault mitigation techniques. In literature, several publications provide this kind of techniques for SIMD processors [6], but, unfortunately, they are not applicable to modern GPU architectures, since they rely on a deep knowledge of the processor internal architecture. Other techniques are completely independent from the processor internal architecture (e.g., Check pointing-based [7] and Algorithm-based fault tolerance [8]), but they usually either introduce high performance overhead, or require custom modifications to tackle the GPU internal architecture peculiarities.

To overcome these issues, we propose a combination of Software Based Self Test and Diagnosis (SBSTD) and fault mitigation methodologies in order to increase the robustness of a CUDA Fermi GPU-based system against permanent faults. Basically, by periodically running the proposed SBSTD methodology, it is possible to identify faulty Streaming Multiprocessors (SMs) [9] in the GPU under test. This information is then exploited by the fault mitigation strategy to overcome the effect of multiple faults.

When compared with the already presented methodologies, the proposed approach: (i) does not introduce any execution time penalties during the GPU fault-free execution, and (ii) it guarantees fault-free results also in presence of a high number of faults.

II. PROPOSED SBSTD METHODOLOGY

The proposed SBSTD methodology aims at testing each SM inside a CUDA Fermi GPU. It first detects the presence of permanent faults, and then localizes the faulty SM. The basic steps performed by the proposed methodology are shown in Fig. 1.

First, a set of Test Kernels, each one implementing the test procedure for one of the internal SM components, has been defined. The CPU runs the CUDA program [9] to start the execution of the test kernels on the GPU. In order to properly
test each internal component, the GPU must execute one parallel instance of the test kernel for each internal module of each SM. From each of these instances it computes the related test results (TR) or test signatures (TS). Moreover, to identify the SM that has generated the test response, the GPU appends an SM identifier (SM ID) to each computed TS/TR.

Finally, these information items are sent back to the GPU. The CPU checks the presence of faults comparing the obtained TR/TS with the precomputed Golden TR (GR)/Golden TS (GS). When a fault is detected, the CPU exploits the appended SM ID to localize the faulty SM, and creates the Faulty SM Map (FM) (i.e., a map indicating the faulty or fault-free status of SMs).

The proposed test approach has to deal with three main issues. The first concerns how ensuring the execution of the test procedure on each component of each SM. This issue has been solved by properly configuring the compiled test kernel in terms of Threads, Thread Blocks and Grid [9].

The second issue involves the methodology to prevent the compiler from inserting extra operations in the test kernel (i.e., extra operations could alter the fault detection capability of the test procedure). This issue can be solved writing each test kernel exploiting the inline-assembly provided by the CUDA-ISA [10], and unrolling every for loop required by the test procedure resorting to the compiler directive #pragma unroll [11]. The last issue concerns the definition of the test procedure for each internal component of a SM. In the proposed approach, some test procedures have been implemented exploiting well-known SBST methodology modified to tackle GPU possibilities, while others have been implemented as fully custom test procedures. Additional implementation details can be found in [12].

III. PROPOSED FAULT MITIGATION STRATEGY

To ensure correct results also in presence of faults, the proposed Fault Mitigation strategy prevents kernel executions on faulty SMs. It exploits the FM, obtained by executing the proposed SBSTD methodology (see Sec. II), to perform the fault mitigation.

In the proposed approach (see Fig. 2) the fault mitigation is ensured by instrumenting the CUDA program and the kernel.

First, the Instrumented CUDA Program (ICP), exploiting the FM, provides the kernel the information about the faulty SMs. Then, the instrumented kernel avoids the execution of the Thread Blocks on faulty SMs. Since there are no available instructions that ensure to directly operate on the Thread Blocks scheduling policy, an ad-hoc procedure has been implemented. The Instrumented Kernel (IK) identifies the Thread Blocks scheduled on faulty SMs (i.e., Faulty Blocks (FBs)), and stops their execution. At the end of the execution, the IK communicates to the ICP the FBs.

This information is exploited by the ICP to check whether all Thread Blocks have been executed on a faulty-free SM (i.e., execution completed). If the execution is not completed, the ICP creates several replicas of each FB. A new kernel (Faulty Kernel (FK)), containing only the generated replicas, will be created and executed on the CUDA GPU.

The presence of more than one copy of each FB ensures the execution of each FB on at least one fault-free SM. This set of steps (i.e., loop identified by the white arrows in Fig. 2) is iteratively repeated until no FBs are detected after the IK execution.

For additional information about the implementation details of the proposed strategy the reader may refer to [13].

IV. CONCLUSION

The paper presents an innovative approach to allow the use of a CUDA GPU, even in presence of faults. The presented approach is completely algorithm independent and it allows to reach the maximum performance during a fault-free execution.
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